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my adorable fiancé Max. He watched my back, helped me through the difficult
stages of this PhD, and brightens my everyday life.

There were many more friends and colleagues who have contributed in various
ways but have not been mentioned personally. Thank You.





Abstract

The Brinkman equations model fluid flow through porous media and are par-
ticularly interesting in regimes where viscous shear effects cannot be neglected.
Two model parameters in the momentum balance function as weights for the
terms related to inter-particle friction and bulk resistance. If these are not in
balance, then standard finite element methods might suffer from instabilities
or error estimates might deteriorate. In particular the limit case, where the
Brinkman problem reduces to a Darcy problem, demands for special attention.

This thesis proposes a low-order finite element method which is uniformly
stable with respect to the flow regimes captured by the Brinkman model,
including the Darcy limit. To that end, linear equal-order approximations
are combined with a pressure stabilization technique, a grad-div stabilization,
and a penalty-free non-symmetric Nitsche method. The combination of these
ingredients allows to develop a robust method, which is proven to be well-posed
for the whole family of problems in two spatial dimensions, even if any Brinkman
parameter vanishes. An a priori error analysis reveals optimal convergence in
the considered norm.

A convergence study based on problems with known analytic solutions con-
firms the robust first order convergence for reasonable ranges of numerical
(stabilization) parameters. Further, numerical investigations that partly extend
the theoretical framework are considered, revealing strengths and weaknesses of
the approach.

An application motivated by the optimization of geothermal energy production
completes the thesis. Here, the proposed method is included in a multi-physics
discrete model, appropriate to describe the thermo-hydraulics in hot, sedimentary,
essentially horizontal aquifers. An immersed boundary method is adopted in
order to allow a flexible, automatic optimization without re-generating the
computational mesh. Utilizing the developed computational framework, the
optimized multi-well arrangements with respect to the net energy gain are
presented and discussed for different geothermal and hydrogeological setups. The
results show that taking into account heterogeneous permeability structures and
variable aquifer temperatures might drastically affect the optimal configuration
of the wells.
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1 Introduction

1.1 Motivation

The study of the dynamics of fluids which are located in porous materials is
relevant in a great number of industrial processes including the fields of civil
engineering (e.g., thermal insulation of building material), petroleum produc-
tion (e.g., fuel cells), and industrial filter design (e.g., open foams). Further it
is also the fundament for the description of numerous natural phenomena in
disciplines as for example hydro-geology (e.g., groundwater flow) and biomedical
engineering (e.g., tissue perfusion and noninvasive diagnosis). In that respect,
questions related to the design of products towards desired filter properties or
to understanding the effects due to mid- and long-term processes are raised and
demand for detailed investigations. Depending on the context, appropriate ex-
periments might be highly inefficient in terms of financial costs, human resources,
and time. In these situations the power of numerical simulations becomes evident.

Although enhanced applications often involve further phenomena, the om-
nipresent module is the fluid flow. Given a detailed description of the porous
matrix on the microscopic scale, a reasonable modeling approach is to consider
the (Navier–)Stokes equations in the pore space with no-slip boundary condi-
tions at the solid walls of the matrix. In general and in particular for natural
porous media, the required analytic description of the pore geometry of a porous
medium is often either not available or highly complex such that another model
approach is needed. The key idea is to consider the flow on a larger scale instead,
which does not account for the microscopic details of the porous structure. A
family of macroscopic porous media flow models based on the idea to interpret
a porous medium as an averaged continuum is the result.

In this respect, the simplest system of partial differential equations is based
on Darcy’s law, which states a linear relation between the pressure gradient and
the filter velocity and hence accounts only for the viscous damping force due
to the porous mass. Tied to the simplicity of the Darcy model is its limitation.
In regimes where viscous (shear) stresses become relevant, the model fails to
appropriately prescribe the fluid flow, which is particularly delicate with respect
to high permeabilities and boundary effects. Moreover, the differentiation
between non- and Darcian flow regimes is not trivial. In order to influence the
range of validity, appropriate additional terms can be included in the model.

In this spirit, the Brinkman model was proposed, which takes into account
viscous stresses via an additional parameter-dependent macroscopic velocity
term. To be precise, with respect to the velocity, the differential operator in the
Brinkman momentum equation is a weighted sum of the differential operators in
the Stokes and Darcy momentum equations. Consequently, the Brinkman model
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1 Introduction

captures the whole range of equations between these two limit cases, controlled
by the values of two physical coefficients.

From the mathematical point of view, the two limit problems (Stokes and
Darcy) correspond to different functional settings in terms of the regularity of
the function spaces and the boundary conditions, that yield well-posed weak
formulations. This flexibility of the Brinkman model might also affect the
numerical discretization.

One of such approaches and one of the most popular discretization methods,
especially in computational fluid dynamics (CFD), is the finite element method.
Here the well-posedness of mixed finite element problems relies on the compati-
bility of the finite element spaces which is generally speaking one of the main
difficulties in the design of finite element methods. For the Brinkman problem
the situation is even more complicated since the finite element spaces have to
be compatible for two different problems, a Stokes problem and a Darcy prob-
lem. Additionally, an alternative to the typically strong imposition of essential
boundary conditions in the ansatz space has to be utilized in order to enable a
smoother parameter-dependent transition inherent to the problem. Altogether,
such a method would allow to write and use code, with little regard to whether
the Stokes or the Darcy regime is appropriate. Furthermore, approaches which
are computationally cheap and require a low implementational extra effort,
based on elementary finite element spaces, are very attractive in practice.

The development and analysis of a single finite element method that fulfills
this complex of objectives, i.e, which in particular can handle any choice of
parameter values in the Brinkman problem, is challenging. In fact it necessitates
a combination of non-standard approaches and an extension of the existing
theory.

The availability of such a method would contribute to research areas of
high impact as for example those which tackle urgent questions related to the
continuously increasing global energy consumption and the climate change. It is
known that the traditional usage of fossil fuels as energy sources is temporally
limited and that burning processes emit greenhouse gases, provoking global
warming. In particular the impressive worldwide civil engagement, known as
”Fridays for Future”, has recently heated up the debate and insists on concrete
short- to mid-term political plans in order to diminish global warming. To that
end an energy transition has to be pushed further forward, based on the idea,
that renewable energy has to become the main resource of energy. In this context,
the extraction of energy in form of heat from geothermal reservoirs has gained
attention and geothermal plants are progressively implemented. Such reservoirs
might possess geological characteristics which influence the thermo-hydraulics
based on high as well as low permeabilities, such that a flexible porous media flow
model as the Brinkman model becomes an interesting ingredient. The increasing
number of geothermal installations is linked to an increasing concentration, such
that optimized well positioning taking into account heterogeneities, interference,
and sustainability becomes an important issue that has to be addressed for a
strategic positioning of new wells.
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1.2 Main Contributions

1.2 Main Contributions

A robust, unconditionally stable, low-order finite element method for the
Brinkman problem is proposed. It is designed to behave well in both the
Stokes limit and the Darcy limit considered in its dual form. While the Darcy
problem requires weak continuity of the normal velocity, for the Stokes problem
both, the normal and the tangential components have to be (weakly) continuous.
Two main difficulties arise from this difference in the discrete setting as well -
the appropriate choice of the finite element spaces suitable for both limits and a
proper treatment of essential boundary conditions.

Firstly, since both problems can be cast in the theory of (generalized) sad-
dle point problems, equal-order interpolation combined with a residual-based
pressure stabilization technique is employed. Here different variants can be
considered and we will use the non-symmetric Galerkin least squares (GLS)
method also called Douglas–Wang method which was originally introduced
as an unconditionally stable formulation of the Stokes problem. Focusing on
computationally efficient approaches, continuous piecewise linear polynomials
are chosen. Further a grad-div stabilization is used to maintain stability in the
Darcy limit.

Secondly, the Nitsche method is employed to weakly impose the essential
boundary conditions. This approach enables to formulate the Brinkman problem
at the discrete level using the same finite element spaces, and independent of
the values of the physical parameters. Here, the penalty-free non-symmetric
Nitsche method, that was recently proven to be well-posed for incompressible
elasticity problems, will be used.

The resulting finite element method for the Brinkman problem will be analyzed
in detail (in 2D) concerning stability and a priori error estimation with the
following results:

(a) Well-posedness for any choice of parameters including the limit cases,
(b) Optimal convergence of order one in a mesh-dependent norm including the

limit cases.

For the validity of the well-posedness proof in the Darcy limit, the penalty-free
non-symmetric Nitsche method is extended by an additional so-called corner
stabilization. The latter concerns only the dofs at the corners of the domain (in
2D) whose two adjacent boundary edges are both associated with weakly imposed
essential boundary conditions due to Nitsche. In that turn, the analysis proving
the existence and uniqueness of a solution and convergence of the penalty-free
non-symmetric Nitsche method in combination with a non-symmetric GLS
method, a grad-div stabilization, and a corner stabilization can be considered
valid for the Stokes and the Darcy problems separately. Therefore, the existing
theory is extended.

Based on the theoretical results, extensive parameter studies which confirm
the proven robust convergence of the method are performed and the impact
of different parameter choices on the condition number of the finite element
matrix is numerically assessed. Moreover, different numerical tests based on
benchmarks available in literature are discussed in order to assess the potential

3



1 Introduction

competitiveness of the proposed method. To better understand its advantages
and limitations, these partly go beyond the theory.

Finally, a thermo-hydraulic model for the simulation of geothermal reservoir
developments is proposed. Its main features are a sequential coupling of essen-
tially horizontal Brinkman flow and heat transfer, and an immersed boundary
method to model the wells. The latter approach decouples the mesh generation
process from the application of (derivative-free) optimization algorithms. The
model is used to optimize the placement (with respect to the produced net
energy) of multi-well arrangements in heterogeneous aquifers using data from
the Upper Jurassic formation in the greater Munich area. The simulations reveal
that the production and injection flow rates, the heterogeneous permeability
structure, and the aquifer temperature field influence the optimal placement.
Through an optimization with temporal and spatial constraints, the expected
net energy gain can be significantly influenced.

1.3 Outline

Chapter 2 begins with an introduction to important concepts and terminology
in the context of porous media flow. Following the historical line, we will discuss
the models which are highly relevant in this thesis: the Stokes model, the Darcy
model, and finally the Brinkman model, including their derivations, limitations,
and extensions.

Based on this knowledge, Chapter 3 starts with the presentation of ele-
mentary definitions and relevant results from functional theory, in particular
concerning the weak uniqueness and existence theory. Appropriate functional
settings for the (non-dimensionalized) Brinkman boundary value problem in
its weak form will be identified for the limit cases separately. This will reveal
similarities and differences, where the latter in particular manifest in different
appropriate functional spaces and boundary conditions. The result are weak
formulations of the Stokes respectively Darcy problems which will be proven to
admit a unique solution using the solution theory for saddle point problems.

Chapter 4 is dedicated to the derivation of appropriate ingredients of a robust
finite element method for the Brinkman problem. After a condensed introduction
to the finite element method and a presentation of theoretical results, standard
Galerkin methods for the limit cases and their missing potential to build simple,
unified approaches for the Brinkman problem are discussed.

Keeping the focus on low-complexity methods, stability issues of low-order
Lagrangian finite elements are figured out. Among the possibilities to cure the
incompatibility of certain low-order finite element pairs, pressure stabilizations
that consist of adding mesh-dependent weighted element-wise residuals of the
momentum equation to the discrete formulation will be considered. Targeting
continuous equal-order approximations, the non-symmetric GLS method, which
is known for its unconditional stability (for the Stokes problem), will be presented.

In the last part of this chapter, we will introduce approaches to weakly impose
essential boundary conditions in the finite element context as opposed to the
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1.3 Outline

common strong imposition, which refers to their explicit incorporation in the
ansatz space. A presentation of the Nitsche method and its variants, which are
based on modifications of the discrete formulation, will lead the reader finally
to the penalty-free non-symmetric Nitsche method.

An unconditionally stable and robust equal-order finite element formulation
for the Brinkman problem in (2D) is proposed in Chapter 5. The key in-
gredients, as developed in the foregoing chapter, are the stabilized low-order
equal-order finite element pair and a grad-div stabilization, combined with
the penalty-free non-symmetric Nitsche method and a corner stabilization. A
weighted, mesh-dependent norm, which reduces to appropriate norms in the
Stokes and Darcy limits and measures the velocity respectively its normal com-
ponent at the Nitsche boundary, is considered in the finite element analysis.
The presented finite element formulation is then proven to yield a well-posed
problem in particular in both of the respective limits, the Stokes limit and
the Darcy limit. The grad-div and corner stabilizations, are necessary for the
presented proof in the Darcy limit only. Here, the corner stabilization emanates
from the inability of the continuous pressure space to represent the possibly
discontinuous normal velocity along corners of the computational domain and
therefore stabilizes jumps of the normal velocity across corners of the Nitsche
boundary. Finally, optimal a priori error estimates are derived, keeping track of
the physical and numerical parameters.

Chapter 6 provides numerical results for the method proposed in Chapter 5.
Convergence studies confirming the theoretical outcomes, in particular the ro-
bustness, are performed. Also the impact of the stabilization parameters on the
condition number of the coefficient matrix is tested here. Furthermore, bench-
marks whose analytical solution is not available are used to assess the sensitivity
with respect to the GLS stabilization parameter and also to investigate the quali-
tative competitiveness of the proposed method with other stabilized methods and
with multi-domain approaches (Stokes–Darcy coupling with interface conditions).

Chapter 7 is devoted to an application of current interest, geothermal energy
supply. The central goal is to simulate the flow field and the evolution of the
cold water front from injection towards production wells in order to estimate
the net energy gain by the operation of multi-well arrangements - utilizing
solely free software components and libraries. Therefore, the proposed finite
element method from Chapter 5 is adopted to compute an advection field,
used to determine the corresponding heat transfer in an essentially horizontal
aquifer with geological properties similar to the Upper Jurassic formation in
the Greater Munich area. The usage of an immersed boundary approach to
model sources and sinks of mass increases the flexibility of the optimization
without necessitating a high mesh resolution of well boundaries and thus re-
meshing during the optimization. A comparative numerical study considers
hexagonal and lattice type multi-well arrangements with varying heterogeneous
permeability structures, production and injection flow rates, and background
temperature fields, for an 80+ years operation. Hence, in particular the impact
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of interference on the optimal well placement with respect to the net energy
gain is included.

6



2 Background

The purpose of this introductory section is to provide, besides historical infor-
mation, a solid mathematical and physical foundation, crucial for understanding
the basic notions and the mathematical models that are used to describe porous
media flow. Therefore, we will briefly discuss relevant mathematical operators
and properties of fluids and porous media before going into detail with respect
to the models of interest, namely the (Navier–)Stokes, Darcy, and Brinkman
models.

2.1 Notation and Basic Properties of Differential
Operators

Let us begin with the definition of first and second order differential operators.

Definition 2.1.1 (Differential Operators).
Let v : Ω → R be a scalar function and u : Ω → Rn, u = (u1, u2, . . . , un)T , as
well as ũ : Ω→ Rn, ũ = (ũ1, ũ2, . . . , ũn)T , be vector-valued functions, all three
defined on Ω ⊂ Rn, n ∈ N>0, and sufficiently smooth. Then, we define the
following operators:

1. Laplace operator:

∆v ∈ R, ∆v :=
n∑
i=1

∂2v

∂x2
i

,

∆u ∈ Rn, (∆u)i :=
n∑
j=1

∂2ui
∂x2

j

, i = 1, . . . , n,

2. gradient:

∇v ∈ Rn, ∇v :=

(
∂v

∂x1
,
∂v

∂x2
, · · · , ∂v

∂xn

)T
,

∇u ∈ Rn×n, (∇u)ij :=
∂ui
∂xj

, i, j = 1, . . . , n,

3. divergence for vector-valued functions:

∇ · u ∈ R, ∇ · u :=
n∑
i=1

∂ui
∂xi

,

7



2 Background

4. divergence for tensor-valued functions:

∇ · (∇u) ∈ Rn, (∇ · (∇u))i := ∇ · (∇u)i , i = 1, . . . , n,

((∇u)i being the i-th row of ∇u as a column vector),

5. tensor-product:

∇u : ∇ũ ∈ R, ∇u : ∇ũ :=

n∑
i=1

∇ui · ∇ũi =

n∑
i,j=1

∂ui
∂xj

∂ũi
∂xj

,

6. symmetric part of the gradient:

D (u) ∈ Rn×n, D (u) :=
∇u+ (∇u)T

2
.

Lemma 2.1.2. For v and u as in Definition 2.1.1, both sufficiently smooth and
n ∈ {2, 3}, the following identities hold:

(i) ∇ · ∇v = ∆v,

∇ · ∇u = ∆u,

(ii) ∇ · (vu) = ∇v · u+ v∇ · u,

(iii) ∇ · (∇u)T = ∇ (∇ · u) .

Furthermore, if the divergence of u is constant (in particular ∇ · u = 0), then

(iv) ∇ · (∇u)T = 0,

(v) 2∇ · D (u) = ∇ · ∇u.

Proof: The proof is straightforward by using the symmetry of second order
partial derivatives (for sufficiently smooth functions) and the definitions of the
differential operators. In order to deduce (iv) and (v), (iii) is used.

Remark 2.1.3. The term sufficiently smooth indicates that the used functions
are smooth enough for the applied calculations and considerations. For the
definition of, e.g., the Laplace operator in Definition 2.1.1, twice differentiable
would be sufficient.

2.2 Fluids and Porous Media

Porous media flow can be phenomenologically modeled, as flow through channels
or as flow around obstacles, [Kav02, Sect. 2.1]. Thereby, a porous medium is
formally a combination of a solid matrix (formation of particles) and voids,
[NB06, Sect. 1]. In order to enable fluid flow through the porous medium, at
least some of the voids have to be connected.

8



2.2 Fluids and Porous Media

Assumption I: Throughout this thesis we will focus on porous media with a
rigid solid matrix, i.e., neglecting the deformation of the solid structures.

In fact, there is a great variety of naturally occurring porous media, for
which examples are beach sand, wood, luffa sponges, or even biological tissue
as the human lung and liver. However, due to their valuable contribution to
diverse fields, numerous synthetic porous media have been designed and ease our
everyday life in form of wipes, diapers, various kinds of filters, or even titanium
foam which is used as an implant in human bones, [MFK17].

While synthetic porous media often have a well-defined or even periodic
structure, in nature, a porous medium is typically highly irregular on the
microscopic scale (the so-called pore scale). The size and the shape of the solid
matrix and the voids may vary strongly. Additionally, fractures that largely
influence the fluid migration might alter the flow pattern significantly.

As a result, the physical quantities describing the flow through such porous
media, like the fluid velocity and the pressure, mirror this high irregularity.
Several samples of porous media consisting of the same substance, e.g., natural
stones, typically have similar properties on a macroscopic level although they
vary strongly on a micro-scale. The prediction of such a micro-scale behavior
is not only an extremely complex task, which might be even impossible due to
limited knowledge of the microscopic structure of the solid matrix. It is also
unnecessary from the point of view of application where one is often actually
interested in mesoscopic or macroscopic behaviors only, [DV+12, Ch. 2.1]. For a
visualization of micro- and macro-scales see Figures 2.1 and 2.2.

Figure 2.1: Sketch of a macro-scale (left) and a micro-scale (right) for an artificial
homogeneous porous medium with solid parts in gray.

Figure 2.2: Macroscopic (left) and microscopic (right) pictures of mineral wool
taken from [ILW09].
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2 Background

This leads to the idea to describe the flow on a mesoscopic- or macroscopic scale
using space/volume averaging, which is in practice achieved considering velocity
and pressure averages with respect to a so-called representative elementary
volume.

In the rest of this Section 2.2, fundamental notions concerning porous media
flow that underlie the discussions in this thesis are introduced. The basis
therefore are the books [Hor97], [NB06], and [Bea72].

2.2.1 General Material Properties

In this subsection we will discuss two scale-dependent classifications of substances,
isotropic, respectively anisotropic, and homogeneous, respectively inhomogeneous.
These notions strongly depend on the respective context (scale) and are only
meaningful from a mesoscopic or macroscopic (continuum) point of view, and
not on, e.g., the atomic level, where all substances are naturally occurring to be
anisotropic and inhomogeneous, [BS90, Ch. 9].

Homogeneity and Inhomogeneity

A medium, M ⊂ Rn is called homogeneous with respect to some (physical)
property P if this property does not vary in space, otherwise M is called inho-
mogeneous or heterogeneous with respect to P .

Liquid, isothermal water is an example for a homogeneous fluid (with respect to
density) and a coffee filter is a homogeneous (with respect to its ability to admit
fluid flow) porous medium. A liquid that is heated with different temperatures
at different points in space is likely to be inhomogeneous with respect to its
resistance to flow (viscosity). Also a composition of two liquids that do not mix,
e.g., oil and water, leading to two phases with different physical properties will
be inhomogeneous with respect to them. In the literature, the term homogeneous
fluid is also used to account for single-fluid phase flow, [MW37].

Isotropy and Anisotropy

A medium M ⊂ Rn is called isotropic with respect to some property P , if this
property does not depend on the direction, else it is called anisotropic.

Many fluids are in general isotropic with respect to, e.g., density - an example
for an exception are liquid crystals, [BS90, Ch. 9]. Concerning porous media,
geological formations that serve as reservoirs and wood, whose material properties
are different parallel and perpendicular to the grain, are typically anisotropic
with respect to the resistance to fluid flow.

10



2.2 Fluids and Porous Media

2.2.2 Properties of Porous Media

For a porous medium described on a macroscopic scale, it is necessary to reflect
the microscopic properties in an adequate manner. This is the intention behind
notions as saturation, porosity, and permeability. For some further information,
see [Kav02, Ch. 2].

Saturation

In the porous media flow context, the saturation Sf is defined as the fraction
of the interconnected void space that is occupied by a certain fluid called f :

Sf :=
volume occupied by the fluid f

volume of the void space
∈ [0, 1].

For Sf = 1 and f being the only fluid in the porous medium, the flow is called
one-phase fully saturated flow. In case of m fluids exploring the interconnected
void in the porous medium, the flow is referred to as an m-phase flow.

Assumption II: During this thesis, porous media with a totally intercon-
nected void and one-phase fully saturated flow will be presupposed.

Porosity

For a porous medium, the porosity is the dimensionless quantity which gives
information about the relation between the solid parts and the voids. The porosity
of a medium with a totally interconnected void is defined by

φ :=
volume of the void space

total volume
∈ [0, 1],

with

total volume := (volume of the void space) ∪ (volume of the porous mass) .

Hence it is a measure of the pore space, i.e, the potential fluid capacity of the
porous medium, [MW37]. The extreme cases φ ∈ {0, 1} represent a pure solid
matrix and a pure void space, respectively.

Permeability

The (intrinsic) permeability K [m2] is a measure of the ability of a porous
medium to let fluids pass through. In practice, the unit darcy [Kav02, Sect. 2.1]
is used as well, where

1 darcy = 9.87 · 10−13 m2.

The notation K indicates that the permeability is in general modeled as a tensor,
since the flow can evolve in any spatial direction differently, [Kav02, Ch. 2.1]. For
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example natural stratified soils have a permeability which is typically higher in
the horizontal direction than in the vertical direction. Formally, K is the inverse
of the resistance to flow due to a porous mass - high values in the permeability
tensor corresponds to low resistance to flow by the porous mass, and low values
in the permeability tensor induce a high resistance, [SC11, p. 25]. According to
[Kav02, Sect. 2.1], the permeability of a porous mass depends, amongst others,
on the interstitial surface area and the path that fluid particles might take.

The permeability is a symmetric, positive definite, second-order tensor, such
that the existence of its inverse, which will be part of the flow models, is guaran-
teed, see, e.g., [Ant13] for 3D. It further effectively simplifies for isotropic soils
to a multiple of the identity tensor I, i.e., K = kI, where k is scalar, see [Lia65].
For possibilities to determine the (intrinsic) permeability of a porous medium,
see [Ber14], [IL04], and [MW37, Ch. 2].

In fact, the porosity and the permeability of a porous medium are interrelated,
although two media might have the same (effective) porosity while having
different permeabilities based on different flow paths with different amounts
of boundary and bulk effects exerted on the fluid. The precise relationship
depends on the (microscopic) properties of the porous medium, as the shapes of
the voids and their level of connectedness have an impact on K, [MW37, Sect.
2.3]. Hence, explicit relations between permeability and porosity can only be
attempted in concrete examples, depending on the medium. An example for
packed grains is the Kozeny–Carman equation ([Cos06], [AC03], [Car97, (10)],
[NB06, Ch. 1.4.2]), which states as

K =
c d2 φ3

(1− φ)2 ,

where c is some constant and d is the average diameter of the grains.

In Table 2.1, examples for porous media together with typical porosity and
permeability ranges are given.

Table 2.1: Examples for porous media, their porosities φ, and permeabilities K
in [m2] collected from [NB06], [Bea72], [Kav02], and [GK10].

Medium Porosity Permeability

Soil 4.3 · 10−1 − 5.4 · 10−1 2.9 · 10−13 − 1.4 · 10−11

Leather 5.6 · 10−1 − 5.9 · 10−1 9.5 · 10−14 − 1.2 · 10−13

Limestone 4.0 · 10−2 − 1.0 · 10−1 2.0 · 10−15 − 4.5 · 10−14

Sand 3.7 · 10−1 − 5.0 · 10−1 2.0 · 10−11 − 1.8 · 10−10

Sand stone 8.0 · 10−2 − 3.8 · 10−1 5.0 · 10−16 − 3.0 · 10−12

Clean gravel / 1.0 · 10−7 − 1.0 · 10−9

Textile / 1.0 · 10−10 − 1.0 · 10−13
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2.2 Fluids and Porous Media

2.2.3 Properties of Fluids

The description of the physical behavior of fluids requires the knowledge of
certain concepts that will be partly defined and discussed in the following.

Compressibility and Incompressibility

A fluid is called compressible if its density (respectively volume) changes in
the presence of a pressure variation. It is called incompressible if the volume
respectively density is constant in case of pressure variation, see, e.g., [Kav02,
Sect. 2.1].

In reality, all fluids are compressible, i.e., their density is sensitive to pressure and
thus temperature. This property is much more present for gases than for fluids.
In order to simplify the models for fluid dynamics, in case of sufficiently small
changes of pressure and temperature and corresponding small changes of density
(and thus volume), the flow of a fluid often can be modeled as incompressible
flow . For homogeneous fluids, incompressible flow is characterized by a constant
density, [LL59, §10], [Kav02, Sect. 2.1].

Viscosity and Newtonian Fluids

The viscosity of a fluid describes its resistance to deformation (flow) due to
mechanical stress, i.e., shear and tensile/compressive stresses. Fluids that have
no resistance to shear and tensile/compressive stresses are called inviscid other-
wise they are called viscous. Ideal fluids are by definition inviscid (viscosity = 0).

In [New87, Book II, Sect. 9], Newton hypothesized the relation which is nowa-
days referred to as Newtons law of viscosity . In modern language it states that
for an incompressible, laminar flow of an isotropic, viscous fluid the shear stress
is proportional to the shear rate (strain/deformation rate due to shearing), see
[Bar94], [Gal10], [BSL06]. For an essentially one-dimensional (1D) flow, this
linear stress-deformation relation is mathematically formulated by

Vyx :=
F

A
= µ

∂u

∂y
, (2.2.1)

where the proportionality constant µ is named dynamic (sometimes also ab-
solute) viscosity [Pa s][1] and Vyx [Pa] is a component of viscous (shear) stress
corresponding to the force F in x direction, exerted on a unit area A perpendic-
ular to the y-axis. Thus, (2.2.1) states that the shear stress is proportional to
the velocity gradient in the direction perpendicular to the shearing direction,
and the proportionality constant is the fluid-specific dynamic viscosity. For an
illustration explaining the setting for (2.2.1), see Figure 2.3.

[1] Note that it holds [Pa] = [N/m2] = [kg/ms2].
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A

A

h

x

y

z

ux = const.
ux = const.
ux = const.

ux(y)

ux = 0

F

Thought experiment:

Consider a viscous fluid volume that
is located between two parallel plates
of area A with distance h. Exerting
mechanical stress in form of a constant
force F on the top plate in the direc-
tion of the x-axis enforces its motion
with constant velocity ux and therefore
results in a deformation of the confined
fluid volume. Thereby, firstly, the force is proportional to the area of the plates,
and secondly the force is proportional to the shear rate. Altogether, this gives
Newtons law of viscosity.

Figure 2.3: Illustration of the setting for Newton’s law of viscosity for laminar,
essentially 1D flow (in the sense that u = (ux(y), 0, 0)) – Couette
flow.

The generalization of Newton’s law of viscosity to three spatial dimensions
and compressible flows can be written as [Joh16, Sect. 2.2]

V = 2µD (u) +

(
ζ − 2

3
µ

)
(∇ · u) I, (2.2.2)

where ζ is called dilatational viscosity, bulk viscosity, or second viscosity [Pa s]
and the tensor D (u) [1/s] (already defined in Definition 2.1.1) is in this context
also referred to as the deformation rate tensor or rate of strain tensor. The
dilatational viscosity ζ accounts for the stress due to density changes during
the flow, see [BSL06, Ch. 1] and [Gal10, pp. 74]. The viscous stress tensor V
represents the internal forces due to friction between particles, caused by a
discrepancy in particle velocities. From that point of view, derivatives of the
velocity are crucial ingredients of V. However, the relationship (2.2.2) is by far
not satisfied for all fluids.

Those (isotropic) fluids which fulfill Newton’s law of viscosity (equation (2.2.1)
respectively (2.2.2)), i.e., whose viscosity is independent of shear stress and
shear rate, are called Newtonian, [Ach90, p. 26], [Gal10, pp. 74].

The viscosity of a Newtonian fluid depends only on the pressure (at least
for liquids) and the temperature [Bar94]. Increasing the temperature of a fixed
volume of fluid will lead to an increase of pressure based on the reduction of
intermolecular distance. While changes in temperature might highly affect the
fluid viscosity, pressure variations have a much weaker influence [Kne90].

Besides all gases and most of the simple liquids that obey Newton’s law of
viscosity, there are fluids which behave non-Newtonian, [Gal10, pp. 96]. For
example dilatant/shear-thickening fluids as starch mixed with water and blood
(see [Mez90]) belong to the class of non-Newtonian fluids.
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2.2 Fluids and Porous Media

The kinematic viscosity ν [m2/s], sometimes also referred to as momentum
diffusivity, [Gal10, p. 79], is defined as the ratio of dynamic viscosity µ and
fluid density ρ [kg/m3], namely

ν :=
µ

ρ
. (2.2.3)

In Tables 2.2 and 2.3, the approximate dynamic and kinematic viscosities for
some common fluids at constant temperature T = +20◦C are presented.

Table 2.2: Dynamic viscosities µ in
[Pa s] taken from [Mez90].

Fluid Dynamic Viscosity

Air 1.8 · 10−5

Water 1.0 · 10−3

Blood Plasma 1.7 · 10−3

Olive Oils 1.0 · 10−1

Honey 1.0 · 10+1

Table 2.3: Kinematic viscosities ν in
[m2/s] taken from [LL59].

Fluid Kinematic Viscosity

Air 1.5 · 10−5

Water 1.0 · 10−6

Alcohol 2.2 · 10−6

Glycerine 6.8 · 10−4

Mercury 1.2 · 10−7

Effective Viscosity

Moreover, there is also a notion of effective viscosity µeff [Pa s] in the context
of porous media flows, sometimes (e.g., in [Ang99]) referred to as Brinkman
viscosity.[2] This parameter can be introduced to describe the viscosity of
suspensions of fluids, which consist at least of two phases on the micro-scale,
but are effectively considered as single phase and Newtonian on the macro-
scale. Therefore, the effective viscosity shall take into account the physics
of all constituents. At the same time, the velocity and stress components in
(2.2.2) have to be replaced by their volume averaged versions (abusing the same
notation), for more details see [BSL06, §1.6].

There are various proposals for the definition of the effective viscosity. One
of the first ideas goes back to Einstein [Ein06, §3][3] where he investigated the
viscosity of dilute suspensions of rigid spherical particles (where the interparticle
distance is much larger than the particle size) and proposed the relation

µeff = µ

(
1 +

5

2

(
volume of the rigid spheres

total volume

))
= µ

(
1 +

5

2
(1− φ)

)
, (2.2.4)

which yields µeff ∈ [µ, 3.5µ]. For alternative definitions of µeff see [BSL06, §1.6].
We will come back to this topic in Subsection 2.3.3.

[2] This naming is due to its appearance in the Brinkman model which will play a key role in
this thesis and will be introduced in detail later.

[3] In the original version in [Ein06] there was a mistake which is not shown here, see [BSL06,
§1.6].
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Assumption III: Whenever incompressible flow is considered in this thesis,
the respective fluid is supposed to be homogeneous, such that one can infer con-
stant density. Moreover, only Newtonian fluids, isothermal flows, and isotropic
porous media (thus effectively scalar permeabilities) will be considered unless
otherwise stated.

2.3 Boundary Value Problems for Porous Media Flow

The purpose of this section is to introduce three models describing fluid flow,
that - considered as initial and/or boundary value problems - can be solved under
certain conditions, at least approximately, using numerical methods. Therefore
we will state, derive, and discuss the systems of partial differential equations,
which define the Stokes, Darcy, and Brinkman problems.

Assumption IV: From now on we assume that Ω ⊂ Rn, n = 2, 3, is a
bounded domain (an open and connected set). The boundary Γ := ∂Ω is
assumed to be sufficiently regular (e.g., Lipschitz boundary) such that a unit
outer normal vector n can be defined almost everywhere on Γ.

For an illustration of a flow domain, see Figure 2.4. Bold faced letters will be
used in this dissertation to indicate vectorial quantities.

Ω
n

Γ

Figure 2.4: Illustration of a possible domain Ω, its boundary Γ, and correspond-
ing normal vector n.

2.3.1 The Incompressible Stokes Equations

For the steady, incompressible flow of a Newtonian fluid in a domain Ω, for
which the convection effects can be omitted (creeping flow), the (isothermal)
fluid motion, described by the state (u, p) is completely determined by the
system of partial differential equations

−2∇ · (µD (u)) +∇p = f in Ω, (2.3.1a)

∇ · u = 0 in Ω, (2.3.1b)

equipped with appropriate boundary conditions. Here u (x) : Ω → Rn is a
velocity field [m/s], p (x) : Ω → R denotes the pressure [Pa], f (x) : Ω → Rn
contains external forces [Pa/m], and µ is the dynamic viscosity. The first equation
(2.3.1a) is called momentum equation or momentum balance and (2.3.1b) is
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2.3 Boundary Value Problems for Porous Media Flow

named continuity equation or incompressibility condition. The system (2.3.1) is
a simplification of the Navier–Stokes equations (as we will see) and is referred
to as the (incompressible) Stokes equations.

If the fluid is homogeneous with respect to viscosity, i.e., the viscosity is
constant in space, the momentum balance (2.3.1a) simplifies to

−µ∆u+∇p = f in Ω,

which will be argued later in this section.

Derivation – A Short Introduction to Fluid Dynamics

Fluid dynamics is a sub-discipline of fluid mechanics and addresses the de-
scription of the motion of fluids, i.e., liquids and gases, due to the presence of
forces. In order to better understand the (Navier–)Stokes model, a derivation
of the system of equations from the point of view of theoretical physics, based
on conservation of mass and momentum principles, will be presented in the
following paragraphs. For more information see [Boe12, Sect. 3.4.2], [LL59],
[Ach90], [Bat99], [ESW14], and [Joh16].

In (continuum) fluid dynamics one focuses on a scale reflecting the behavior
of so-called particles, which are assumed to always contain numerous molecules.
The basic functions that describe the motion of a fluid in a domain Ω ⊂ Rn for the
time interval [0, T ] are the time-dependent fluid velocity and pressure for which
we use the same notation as in the steady case, i.e., u (x, t) : Ω× [0, T ]→ Rn
and p (x, t) : Ω× (0, T ]→ R, and the fluid density ρ (x, t) : Ω× (0, T ]→ R with
unit [kg/m3].

I) The Conservation of Mass - The Equation of Continuity

The equation of continuity is one of the fundamental equations of fluid motion
and represents the basic principle of conservation of mass: The amount of fluid
flowing out of a volume V 0 (flux of mass ρu across the boundary ∂V 0),∫

∂V 0

ρu · nds,

has to equal the decrease in the mass of fluid in the volume V 0 per unit time
(rate of change of mass in V 0),

− ∂

∂t

∫
V 0

ρ dx︸ ︷︷ ︸
mass

.

Assuming sufficient smoothness of the boundary ∂V 0 and the constituting
functions, the Gaussian theorem (also divergence theorem) can be applied to
obtain

0 =
∂

∂t

∫
V 0

ρ dx+

∫
∂V 0

ρu · n ds =

∫
V 0

(
∂ρ

∂t
+∇ · (ρu)

)
dx,
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where spatial integration and temporal differentiation were interchanged. Since
this equation has to hold for arbitrary volumes V 0, the integrand has to vanish.
Hence, the equation of continuity is given by

∂ρ

∂t
+∇ · (ρu) = 0. (2.3.3)

In the special case of a homogeneous fluid, whose density does neither depend
on time nor on space and is in particular not zero, i.e., there is no (noticeable)
compression or expansion of the fluid throughout its motion, the flow is incom-
pressible (see Subsection 2.2.3). Thus, the continuity equation (2.3.3) simplifies
to

∇ · u = 0, (2.3.4)

which is then also referred to as incompressibility constraint or divergence
constraint . A velocity field u which satisfies equation (2.3.4) is called divergence-
free. For a divergence-free velocity field it holds (applying the Gaussian theorem):

0 =

∫
Ω

∇ · u dx =

∫
Γ

u · n ds,

which reflects mass conservation in the sense that the inflow and the outflow
with respect to the domain in question are in balance.

Note that the conclusion that incompressibility necessitates constant density
is only meaningful for fluids which are homogeneous respectively uniform with
respect to density (which is the case by Assumption III). For example non-
homogeneous fluids as the mixture of different particles or some molecules and
ions, might reveal a non-constant density even if their flow is incompressible.

II) The Conservation of (Linear) Momentum - Motion of Ideal and Viscous
Fluids

The description of fluid motion, where thermal conductivity and viscosity are
negligible, is given by the fluid dynamics of ideal fluids. In this situation, the well
known momentum balance in the Euler equations describes the conservation of
(linear) momentum based on Newton’s second law of motion. For constant-mass
systems it reads:

F = ma,

where F is the net/total force [kg m/s2], m is the mass [kg], and a is the accelera-
tion [m/s2]. The net force F considered per unit volume can be decomposed into
internal forces per unit volume, f int [Pa/m], and external forces per unit volume,
f ext [Pa/m]. Note that energy dissipation due to internal friction (viscosity) and
heat exchange (thermal conductivity) is not taken into account here, since we
are describing the motion of ideal fluids. Therefore, the internal force field is
determined by the pressure only. Since the pressure exerted on a fluid volume
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2.3 Boundary Value Problems for Porous Media Flow

V 0 is given by the pressure p applied to the boundary ∂V 0 of the fluid volume
directed into the volume V 0, f int is determined by∫

V 0

f int =

∫
∂V 0

p (−n) = −
∫
V 0

∇p, (2.3.5)

where integration by parts was applied. Proceeding similar as in the derivation
of the continuity equation (see [Joh16, Sect. 2.2]) and assuming constant density
(i.e., incompressible flow and a homogeneous fluid) one obtains

ρ︸︷︷︸
mass per

unit volume

[
∂u

∂t
+ (u · ∇)u

]
︸ ︷︷ ︸

acceleration

= −∇p︸ ︷︷ ︸
f int

+f ext, (2.3.6)

describing the motion of an ideal fluid subject to an external force per unit
volume f ext, e.g., f ext = ρg with g [m/s2] being a gravitational field.

In case of a Newtonian fluid whose viscosity is not negligible, the motion of the
fluid is additionally influenced by internal friction. This leads to the momentum
balance in the Navier–Stokes equations as an extension of the Euler equation
(2.3.6), known as the Cauchy momentum equation

ρ

[
∂u

∂t
+ (u · ∇)u

]
−∇ · S = f ext. (2.3.7)

Here, S is a second-order tensor called total stress tensor or Cauchy stress tensor
whose diagonal entries refer to normal stresses and whose off-diagonal entries
represent shear stresses. A model for the total stress tensor S is given by

S := V− pI,

where V is the viscous stress tensor [Pa] and I is the second-order identity
tensor. The tensor V models the internal forces due to friction between particles
and pI represents the internal forces acting on the surface of any fluid volume
V 0 (in accordance with equation (2.3.5)). As observed in Subsection 2.2.2, for
Newtonian fluids, V can be modeled by equation (2.2.2). Since the total stress
tensor S is symmetric (see, e.g., [Joh16, Rem. 2.9]), and pI is symmetric anyway,
V has to be symmetric as well. Inserting the resulting representation of S into
(2.3.7) gives

ρ

[
∂u

∂t
+ (u · ∇)u

]
−∇ ·

[
2µD (u) +

(
ζ − 2

3
µ

)
(∇ · u) I

]
︸ ︷︷ ︸

=∇·V

+ ∇p︸︷︷︸
=∇·(pI)

= f ext,

which is named (compressible) Navier–Stokes momentum equation.
Apparently the Euler equation (2.3.6) can be derived from the (compressible)
Navier–Stokes momentum equation by neglecting the term ∇ · V.
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In the special case of incompressible flow of a homogeneous fluid, we can
use the continuity equation (2.3.4) to simplify the representation of the viscous
stress tensor (2.2.2) to

V = 2µD (u) ,

such that the compressible Navier–Stokes momentum equation simplifies to the
incompressible Navier–Stokes momentum equation

ρ

[
∂u

∂t
+ (u · ∇)u

]
−∇ · (2µD (u)) +∇p = f ext.

In the literature one often encounters another form, where the divergence of the
deformation rate tensor is formally replaced by the Laplacian of the velocity.
This transformation is justified in the case of an incompressible fluid flow with
constant fluid viscosity. Using Lemma 2.1.2, it holds:

∇ · (2µD (u)) = µ (∇ · ∇u+∇ (∇ · u)) = µ∆u. (2.3.8)

This yields the incompressible Navier–Stokes momentum equation in
Laplacian form

ρ

[
∂u

∂t
+ (u · ∇)u

]
− µ∆u+∇p = f ext.

The incompressible Navier–Stokes momentum equation for homogeneous
(constant density and viscosity) fluids can be written in a non-dimensional form
by introducing a representative/characteristic velocity u [m/s] of the fluid and a
representative/characteristic length l [m] of the domain, see, e.g., [Joh16, Sect.
2.3]. Thereby, the dimensionless quantity

Re :=
ρ u l

µ

(2.2.3)
=

u l

ν
,

called Reynolds number, appears and reflects certain characteristics of fluid flows.
The quantity Re describes the ratio of inertial to viscous effects: Taking the order
of magnitudes of the non-linear term (u · ∇)u, which is u2

l , and the viscous term
µ
ρ∆u respectively 1

ρ∇ · (µD (u)), which is µu
ρl2

, we immediately get the Reynolds

number as their ratio. Hence, a very small Reynolds number (Re� 1) indicates
that the viscous forces dominate the inertial effects (convective term) which is
characteristic for a laminar flow, whereas a large Reynolds number (Re � 1)
indicates that inertial effects dominate the viscous forces which is characteristic
for turbulent flow. Thus, for high Reynolds numbers, almost inviscid flow is
assumed and the Euler equation (2.3.6) can be used instead of the Navier–Stokes
equation. In contrast to that, for steady flow, i.e., ∂u

∂t = 0, a low Reynolds
number suggests to neglect the inertial effects represented by the non-linear
convective term, i.e., to simplify the incompressible Navier–Stokes momentum
equation to the then called Stokes momentum equation

−∇ · (2µD(u)) +∇p = f ext,
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2.3 Boundary Value Problems for Porous Media Flow

which is sometimes also referred to as the creeping flow equation. For constant
viscosity, the incompressibility property ∇ · u = 0 can be used (as in equation
(2.3.8)) to derive the Stokes momentum equation in Laplacian form

−µ∆u+∇p = f ext.

Usually, f ext is abbreviated by f which will be done from here on as well.

2.3.2 The Darcy Equations

The Darcy equations build a system of partial differential equations that describes
the laminar, incompressible, fully saturated flow of a Newtonian fluid through a
porous medium at a macroscopic scale (which is large with respect to the pore
scale):

∇p+ µK−1u︸ ︷︷ ︸
Darcy

resistance

= f in Ω,

∇ · u = 0 in Ω.

Here the velocity field u (x) : Ω→ Rn [m/s] and the pressure field p (x) : Ω→ R
[Pa] shall be considered as average velocity – also called Darcy velocity – and
average pressure, respectively, f (x) : Ω→ Rn is an external force field [Pa/m],
and the inverse of the permeability K−1 is sometimes denoted as resistance
tensor, see [MPPM12].
Equipped with appropriate boundary conditions, this becomes a boundary value
problem.

Experimental Derivation

Henry Darcy derived the law named after him experimentally (empirically) as
he was trying to find a way to supply large parts of the city of Dijon with
fresh water via a system of fountains. In the Appendix D of his book [Dar56],
published in 1856, the focus is on the description of the filtration rate (i.e.,
unidirectional flow) of water through sand beds.

Remark 2.3.1 (On Manometers).
A manometer is an instrument which enables the measurement of pressure in
a fluid. Darcy used a U-pipe manometer, partly filled with mercury, whose
functionality is as follows. If a pressure is applied to one of the sides of the
manometer, the mercury will transform due to the pursuit of equilibrium. The
height difference of mercury together with one known pressure (e.g., atmospheric
pressure) has to equal the unknown pressure (for negligible velocity heads). For
more information on the functionality of manometers see [You+10].

With a construction as shown in Figure 2.5, Darcy investigated the volumetric
flow rate Q [m3/s].
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Ls

a

b

datum

Hb

Ha

basin

A

inlet

outlet

Original Experimental Setup:

A vertical, closed, cylindrical
column of height 2.5 m with
diameter 0.35 m is split into
two parts by a horizontal filter
at height 0.2 m.a The upper
chamber is filled with a cer-
tain amount of siliceous sand
resulting in a sand bed of thick-
ness Ls (with originally ap-
proximately 38% void space)
and is fully saturated with wa-
ter. The lower chamber con-
tains only water since the fil-
ter on its top is permeable for
water but keeps the sand out-
side. The upper chamber re-
ceives water from a water sup-
ply pipe where the flow can
be moderated by a tab. The
lower chamber can be opened
by a tap and the outflowing
water is kept and measured in
a basin. Two mercury U-tube
manometers are installed for
measuring the water pressures
at the two ends of the cylindri-
cal column.
In each of Darcy’s experiments, a certain pressure was established via the tap
at the upper chamber and the resulting amount of water that had passed the
filter (kept in the basin) during a certain time was noted. All pressures were
measured relatively with respect to a datum located at the lower face of the
filter.

a The measures in the experimental description (used also here) and those in the corresponding
figure do not agree in [Dar56].

Figure 2.5: Experimental set-up based on [Dar56].

To that end he measured the volume of water, VH2O [m3], leaving the column
through the outlet per time t [s], in dependence of the thickness Ls [m] of the
sand bed and the difference of the hydraulic/piezometric heads ∆H := Ha −Hb

[m]. The latter quantity can be considered as energy per unit weight and thus
as a measure of water pressure in terms of height, [Bea72, Ch. 5]. The result of
his experiments were the following two relations:
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2.3 Boundary Value Problems for Porous Media Flow

(I) The volumetric flow rate Q is proportional to the difference between
the two hydraulic heads of the water at the inlet tube and the outlet
tube:

Q ∝ ∆H. (2.3.10)

(II) The volumetric flow rate Q is inversely proportional to the thickness Ls
of the sand bed (in the direction of applied hydraulic head difference,
i.e., the length of the filter path):

Q ∝ 1

Ls
. (2.3.11)

To summarize, Darcy observed the proportionality of the volumetric flow rate

Q and the dimensionless quantity ∆H
Ls

interpreted as hydraulic head gradient,
which is representing a potential difference that causes water flow in this setting.
Moreover:

(III) The volumetric flow rate Q is proportional to the cross-sectional area
A [m2] of the sand bed (perpendicular to the direction of flow):

Q ∝ A. (2.3.12)

The combination of these three dependencies, (2.3.10)-(2.3.12), yields the equa-
tion

Q = KA
∆H

Ls
, (2.3.13)

where K is a proportionality constant characteristic for the sand bed (the porous
medium) and the water (the fluid).

The volumetric flow rate Q, i.e., the volume of filtered water per time t can
be determined using VH2O = A · LH2O, with LH2O being the vertical height of
the filtered water volume in terms of the cylindrical apparatus, such that we
can deduce

Q :=
VH2O

t
= A

LH2O

t
,

where the second factor has the units of velocity and is defined by

uD :=
Q

A
(2.3.14)

and referred to as the volumetric flux, in the literature often denoted by Darcy
velocity, filter velocity, or specific discharge. Note that this so-called Darcy
velocity is not the exact velocity in a point-wise sense, but a macroscopic
(volume-averaged) quantity. The microscopic velocity inside the sand grains and
in dead end voids is actually zero, whereas the microscopic average velocity in
the interconnected voids is in general larger than the Darcy velocity [Car97],
[Kav02, Ch. 2.1]. The latter can be calculated using the porosity φ via the
Dupuit–Forchheimer relationship

uvoidD :=
uD
φ
,
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for a totally interconnected void and φ 6= 0, see [NB06, Sect. 1.3], [Bea72, Ch. 5]
and [Dis04, Ch. 1.1].

Inserting equation (2.3.14) into equation (2.3.13) yields

uD = K
∆H

Ls
. (2.3.15)

By equation (2.3.15), the proportionality constant K is the ratio of the Darcy
velocity and the hydraulic gradient, and is referred to as hydraulic conductivity
having the SI unit [m/s]. On the one hand the flow rate Q depends on the
resistance that the porous medium exerts on any fluid while passing through,
which is determined by the permeability K

[
m2
]
. On the other hand, the

dynamic viscosity µ [kg/ms] and the density ρ [kg/m3] of the fluid have a direct
impact on Q. These quantities are related by

K = K
µ

ρg
, (2.3.16)

where g [m/s2] is the acceleration due to gravity, see [Bea72, (5.5.1)] or [MW37,
p. 72]. Based on equations (2.3.15) and (2.3.16), the permeability can be defined
as the volume of a viscous fluid being filtered through a cross-sectional porous
area of the column per time due to a hydraulic gradient.

The hydraulic/piezometric head is given as the sum of pressure head and
elevation head:

H :=
p

ρg︸︷︷︸
pressure head

+ z︸︷︷︸
elevation head

. (2.3.17)

Inserting (2.3.16) and (2.3.17) into equation (2.3.15) leads to

uD =
K
µ

(
pa − pb
Ls

+
ρg (za − zb)

Ls

)
.

For za ≈ zb, the second summand might be neglected, such that equation (2.3.15)
reduces to

uD =
K
µ

∆p

Ls
,

with ∆p := pa − pb. Otherwise, if non-horizontal flow is considered, the term
corresponding to the elevation head does not vanish but could be absorbed in
simple cases in a vector field f . From now on we will skip the elevation head term
(as it is often the case in the literature) keeping in mind that for non-horizontal
flow, p might not just represent the pressure but a scaled hydraulic head.

Up to now - following Darcy - we have considered only one-dimensional flow.
In fact, Darcy’s law has been generalized to arbitrary homogeneous, viscous
fluids and to three spatial dimensions by [MW37, Ch. 2 and Sect. 3.3]. In order
to obtain a three-dimensional velocity corresponding to the coordinate system
(x, y, z), the direction of the velocity has to be taken into account. As water
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2.3 Boundary Value Problems for Porous Media Flow

flows from higher heads to lower heads, the quantity uD has to be interpreted
here as the velocity contribution in (−z)-direction, meaning that the actually
three–dimensional Darcy velocity is given by

uD =

 0
0
−uD

 .

Formally, the generalization of Darcy’s law to higher dimensions and in differen-
tial form reads

uD =
K
µ

(−∇p+ f) ,

where f represents external forces that were not considered in Darcy’s original
experiments. Since the gradient points in the direction of steepest increase,
the minus indicates that, in absence of external forces, the direction of flow is
that of decreasing pressure. Note that all available information on the possibly
complicated porous structure is ’captured’ in the permeability tensor K.

Remark 2.3.2. For f = 0, the Darcy equation states that if µK−1 is scalar
(isotropic porous medium), then −∇p and uD are linearly dependent (parallel)
vectors, and if µK−1 is of (second-order) tensorial character (anisotropic porous
medium), then uD is the result of a linear transformation applied to −∇p.

In absence of external forces, the resistance to flow of a motion that obeys the
Darcy equations is totally determined by the bulk stress resistance. This is a
consequence of the experimental setup of Figure 2.5 in which the internal surface
area (interstitial surface) was strongly dominating the area of the boundary
surfaces in terms of size.

Subsequently, the index D of the Darcy velocity will usually be omitted.

Remark 2.3.3 (Formal Derivations of the Darcy Equations).
Apart from experimental confirmations, there is also a natural interest in theo-
retical derivations of Darcy’s law. Let us mention two approaches based on the
microscopic description of the flow using the Stokes equations in the pore space
with no-slip boundary conditions at the porous structure in the interior.

• Volume/Space Averaging:
More than a century had passed after Darcy’s experimental reasoning,
when a mathematical derivation of Darcy’s law was given in [Whi86].
Using the technique of (representative) volume/space averaging, Whitaker
derived the Darcy equations from the incompressible Stokes equations
(2.3.1). The basic idea here is to consider the microscopic equations with
no-slip boundary conditions in the interconnected void, take its average
over a representative elementary volume (a volume that represents the
local average properties), and derive a problem for the averaged velocity
and the averaged pressure, which has in this case revealed Darcy’s law.
For more details see also [Kav02, Sect. 2.7].
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• (Periodic) Homogenization:
The central idea of homogenization is to ”upscale” differential equations
in order to overcome a large discrepancy between (length) scales of inter-
est, e.g., a micro/pore scale and a macro/problem scale, respectively to
smoothen rapidly oscillating coefficients. To that end, multi-scale expan-
sions (involving the fluids behavior on all scales of interest) are inserted
into the microscopic model, with the attempt to let the pore/micro-scale
vanish (tend to zero), [EFM00], [Mik00]. In more detail, instead of one
pair (u, p), one considers a family of pairs (uε, pε) with ε > 0 being a
spatial scale parameter (the pore length scale divided by the system length
scale), [Kav02, Sect. 2.8]. Then one determines the limit

(u, p) = lim
ε→0

(uε, pε) , (2.3.18)

which is considered as the result of the ”upscaling” procedure, since ε→ 0
corresponds to the transition from micro-scales to macro-scales. Hence,
with the homogenization technique, one aims to find differential equations
whose solution is the limit (2.3.18). Assuming a periodic structure of the
medium, the steady, incompressible Stokes equations for a viscous fluid in
a porous medium with no-slip boundary condition at the solid obstacles
yield Darcy’s law as a homogenized (macro-scale) model, for details see
[Hor97, Sects. 1, 3, 4], [All91a], [All91b], [All90b], [All90b], and [AL06].
The method of periodic homogenization yields also the proof of the symme-
try and the tensorial character of the permeability K, see [Kav02, Sect. 2.8].

Fields of Application and Limitations of the Darcy Equations

The Darcy equations, also known as the groundwater flow equations, are one
of the bases of hydro-geology and therefore widely used in soil mechanics. Fur-
ther applications include the modeling of biological and biomechanical systems,
[KV03].

Whereas Darcy’s law describes the viscous, laminar flow at low velocity
correctly, the discrepancy between experimental results and theoretical results
obtained using Darcy’s law increases for increasing velocity, [IS99, Sect. 1.1.1],
[Kav02, Ch. 2.1]. This means, that for higher permeabilities, Darcy’s law might
fail to capture the correct flow behavior. The range of validity is typically
discussed in terms of the (dimensionless) Reynolds number for porous media

Rep :=
|uD|d
ν

, (2.3.19)

where, |uD| is a characteristic velocity (e.g., the average or a suitable norm),
ν is the kinematic fluid viscosity, and d is a characteristic length, e.g., related
to the grain-size distribution (mean grain diameter) or chosen equal to

√
K,

see [ZG06], [IS99, Sect. 1.1.1], [Kav02], [Bea72], and [Gre81]. Similar to the
scenarios discussed for the Reynolds number corresponding to the Navier–Stokes
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2.3 Boundary Value Problems for Porous Media Flow

equations in Subsection 2.3.1, the viscous forces dominate the inertial forces for
small values of Rep, while the opposite is indicated by large values of Rep. In
the majority of cases, the upper bound on the Reynolds number for the validity
of the Darcy equation is estimated somewhere between one and ten, see, e.g.,
[Bea72], [ST14], [Suk+13], [Ham94], [NB06, Sect. 1.5.2.], and [Vaf00, Ch. 7.2.1.1].
For an overview on related literature, see [ST14]. For alternative possibilities to
identify non-Darcy flow see, e.g., [ZG06].

Furthermore, the resistance of solid walls (no-slip boundary condition) has a
serious impact on the flow behavior in many practical applications, at least in a
neighborhood of the respective boundary, but is incompatible with the Darcy
equations, [Nis+18]. This issue will be discussed in detail in Chapter 3.

The (Navier–)Stokes–Darcy Coupling

The restricted validity of the Darcy equations to low Reynolds number flows
leads to the consequence that fluid flow in mixed domains corresponding to
multi-physics problems cannot be treated by the Darcy equation only. This
includes, e.g., domains containing a totally or almost pure flow region (no bulk
resistance or a very high permeability) next to a porous medium with moderate
or low permeability. Realistic examples for such a setting are riverbeds, or more
involved, karst aquifers that consist of a porous medium and a network of conduits
build by cracks and fissures, whose detailed description is particularly important
for the transport of fluid, [CGW10], having in mind, e.g., environmental problems
as the groundwater contamination through rivers. In general, transport through
fractured (in geology sometimes called vuggy) porous media or the simulation
of perfusion in biological tissue pose interesting and demanding challenges in
current multi-physics research, [GKR13].

With the models discussed so far, an intuitive idea to tackle such problems is
to couple the Darcy equations with the (incompressible Navier–)Stokes equations
via interface conditions. Indeed this is a widely considered treatment studied
in, e.g., [Wil19], [LSY02], [VY09], [DZ09], [MS17], [Dis04], [DQ09], [CWW16],
[Dis05], [DMQ02] , [JM96], [Ang11], [Kav02, Ch. 2.11], [NN74], in particular for
applications related to hemodynamics [DZ11], oil filters [IL04], and fuel cells
[Ehr+08].

The coupling approach starts with decomposing the domain into a pure fluid
flow subdomain (Stokes region) and a porous region (Darcy region)[4], such
that each subdomain has a sufficiently smooth boundary (usually Lipschitz
continuous). This results in a heterogeneous domain decomposition problem,
i.e., the differential operators of the models used in the subdomains differ. The
hypersurface[5] that separates the subdomains is referred to as interface. For
modeling the inter-subdomain connection, i.e., the transport of information
between the subdomains, appropriate coupling conditions have to be identified
and applied across and along the interface. The continuity of the normal velocity

[4] In general, one might consider more than two subdomains.
[5] This is meaningful only for non-overlapping decompositions.
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across the interface (originating from the conservation of mass equations) and
the balance of the normal components of the stress forces acting on the interface
are well accepted, see, e.g., [CJW14], [BN13], or [LSY02]. In order to close
the system concerning the Stokes region, an additional interface condition is
necessary, which describes the tangential component of the velocity in the pure
fluid region at the interface. In fact there is a migration of fluid tangent to
the interface within the porous region (near the interface), i.e., the viscous
shear effect in the Stokes region penetrates into the Darcy region creating
a so-called boundary layer, see experimental results in [BJ67]. Although the
tangential velocity of the non-obstructed (Newtonian) fluid at the permeable
interface (called slip velocity) can be considerably larger than the Darcy velocity
within the porous mass, a no-slip condition on the tangential Stokes velocity
is not adequate. In order to account for this phenomenon, a more satisfactory
relation is given by the Beavers–Joseph condition, which is a semi-empirically
derived slip-flow interface condition introduced and experimentally backed (for
steady-state, laminar, unidirectional, interface-parallel channel flow) in [BJ67]
and [BSM70]. The Beavers–Joseph interface condition is widely used for (Navier–
)Stokes–Darcy couplings and replaces the (incorrect) classical interface condition
which sets the tangential Stokes velocity at the interface equal to zero ([JT64]).
The new condition is able to take into account steep gradients of the velocity in
a small interface layer by introducing a (macroscopic) velocity jump. The basis
therefore is the assumption of proportionality between the tangential component
of the stress that the Stokes fluid exerts on the interface and the jump in the
tangential velocity across the interface (discontinuity in the tangential velocity).
Formally, the condition can be expressed as

ti · (SS · n) = αBJ
µ√
K

(uS − uD) · ti on ΓI ,∀i, (2.3.20)

see, e.g., [EFL12], [Jon73], [GKR13], [SAD94], [CGW10], [Cao+10], [Aur09a],
[NB06], and [BJ67]. Here n is the outward pointing unit normal with respect
to the Stokes region, SS · n is the total stress exerted by the Stokes fluid on
the interface, uS is the Stokes velocity, uD is the Darcy velocity, {ti}n−1

i=1 is an
orthonormal basis of the tangential space on the interface ΓI , K is the scalar
permeability of the porous region, and αBJ is called (dimensionless) Beavers–
Joseph constant or slip coefficient. From the physical point of view, the Darcy
velocity uD is evaluated at some small distance from the interface, such that
the transition between the Darcy and the Stokes flow takes place in a thin
(microscopic) layer inside the Darcy region which is not resolved by the Darcy
equations. The constant αBJ has to be heuristically chosen and was shown to
depend in particular on the direction of flow at the interface and the Reynolds
number, [NB06, Sect. 1.6]. The general form (2.3.20) is often used, but note
that due to the orthogonality tTi n = 0, ∀i, the part of the stress that is related
to the pressure p is actually not present, such that only the viscous stress
contributes to the Beavers–Joseph condition, i.e., for incompressible flow we
actually have ti · (SS · n) = ti · (2µD (u) · n) (in accordance with the original
form in [BJ67]). For a visualization of the original experimental setup, for that
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the 1D Beavers-Joseph condition

∂uS
∂y

=
αBJ√
K

(uS − uD)

was originally derived, see Figure 2.6.

x
Permeable Interface

y

Stokes Region

Wall, uS = 0

Porous Region

uS

uD

Figure 2.6: Velocity profile for unidirectional flow along a porous-fluid interface;
solid line refers to the realistic velocity profile; dotted line in the
porous region corresponds to the Darcy velocity according to the
use of the Beavers–Joseph interface condition.

Although the condition (2.3.20) might describe the flow in the pure fluid
region well (for appropriate values of αBJ ), it fails describing the flow inside the
porous region near the interface appropriately, [NN74]. The boundary layer in
the porous (Darcy) region cannot be described due to the absence of a viscous
shear term.

A popular simplification called the Beavers–Joseph–Saffman condition [Saf71]
is obtained by noting that uD = O (K), such that it can be neglected compared
to uS . The resulting condition does not depend on the Darcy velocity anymore
and can be considered as a boundary condition for the Stokes problem. In
[CGW10] several coupling conditions for the Stokes–Darcy problem have been
validated with respect to a reference solution obtained using a Stokes–Brinkman
coupling (see the following Subsection 2.3.3). The Beavers–Joseph–Saffman
condition was theoretically justified in [JM00] (asymptotically, for vanishing
pore size) via the method of homogenization.

The appropriate coupling of pure and porous flow is still a topic of general
interest and thus under research. For example in [LBW06], a transition zone
near the interface inside the porous domain is introduced, where the Stokes
equation is applied. This approach is concluded to yield a (slightly) better
coincidence with the experimental values of Beavers and Joseph, compared
with the Beavers–Joseph interface condition itself. For more information on
compatibility issues concerning fluid-porous couplings see, e.g., [NB06].
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Extensions of Darcy’s law

Coupling equations modeling different phenomena is a possibility to describe
complex multi-physics problems, for which a good knowledge of the setting
under consideration is obligatory. However, the constraints on the applicability
of the models restrict the toolbox. For non-Darcian regimes, e.g., those with
rather high permeabilities and/or filter velocities, several generalizations of the
Darcy equations have been proposed, taking into account additional phenomena
as viscous (important at low velocities) or inertial effects (convection, important
at high velocities), [Kav02, Ch. 2.5]. An overview on different generalizations of
Darcy’s law is given in [Ham94].

Among the most popular generalizations let us mention the Darcy–Forchheimer
equation ([Vaf00, Ch. 3.5], [NB06, Sect. 1.5.2], [ZG06], [Kav02, Ch. 2.9])

−∇p = µK−1u+
(
cFρK−

1
2 |u|

)
u,

where cF is called form drag coefficient and depends on the porous medium.
The additional term here accounts for (microscopic) inertial effects based on the
kinetic energy [ST14]. According to [GA94, p. 355], the incorporation of the
Forchheimer drag term is recommended whenever the Reynolds number (equa-
tion (2.3.19)) is larger than one. For more information, in particular concerning
the specification of model-appropriate fluid flow regimes, see, e.g., [Vaf00, Ch.
3.5] and references therein.

Moreover, the Darcy law may become inaccurate whenever shear induced mo-
mentum transfer due to boundary effects becomes important. This phenomenon
is accounted for by the Brinkman model, another extension of the Darcy model,
which will be discussed in detail in the next Subsection 2.3.3.

2.3.3 The Brinkman Equations

The Brinkman equations can be seen as a generalization of Darcy’s equations
given by

−∇ · (µeffD (u)) +∇p+ µK−1u = f in Ω, (2.3.21a)

∇ · u = 0 in Ω. (2.3.21b)

Here, u (x) : Ω → Rn denotes an averaged velocity [m/s], p (x) : Ω → R is
an average pressure [Pa], f (x) : Ω → Rn an external force field [Pa/m], K the
permeability, and µeff is the effective viscosity, see Remark 2.3.5. Depending on
the values of the physical coefficients, µeff and µK−1, the Brinkman momentum
and mass conservation equations define the whole range of intermediate models
between the Stokes and the Darcy equations, and can be used to model, e.g.,
homogeneous, incompressible fluid flow through a porous medium with fractures,
[PEQ09] (with µeff > 0). Equipped with appropriate boundary conditions, the
system (2.3.21) becomes a boundary value problem.
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In case of a constant effective viscosity µeff , the system (2.3.21) is equivalent
to

−µeff∆u+∇p+ µK−1u = f in Ω, (2.3.22a)

∇ · u = 0 in Ω, (2.3.22b)

equipped with appropriate boundary conditions.

In the literature, the Brinkman equations (2.3.21) respectively (2.3.22) are
also referred to as generalized Stokes equations [DZ09], a certain Oseen problem
[Joh16], Stokes–Darcy problem [BH05], Stokes–Brinkman equations [Ing11], or
even Darcy–Brinkman equations [LPN07].

Remark 2.3.4 (On the Brinkman Coefficients).
From the point of view of physics, all the coefficients in the Brinkman problem
are non-negative in the whole domain and K 6≡ 0 which physically means to
allow flow through the porous medium. Moreover, for isothermal, single-phase
flow of a homogeneous fluid, it is convenient to assume that the viscosity µ does
not depend on the spatial variable.

Heuristic Derivation

Brinkman, [Bri49], observed the fact that Darcy’s law does not account for
viscous shearing stresses acting on a volume element of fluid, resulting in good
approximations in case of small permeabilities only. His idea therefore was to
develop a model which incorporates the Stokes drag force on a spherical particle
moving through the plain fluid as well as the effect of neighboring spheres. In
the case that the fluid flow involves for example shear flow in a neighborhood
of the boundary of highly porous regions, velocity gradients are inevitable.
Brinkman’s objective was to find a formula which describes all phenomena
such that in the case of high as well as low permeabilities K, the validity of
the model is guaranteed. Therefore he considered the forces exerted by slow,
steady, incompressible flow of a Newtonian fluid through a swarm of spherical
particles and proposed an equation describing the equilibrium between all the
forces acting on a fluid volume, namely the pressure gradient, the damping force
exerted by the porous structure and the divergence of the viscous stress tensor.
The result is the Brinkman momentum equation[6]

∇p︸︷︷︸
pressure gradient

= −µK−1u︸ ︷︷ ︸
damping force/
bulk resistance

+ µeff∆u.︸ ︷︷ ︸
divergence of the

viscous stress tensor

(2.3.23)

Due to the presence of the viscous stress in the Brinkman equation, a flow in a
porous medium can be described also in situations, where the velocity gradients
cannot be neglected. Hence, in particular the impact of boundary effects on the

[6] Literature indicates that P. Debye proposed the equation (2.3.23) with µeff = µ in the same
year, see, e.g., [Ham94] and references therein.
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velocity of the fluid is included.

Equation (2.3.23) can be interpreted as a superposition of bulk and boundary
effects - of Darcy’s and Stokes’ law, respectively.
In case of small permeabilities, K→ 0, (2.3.23) is an approximation of Darcy’s
law (Darcy limit), since then the bulk resistance (also called damping force)
dominates the boundary effects based on external surface shear stresses (diver-
gence of the viscous stress tensor), [Kav02, Ch. 2.6].
For the opposite asymptote, K → ∞, the bulk resistance vanishes such that
only external surface shear stress is left. Hence, for high permeabilities K, the
Brinkman equation (2.3.23) approximates the momentum equation of the Stokes
equations (Stokes limit).

Remark 2.3.5 (On the Effective Viscosity).
Brinkman [Bri49] noticed a difference between µeff and the fluid viscosity µ. It
is apparent that the effective viscosity µeff takes into account the porous mass in
some sense as well as the fluid viscosity, i.e., µeff = µeff (µ, φ) (see [Kav02, Ch.
2.11.5, 2.11.6] and references therein). On the one hand, Brinkman suggested to
use the Einstein formula for dilute (i.e., high porosity φ) suspensions of spheres
(2.2.4) for the approximation of µeff . On the other hand, he mentioned the
argument that a column packed by particles might yield the situation that the
particles do either not contribute to, or even hinder the transport of momentum
in the fluid. Thus, the effective viscosity might be smaller (which is excluded in
(2.2.4)) or larger than the fluid viscosity, depending on the type of the porous
medium (see [NB06, Sect. 1.5.3],[Vaf00, pp.110], [Aur09b], [Mut15, Anhang
V], [Kop83], [Kav02, Ch. 2.11.5], [Lun72], and references therein for different
possibilities to define µeff). However, without further investigations, Brinkman
decided to set µeff = µ as many authors after him.

In the literature, there is no general consensus concerning the practical defini-
tion of the effective viscosity. For example, the choice

µeff =
µ

φ
,

which implies φ 6= 0 and implies µeff > µ, can be found, e.g., in [Lun72],
[LZT06], and [OMB70]. In other sources, the relation

µeff

µ
=
τ

φ
,

where τ = τ (φ) denotes the tortuosity of the medium (i.e., the resistance to flow
diffusion due to local boundaries and local viscosity) was proposed for isotropic
porous media, [KV03]. According to [Ang99] for a porous medium, the ratio µeff

µ
is in general contained in [0.1,2] and in [LPN07] a range of even up to ten (for
high porosity media) is mentioned.

The authors of [LPN07] study appropriate choices of µeff concerning the effect
of a solid boundary on the flow through cylindrical porous media, and report that
the Brinkman equation with µeff 6= µ does not describe the behavior at solid walls
appropriately. Therefore, they propose to use a thin porous Brinkman layer with
µeff = µ near the solid boundary in order treat the no-slip boundary condition.
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For a further discussion on the meaning of the effective viscosity and its
relation to µ, the reader is referred to [Pn+17] and references therein.

Remark 2.3.6 (Formal Derivations of the Brinkman Equations).
As in Remark 2.3.3, different possibilities to theoretically derive Brinkman’s
equations are noted.

• Statistical approach:
Lundgren presented in [Lun72] a theoretical justification of the Brinkman
equations based on the method of ensemble averaging. Probabilistic meth-
ods have been adopted as well in [Rub86] (assuming high porosities) and
[Tam69].

• Local Volume Averaging:
The Brinkman equations also have been derived via local space averaging,
see [OTW95a] and [Vaf00, Ch. 3.5]. In [OTW95a], also some insight into
defining the average velocity and the average pressure can be gained.

• (Periodic) Homogenization:
The Brinkman equations can be asymptotically derived from the Navier–
Stokes equations by using the technique of homogenization for high porosi-
ties, see [Hor97, pp. 66], [All90a], [All90b], [All91a], [All91b], and [GAB05].

• Time Discretization of the (Navier–)Stokes equations:
The Brinkman model appears in time-stepping methods for Stokes and for
high Reynolds number flows. For example, implicit time discretization of
the incompressible unsteady Stokes equations leads to the Brinkman-type
problem

−ε2∆u+∇p̂+ u = f ,

∇ · u = 0,

with ε2 := µ∆t, ∆t being the (uniform) time step, p̂ := ∆t
ρ p, and appro-

priately redefined f . For the non-linear case, see also [Sog14] and [Joh16,
Ch. 5].

On the Validity of the Brinkman Equations and Fields of Application

The Brinkman(–Forchheimer) equations were experimentally backed in, e.g.,
[GA94] for flow through a wall-bounded open foam with porosity φ = 0.972, for
which the authors obtained the relation µeff = 7.5µ. The second order velocity
term was identified to be an important extension to Darcy’s law in presence of
an interface as, e.g., a wall or a pure flow region neighboring a porous region,
where this Brinkman term allows to predict the behavior of the flow near this
interface (boundary layers), see also [CGW10].

The fields of application associated with the Brinkman model are numerous
and versatile. Some examples include:

• Fluid flows through highly porous media and such with distinctive hetero-
geneities were modeled by the Brinkman model in [ILW11] and [KLM17].

33



2 Background

• The Brinkman equations were used to describe flow through natural vuggy
reservoirs in [MWY14] and [ILW11], for the simulation of water flow and
tracer transport in heterogeneous karstic aquifers in [Joo+09], and the
backward erosion of soils in [FMS16]. In [KS12] it was remarked that the
effects of taking the viscous stress term into account are most significant
in the presence of large cracks or vugs, which is a typical phenomenon in
oil reservoirs. Since the effects of solid boundaries are assumed to be most
powerful in a neighborhood of the boundary, the Brinkman equation has
been sometimes used for modeling the flow in a thin boundary layer of

thickness
(
µeffKµ−1

) 1
2 , [LPN07], [NB06, Sect. 1.5]. Similarly, a Brinkman

layer between a free surface flow and a porous Darcy flow has been
considered in [EFL12], [Ehr+08] concerning fuel cells and for modeling
groundwater flow problems in [Das02].

• Moreover, the Brinkman model was used in biomedicine [KV03], in connec-
tion with tissue generation in bio-reactors [Pod+14], for modeling blood
flow in biological tissue [Nis+18] and [KV03], in particular Casson fluid
flow in porous media as blood flow with fatty plaques and clots [DMJ96],
for interstitial flow (fluid flow through tissue) and its impact on muscle
cells [TT00], and for fluid flow through osteons (part of cortical bones)
[MR09].

• The Brinkman equations and generalized forms of it have been also used to
model cooling of electronic equipment via convective flows through metal
foam-filled pipes [LZT06], and heat and mass transfer in pipes [KG06],
[LYT89].

• Flows in highly porous media, e.g., industrial filters (porosity > 0.9) as
oil filters [IL04], glass or mineral wool based thermal insulators (porosity
0.99) [ILW09], and open foams (porosity > 0.95) [ILW09] were simulated.

• Also liquid composite moulding [GK10], [Pn+17] and gas diffusion through
fuel cell membranes [GLK98] were treated as well.

• Applications, where the porous structure is too complicated for a micro-
scopic (Navier–)Stokes model with no-slip boundary conditions at the solid
obstacle boundaries and the flow is non-Darcy in the sense that external
viscous shear effects cannot be neglected, include wind farms with closely
placed turbines and gas flow in pebble bed nuclear reactors, [Ing11].

• The Brinkman equations were also used for moderate Reynolds number
flow around complex geometries and moving or deforming solid boundaries
via a penalization approach in order to circumvent body-fitted meshes,
[ABF99], [KG01]. Therefore geometric restrictions are indirectly enforced
by penalizing, e.g., fluid flow in solid obstacles (volume penalization) or at
solid boundaries (surface penalization). Instead of considering for example
the Stokes equations in a complicated domain with obstacles, a Brinkman-
type problem is posed in a much simpler domain by penalizing velocities
appropriately. This approach is strongly related to the fictitious domain
method (also immersed boundary approach). A downside here is the strong
variation in coefficients, which might yield an ill-conditioned discrete prob-
lem due to significant discontinuities of the coefficients, [KLM17], and
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2.3 Boundary Value Problems for Porous Media Flow

thus necessitates local mesh refinement. The fictitious domain method on
the continuous level has been extensively analyzed in [Ang99] for fluid-
porous-solid systems by using spatially varying (discontinuous) coefficients
(permeability and effective viscosity) which then results in a discrete prob-
lem posed in simple (fictitious) domains.

The attempt to identify the domain of validity of the Brinkman model has
been a frequent point of discussion:

• In [Tam69, Sect. 6] it is noted, that µK−1u dominates µeff∆u (i.e., the
Brinkman equation can be replaced by the Darcy equation) whenever(
µeffµ

−1K
) 1

2 is much smaller than the length scale of interest.
• The authors in [Kro+11] performed numerical simulations of carbonate

karst reservoirs in order to identify a Brinkman region in a homogeneous
porous medium and concluded it to be defined by 10−4 6 K

L2 6 10, where
L is a characteristic length.

• According to [Lun72], a porosity φ > 0.6 is required for the validity of
the Brinkman model, see also [Nie83, p. 38]. In [DB87] the validity of the
Brinkman equations with µeff = µ for porosities > 0.95 is concluded.

• Nield and Bejan argue in [NB06] that the effective viscosity term should
be included if the porosity is close to one or if the flow is near a solid
(impermeable) boundary.

• According to [Aur09b], it is admitted that for φ→ 1, the effective viscosity
µeff tends to the fluid viscosity µ. In this text, the domain of validity of
the Brinkman equations is addressed by considering different separations
of scales via the parameter

ε :=
pore scale

system scale

for different kinds of porous media. Altogether, Auriault’s discussion can
be summarized as giving the tendency that for ε� 1 (very good separation
of scales) the Darcy equations, for ε < 1 the Brinkman equations, and
for ε > 1 (no separation of scales) the (Navier–)Stokes equations should
be considered. This can be restated as the pressure gradient balancing
the filter velocity for rather large system length scales and the pressure
gradient balancing the Laplacian of the velocity for rather small system
length scales, see also [DB87].

The (Navier–)Stokes–Brinkman and Brinkman–Darcy Couplings

A coupling of plain and porous domains can be managed by using the Beavers–
Joseph(–Saffman) condition for Brinkman–Darcy couplings similar as for a
Stokes–Darcy interface. Note that the slip coefficient αBJ in general has to be
determined experimentally or via an auxiliary problem, see [JM00].

Due to the presence of the shear stress term, the Brinkman equation with
µeff 6= 0 is compatible with boundary and interface layers. Therefore, the
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Brinkman equation (with possibly varying effective viscosity, see [Kav02, Sect.
2.11.6]) in contrast to the Darcy equation has the potential to describe the
boundary layer in the immediate porous neighborhood of a permeable interface
in which the velocity can change very rapidly. This suggests a replacement of
the Darcy equations in certain coupling approaches.

The coupling of the (Navier–)Stokes equations with the Brinkman equations
(instead of the Darcy equations) has been studied, e.g., in [CGW10], [DZ09],
[IL04], [Ang11], [Ehr+08], [OTW95a], [OTW95b], and [HA10]. In this situation,
the order of the differential operators does not change across the interface as long
as µeff 6= 0 - contrary to the Stokes–Darcy coupling. Therefore, the fluid-porous
interface conditions are much simpler to address here, since one can pose the
condition of continuous velocity and stress across the interface using µeff , see,
e.g., [GK10, Ch. 3.1], [SAD94, Sect. 2.3.2], [CGW10], or [IL04]. As mentioned
before, boundary layers in the porous domain - although the layer thickness is
usually of order

√
K only [Saf71] - might have a significant impact on external

flows, [NN74].

In [NN74], the phenomenological Beavers–Joseph interface condition (slip
flow) was related to the Brinkman equation in the following sense. Considering
unidirectional, porous-plain, interface-parallel channel flow and comparing a
Stokes–Brinkman coupling with a Stokes–Darcy coupling revealed that the
velocity field in the plain subdomain (Stokes) coincides if the Stokes–Darcy
coupling uses the Beavers-Joseph condition with αBJ =

√
µeffµ−1.

Also in [SAD94], a comparison, this time between a Navier–Stokes–Darcy
coupling and a Navier–Stokes–Brinkman coupling (with µeff = µ) was undertaken
in the finite element context. They conclude that the use of the Brinkman
equation inside the porous domain instead of the Darcy equation simplifies the
implementation of the interface conditions and allows to describe the interface
layer inside the porous medium. The latter however necessitates an appropriate
resolution of the boundary layer by the mesh in order to prevent numerical
instabilities (oscillations). However, this holds in general, namely the mesh
in the neighborhood of the interface has to be fine enough to resolve rapidly
changing flow characteristics, [Kav02, Sect. 2.11.2].

The Brinkman Problem as a Single Domain Approach

Besides the identification of appropriate interface conditions matching differen-
tial operators of different order - which might pose difficult questions already
on the continuous level - there are several further challenges concerned with
coupling approaches in the discrete case. For domain decomposition approaches,
the detailed location of the interface, and its analytic description have to be
known a priori, such that appropriate models can be chosen and assigned to
the sub-regions. This might be an awkward task, since the ranges of validity of
porous media flow models are not clearly distinguished as we have seen. Further,
the interface should be rather simple since this decides about the necessary
computational effort, in particular if one wishes to use a fitted mesh.
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This complex of requirements raises the interest in alternative ways to treat
such a situation. In fact, the Brinkman model could be guessed of as in principle
allowing a single-domain approach for modeling multi-domain problems by using
one single set of equations with varying coefficients µeff (x) and

(
µK−1

)
(x).

These have to be defined in the whole domain[7], but in contrast to a coupling
approach, an analytic description of the interface and its spatial approximation
are not required. As we have mentioned in the previous paragraph, the mesh
has to be fine enough to resolve the flow characteristics of interest as it is the
case in general.

Later on we will analyze a discrete method which is appropriately designed to
be applicable for a single-domain approach, but the construction and analysis
of this unified discrete setting is nontrivial and will play a key role in Chapters
4 and 5.

Extensions of Brinkman’s law

Let us finally note that there are also generalizations of the Brinkman equations
available, which take into account additional dynamic fluid flow effects. For
example, the steady (Darcy–)Brinkman–Forchheimer equation [Vaf00, Ch. 3.5],
[Ham94]:

−∇p = µK−1u+
(
cFρK−

1
2 |u|

)
u− µeff∆u,

has been proposed, where cF is called form drag coefficient and depends on the
porous medium. It is an extension of the momentum balance in the Brinkman
model, additionally accounting for inertial effects. For more information, in
particular concerning the specification of model-appropriate fluid flow regimes,
see, e.g., [Vaf00, Ch. 3.5], [JNP82], and references therein.

2.4 Summary

Starting with the introduction of basic properties of porous media and fluids,
we have introduced the micro- to macro-scale concepts important in the porous
media flow context. The Stokes, Darcy, and Brinkman equations have then
(partly heuristically as in the original works) been derived and we have noted
that various theoretical derivations exist for the porous media flow models.

The Brinkman model, as an extension of the Darcy model, takes into account
viscous stresses, is therefore compatible with no-slip boundary conditions, and
can represent boundary/internal layers. The corresponding Brinkman parameter,
the effective viscosity, is a macroscopic parameter that can be defined in several
different ways.

Moreover, we have seen that the ranges of validity of the Stokes, Darcy, and
Brinkman equations can be roughly distinguished by considering the relation

[7] More precisely, for a discretization method based on a variational formulation, the application
of quadrature formulas requires that the coefficients are known at all quadrature points.
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of pore scale and problem scale but are not precisely defined in general. This
makes the choice of the appropriate model an issue.

A large field of applications is related to coupling approaches with coexisting
porous and plain regions. Interface conditions that are used for coupling the
models with each other were studied and disadvantages of such explicit couplings
related to the required analytic knowledge of the interface, the presence of
unknown coefficients (Beavers–Joseph), and the smearing of the model ranges
are pointed out.

Finally, the chapter is concluded with the observation that the Brinkman
model has the potential to contribute to a unified approach since it represents a
family of models with the Stokes and Darcy models as limits, depending on the
physical coefficients.
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3 The Brinkman Problem and its
Weak Formulations

Weak formulations of model problems are the basis for numerical approximations
by the finite element method. Their discussion is an important part of the
preparation and therefore the central goal of this chapter.

In the beginning of the 20th century, Hadamard shaped the idea and notion
of well-posedness, [Had07]. Considering problems based on systems of partial
differential equations, he introduced the concept of a well-posed problem to
satisfy three criteria:

1. Existence of a solution,
2. Uniqueness of the solution,
3. Continuous dependence of the solution on the data.

The analysis of a weak problem concerning these properties requires tools from
functional analysis and well-posedness results that will be reviewed. Subse-
quently, we will figure out appropriate functional settings and examine the
well-posedness of the limits of the weak Brinkman problem.

3.1 Functional Theory

3.1.1 Function Spaces

In the following we introduce function spaces that will be used in the construction
and analysis of weak formulations. Thereby, vector-valued versions of spaces,
e.g., V = V n = V × · · · × V︸ ︷︷ ︸

n times

are considered whenever bold faced symbols are

used here and in the rest of this thesis.

The Lebesgue Spaces

The spaces of Lebesgue-integrable functions on Ω are defined as

Lp (Ω) :=

{
v : Ω −→ R measurable :

∫
Ω
|v|p <∞

}
, p ∈ [1,∞),

L∞ (Ω) := {v : Ω −→ R measurable : |v| <∞ a.e. in Ω} ,

and equipped with the norms

||v||Lp(Ω) :=


(∫

Ω |v|
p) 1

p , p ∈ [1,∞),

ess sup
Ω
|v| , p =∞,
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3 The Brinkman Problem and its Weak Formulations

see, e.g., [Gal11, Ch. II.2]. Of special interest will be the case p = 2, i.e., the
space of square-integrable functions on Ω given by

L2 (Ω) :=

{
v : Ω −→ R measurable :

∫
Ω
|v|2 <∞

}
,

with corresponding norm

||v||L2(Ω) :=

(∫
Ω
|v|2
) 1

2

,

which is induced by the inner product

(u, v)L2(Ω) :=

∫
Ω
uv.

Hence, the space (L2 (Ω) , || · ||L2(Ω)) becomes a Hilbert space. For simplicity

of notation, the index of the L2-norm will be omitted and replaced by a zero
index, and for the L2 product round brackets solely without any index will be
used, i.e.,

|| · ||0 := || · ||L2(Ω) and (·, ·) := (·, ·)L2(Ω) .

For a set A $ Ω, we will write

|| · ||0,A := || · ||L2(A) and (·, ·)A := (·, ·)L2(A) .

The notation L2
0 (Ω) will be used to denote the subspace of L2-functions with

integral mean value zero, i.e.,

L2
0 (Ω) :=

{
v ∈ L2 (Ω) :

∫
Ω
v = 0

}
.

With respect to the boundary Γ := ∂Ω, we will use the notation

〈u, v〉 := 〈u, v〉L2(Γ) :=

∫
Γ
uv

and whenever a set B $ Γ is considered, we will write 〈·, ·〉B := 〈·, ·〉L2(B) and
|| · ||0,B := || · ||L2(B).

The Sobolev Spaces

Let α := (α1, . . . , αn) be a multi-index with α1, . . . , αn ∈ N0 and magnitude

|α| =
n∑
i=1

αi, and denote by Dα the weak derivative with respect to α (see, e.g.,

[GR86] or [Gal11]). The Sobolev spaces Hk (Ω) for k ∈ N0 are defined as

Hk (Ω) :=
{
v ∈ L2 (Ω) : Dαv ∈ L2 (Ω) , ∀|α| 6 k

}
,

40



3.1 Functional Theory

with the standard norms

||v||Hk(Ω) :=

∑
|α|6k

||Dαv||20

 1
2

.

Together with the inner products

(u, v)Hk(Ω) :=
∑
|α|6k

(Dαu,Dαv) ,

the Sobolev spaces (Hk (Ω) , || · ||Hk(Ω)) become Hilbert spaces. Moreover, one

can define a semi-norm | · |Hk(Ω) as

|v|Hk(Ω) :=

∑
|α|=k

||Dαv||20

 1
2

.

We will use the abbreviations

||v||k = ||v||Hk(Ω) and |v|k = |v|Hk(Ω) .

For k = 0, we have H0 (Ω) = L2 (Ω), which gives an explanation for the L2-
norm notation with index 0. The Sobolev space for k = 1 will be particularly
important in this thesis (apart from k = 0):

H1 (Ω) :=
{
v ∈ L2 (Ω) : ∇v ∈ L2 (Ω)

}
with the norm

||v||H1(Ω) :=
(
||∇v||20 + ||v||20

) 1
2
,

induced by the inner product

(u, v)H1(Ω) := (∇u,∇v) + (u, v) ,

and the semi-norm

|v|H1(Ω) := ||∇v||0.

The consideration of Sobolev functions v ∈ H1 (Ω) on the boundary Γ is
justified by the existence of a continuous surjective (with respect to a specific
subspace of L2 (Ω)) trace operator such that v 7→ v|Γ. For more information on
traces of Sobolev functions, see, e.g., [DD12, Thm. 3.9], [QV08, Thm. 1.3.1], or
[BF91, III.1.1]. The subspace H1

0 (Ω) ⊂ H1 (Ω) contains only functions from
H1 (Ω) which vanish at the boundary in the sense of traces

H1
0 (Ω) :=

{
v ∈ H1 (Ω) : v|Γ = 0

}
.
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Moreover, let us introduce the space of vector fields whose divergence is in
L2 (Ω), i.e.,

Hdiv (Ω) :=
{
v ∈ L2 (Ω) : ∇ · v ∈ L2 (Ω)

}
.

Equipped with the inner product

(u,v)Hdiv(Ω) := (∇ · u,∇ · v) + (u,v) ,

(Hdiv (Ω) , || · ||Hdiv(Ω)) is a Hilbert space with

||v||Hdiv(Ω) :=
(
||∇ · v||20 + ||v||20

) 1
2
.

Furthermore, the existence of a continuous surjective trace operator for vector
fields in Hdiv (Ω) such that v 7→ (v · n) |Γ is well-defined (for details see [DD12,
Prop. 3.58], [QV08, Thm. 1.3.2], or [BF91, III.1.1]) legitimates to consider
appropriate boundary values of functions in Hdiv (Ω). A subspace Hdiv

0 (Ω) ⊂
Hdiv (Ω) will be utilized, where the index 0 here corresponds to the behavior at
the boundary (in the sense of traces)

Hdiv
0 (Ω) :=

{
v ∈Hdiv (Ω) : (v · n) |Γ = 0

}
.

Duality Pairings

The dual space of a normed vector space V will be denoted by V ′ and contains
all bounded linear functionals on V . The action of an element φ ∈ V ′ on an
element v ∈ V

φ (v) = [φ, v]V ′,V

will be referred to as duality pairing . The norm on the dual space V ′ is then
defined as

||φ||V ′ := sup
v∈V \{0}

[φ, v]V ′,V
||v||V

.

For φ, v ∈ L2 (Ω), the duality pairing is understood as

[φ, v]V ′,V := (φ, v) .

The dual space of H1
0 (Ω) will be denoted by H−1 (Ω) :=

(
H1

0 (Ω)
)′

.

3.1.2 Some Inequalities

The purpose of this subsection is to introduce several inequalities and results
that will be used in the rest of the thesis. In what follows, we will denote the
norm in Euclidean space RN for N ∈ N>0 and a ∈ RN by

||a||= |a| :=

(
N∑
i=1

a2
i

) 1
2

, (3.1.1)
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which is induced by the inner product a · b :=
N∑
i=1

aibi. Both notations || · || and

| · | are common and will be utilized synonymous.

Theorem 3.1.1 (Young/Peter–Paul Inequalities).
For a, b ∈ R and any ε > 0 it holds

(i) ab 6 εa2 +
1

4ε
b2, (ii) ab 6

εa2

2
+

1

2ε
b2.

Proof: The proof is straightforward, since (i) is equivalent to 0 6 (2εa− b)2 and
(ii) is implied by (i) by simply replacing ε with ε

2 .

Lemma 3.1.2 (Cauchy–Schwarz Inequality for Sums).
Let ai, bi ∈ R and N ∈ N>1. Then

N∑
i=1

aibi 6

(
N∑
i=1

a2
i

) 1
2
(

N∑
i=1

b2i

) 1
2

.

Proof: Let us introduce two vectors in the Euclidean space by a = (a1, . . . , aN )T

and b = (b1, . . . , bN )T . Then the definition of the dot product yields

a · b = |a| |b| cos (∠ (a, b)) 6 |a| |b| ,

which proves the inequality.

Corollary 3.1.3. Let ai ∈ R and N ∈ N>1, then(
N∑
i=1

ai

)2

6 N

N∑
i=1

a2
i .

Proof: This estimate is a direct consequence of the Cauchy–Schwarz inequality
for sums (Lem. 3.1.2) with bi := 1, for all i = 1, . . . , N .

Corollary 3.1.4. For v ∈H1 (Ω) =
[
H1 (Ω)

]N
, N ∈ N>1, it holds [1]

||∇ · v||0 6 N
1
2||∇v||0.

Proof: The inequality is a consequence of Corollary 3.1.3, since

||∇ · v||20 =

∫
Ω

∣∣∣∣∣
N∑
i=1

∂vi
∂xi

∣∣∣∣∣
2

6 N

∫
Ω

N∑
i=1

(
∂vi
∂xi

)2

= N||∇v||20.

Theorem 3.1.5 (Cauchy–Schwarz Inequality).
The Cauchy–Schwarz inequality is a special case of the Hölder inequality [Gal11,
(II.2.3)] for functions in L2 (Ω), stating

|(u, v)| 6 ||u||0||v||0, for u, v ∈ L2 (Ω) .

[1] For v ∈H1
0 (Ω) the inequality is valid without the factor N

1
2 , see [Joh16, Lem. 3.179].
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Proof: If v = 0 the inequality trivially becomes an equality. If v 6= 0 we have
for any t ∈ R

0 6 ||u− tv||20 = (u− tv, u− tv) = (u, u)− 2t (u, v) + t2 (v, v)

= ||u||20 − 2t (u, v) + t2||v||20.

The choice t := (u,v)

||v||20
yields

0 6 ||u||20 −
(u, v)2

||v||20
and thus

(u, v) 6 ||u||0||v||0,

which is valid for u and −u, hence implies the desired result.

Theorem 3.1.6 (Minkowski Inequality).
The Minkowski inequality is the equivalent of the triangle inequality in terms of
Lebesgue norms. Let u, v ∈ L2 (Ω), then

||u+ v||0 6 ||u||0 + ||v||0.

Proof: Using the triangle inequality and the Cauchy–Schwarz inequality (Thm.
3.1.5), we can estimate

||u+ v||20 6
∫

Ω
(|u|+ |v|) (|u+ v|) =

∫
Ω
|u| (|u+ v|) +

∫
Ω
|v| (|u+ v|)

6 ||u||0||u+ v||0 + ||v||0||u+ v||0.

Dividing by ||u+ v||0 gives the desired result.

The Minkowski inequality will be used in this text without reference.

Theorem 3.1.7 (Inequality for Duality Pairings).
Let v ∈ V , φ ∈ V ′, and V a Hilbert space with dual space V ′ (which is a Hilbert
space as well). Then ∣∣[φ, v]V ′,V

∣∣ 6 ||φ||V ′||v||V .
Proof: By the definition of the norm for the dual space we have

||φ||V ′||v||V =

(
sup

v?∈V \{0}

[φ, v?]V ′,V
||v?||V

)
||v||V >

∣∣[φ, v]V ′,V
∣∣

||v||V
||v||V =

∣∣[φ, v]V ′,V
∣∣ .

Theorem 3.1.8 (The Classical Poincaré Inequality).
Let Ω ⊂ Rn be a bounded domain with Lipschitz boundary Γ. Then

∀v ∈ H1
0 (Ω) : ||v||0 6 CP ‖∇v‖0 ,

with a constant CP = CP (diam (Ω)) > 0.
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Proof: For details see the references cited in [Joh16, Thm. A.36], [GR86, p. 3],
and [EG04, Lem. B.61].

Remark 3.1.9 (On the Poincaré Inequality).
The classical Poincaré inequality (sometimes called Poincaré–Friedrichs inequal-
ity) implies that, in H1

0 (Ω), the standard H1-norm and the H1-semi-norm are
equivalent:

|v|2H1(Ω) = ||∇v||20 6 ||v||2H1(Ω) 6
(
1 + C2

P

)
||∇v||20 =

(
1 + C2

P

)
|v|2H1(Ω) .

Hence, in particular, the semi-norm | · |H1(Ω) becomes a norm on H1
0 (Ω).

Theorem 3.1.10 (Isomorphism of the Divergence Operator).

Define the subspaces Ṽ 0, Ṽ 0
⊥
⊂H1

0 (Ω) as

Ṽ 0 :=
{
v ∈H1

0 (Ω) : (∇ · v, q) = 0, ∀q ∈ L2
0 (Ω)

}
,

Ṽ 0
⊥

:=
{
v ∈ Ṽ 0 : (∇v,∇w) = 0, ∀w ∈ Ṽ 0

}
.

Then the divergence operator

∇ · (·) : Ṽ 0
⊥
−→ L2

0 (Ω)

is an isomorphism. As a consequence, for any q ∈ L2
0 (Ω) ∃! ṽ ∈ Ṽ 0

⊥
such that

∇ · ṽ = q and ||q||0 6 |ṽ|H1(Ω) 6 C||q||0,

where the constant C > 0 does not depend on q and ṽ.[2][3]

Proof: See [Joh16, Lem. 3.43, Cor. 3.44] or [GR86, Cor. 2.4].

3.1.3 Existence and Uniqueness Theory

This subsection is used to present existence and uniqueness results for certain
abstract problems, in particular so-called saddle point problems, posed in Hilbert
spaces. Therefore we state necessary and sufficient conditions that guarantee
their well-posedness in the sense of Hadamard. This theory will then be used to
analyze the weak Brinkman problems in the subsequent sections.

Let us denote by (V,|| · ||V ) and (Q,|| · ||Q) two real Hilbert spaces with their
norms induced by the inner products (·, ·)V and (·, ·)Q, respectively. Their dual
spaces are V ′ and Q′, respectively, and equipped with the norms || · ||V ′ and || · ||Q′ .

Most of the following theorems consider bounded/continuous bilinear forms.
A bilinear form b (·, ·) : V ×Q→ R on Hilbert spaces (V,|| · ||V ) and (Q,|| · ||Q) is
called continuous/bounded if

∃M > 0 : |b (v, q)| 6M||v||V ||q||Q, ∀ (v, q) ∈ V ×Q.
[2] In a few occasions, the letters c and C are used in this dissertation to represent generic

constants.
[3] Using the equivalence of the H1 (Ω)-norm and the H1 (Ω)-semi norm on H1

0 (Ω) the
inequality can be formulated with the norm instead of the semi norm, in general with
different constants.
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3 The Brinkman Problem and its Weak Formulations

General Abstract Problem

Let us define the general abstract problem:
Given a bounded bilinear form a (·, ·) : V ×V → R and a functional f ∈ V ′, find
an element u ∈ V such that

a (u, v) = [f, v]V ′,V , ∀v ∈ V. (3.1.2)

In order to discuss the well-posedness of problems of the form (3.1.2) let us
clarify what this means in detail.

Definition 3.1.11 (Well-Posedness).
The problem (3.1.2) is well-posed if it has exactly one solution and the following
a priori estimate holds

∃C > 0 such that ∀f ∈ V ′ : ||u||V 6 C ‖f‖V ′ .

The purpose of the rest of this paragraph is to introduce necessary and sufficient
conditions for the well-posedness of the problem (3.1.2), which will reveal crucial
properties of a (·, ·).

Let us begin with the following fundamental result:

Theorem 3.1.12 (Lax–Milgram).
In the case that

a (·, ·) is coercive, i.e., ∃m > 0 : a (u, u) > m||u||2V , ∀u ∈ V,

the problem (3.1.2) is well-posed. Additionally, for all f ∈ V ′, the a priori
estimate

||u||V 6
1

m
||f ||V ′

is valid, where m > 0 is the coercivity constant.

Proof: See [BF91, Prop. 1.1], [BS08, (2.7.7)], [Cia02, Thm. 1.1.3], [EG04, Sect.
2.1], or [Joh16, Thm. B.4].

The theorem of Lax–Milgram describes only a sufficient condition for the
well-posedness. The following theorem states necessary conditions for the well-
posedness of an abstract problem of the form (3.1.2).

Theorem 3.1.13 (Generalized Lax–Milgram/BNB).
The problem (3.1.2) is well-posed if and only if the following properties hold:
1.) The bilinear form a (·, ·) fulfills the so-called inf-sup condition, i.e.,

∃β > 0 : inf
u∈V \{0}

(
sup

v∈V \{0}

a (u, v)

||u||V ||v||V

)
> β.

2.) Let v ∈ V . If a (u, v) = 0, ∀u ∈ V, then v = 0.
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3.1 Functional Theory

Furthermore, for all f ∈ V ′, it holds

||u||V 6
1

β
||f ||V ′ .

Proof: See [EG04, Thm 2.6], [Bra07, Thm. 3.6], and references in [BO80].

Remark 3.1.14 (On the BNB Theorem).
Theorem 3.1.13 is also called Banach–Nečas–Babuška theorem, which justifies
its abbreviation by BNB. The theorem of Lax-Milgram is in fact a special case of
the BNB theorem, since coercivity of a (·, ·) implies the conditions in Theorem
3.1.13

• coercivity =⇒ 1.):

sup
v∈V \{0}

a (u, v)

||u||V ||v||V
>

a (u, u)

||u||V ||u||V
> m
||u||2V
||u||2V

= m, ∀u ∈ V,

• coercivity =⇒ 2.):

a (u, v) = 0, ∀u ∈ V u:=v
===⇒ 0 = a (v, v) > m︸︷︷︸

>0

||v||2V︸︷︷︸
>0

=⇒ v = 0.

The opposite direction is in general not satisfied.

Linear Saddle Point Problem

The saddle point problem theory was developed for abstract problems with a
specific structure. Saddle point problems arise, e.g., when weakly incorporating
side conditions via a Lagrange multiplier approach, artificially or naturally as it
is for example the case for the mass conservation in fluid dynamics.

Let us introduce the general abstract linear saddle point problem:
Given two bounded bilinear forms a (·, ·) : V × V → R and b (·, ·) : V ×Q→ R,
f (·) : V → R with f ∈ V ′, and g (·) : Q → R satisfying g ∈ Q′, find a pair
(u, p) ∈ V ×Q such that

a (u, v) + b (v, p) = [f, v]V ′,V , ∀v ∈ V, (3.1.3a)

b (u, q) = [g, q]Q′,Q, ∀q ∈ Q. (3.1.3b)

Remark 3.1.15 (Connection to Saddle Point Problems).
In the special case of a symmetric (i.e., a (u, v) = a (v, u) ,∀u, v ∈ V ) and
positive (i.e., a (u, u) > 0, ∀u ∈ V ) bilinear form a (·, ·), one can show that
the problem (3.1.3) is equivalent to the saddle point problem

inf
v∈V

sup
q∈Q

(
1

2
a (v, v) + b (v, q)− [f, v]V ′,V − [g, q]Q′,Q

)
.

For a proof of this statement, [EG04, Prop. 2.39] or [GR86, Thm. 4.2] can be
consulted. This is the origin of the naming convention which has established
itself even for more general problems of the form (3.1.3).
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3 The Brinkman Problem and its Weak Formulations

Remark 3.1.16 (Saddle Point Problems as General Abstract Problems).
The well-posedness theory of the general abstract problem (3.1.2) can be applied

to (3.1.3) as follows. Let
(
V ×Q, ||(v, q)||2V×Q := ||v||2V + ||q||2Q

)
be a Hilbert space

and (f, g) ∈ V ′ ×Q′. Define

A[(·, ·) ; (·, ·)] : (V ×Q)× (V ×Q)→ R,
A[(u, p) ; (v, q)] := a (u, v) + b (v, p)± b (u, q) ,

F (·, ·) : V ×Q→ R,
F (v, q) := f (v)± g (q) ,

where a (·, ·) : V × V → R and b (·, ·) : V × Q → R are bilinear forms thus A
is a bilinear form. Since (f, g) ∈ V ′ ×Q′ it is F ∈ (V ×Q)′. Then, it can be
proven that the problem:
Find a pair (u, p) ∈ V ×Q such that

A[(u, p) ; (v, q)] = F (v, q) , ∀ (v, q) ∈ V ×Q,

is well-posed using Theorem 3.1.12 or 3.1.13. In fact, the sum (respectively
the difference) of (3.1.3a) and (3.1.3b) yields the variational equation above,
while the reverse direction can be realized by testing with (v, q) = (v, 0) and
(v, q) = (0, q) (respectively (v, q) = (0,−q) for −q ∈ Q), as long as 0 ∈ V,Q.

In the analysis of the problem (3.1.3), one can exploit the special structure to
deduce well-posedness in an elegant manner based on conditions on the bilinear
forms a (·, ·) and b (·, ·).

Let us begin with motivating, preliminary observations. To that end, we
define a subset of the space V as

Vg :=
{
v ∈ V : b (v, q) = [g, q]Q′,Q, ∀q ∈ Q

}
. (3.1.4)

In general, Vg is not a linear subspace of V . To see that let v1, v2 ∈ Vg and
consider their sum v1 + v2. Bilinearity of b (·, ·) and linearity of g (·) yield

b (v1 + v2, q) = b (v1, q) + b (v2, q) = g (q) + g (q) = g (2q) .

Therefore, v1 + v2 /∈ Vg, for general g ∈ Q′. However, V0 is a linear subspace.
Moreover, (V0, (·, ·)V ) is a Hilbert space, since it is a closed subspace, [Bre74].

(?1) The equation (3.1.3b) poses a constraint on u. Let us firstly assume
that there exists a unique solution to that equation[4].

(?2) Then, in a second step, this condition can be enforced in (3.1.3a) by
changing the solution space for u, such that it includes only functions that
satisfy the constraint (3.1.3b):
Find u ∈ Vg such that

a (u, v) = f (v) , ∀v ∈ V0. (3.1.5)

[4] More precisely, orthogonally decomposing V = V0 + V ⊥0 with respect to the inner product
in V , we assume that (3.1.3b) has an exact solution in V ⊥0 .
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Apparently, the result is an equation that solely explicitly contains the partial
solution u and not the partial solution p anymore. It is straightforward to
see that the partial solution u of (3.1.3) then also solves the problem (3.1.5).
Consequently, for the other way around, it suffices to show that (3.1.5) is
uniquely solvable. Decomposing u = u0 + ug

[5] with u0 ∈ V0, and using the
theorem of Lax–Milgram (Thm. 3.1.12, which is a sufficient criterion), we can
prove the existence of a unique solution u0 ∈ V0 of

a (u0, v) = f (v)− a (ug, v) , ∀v ∈ V0,

if a (·, ·) is coercive and f (v)−a (ug, v) is bounded. This is a particularly simple
ansatz in case of g = 0.

(?3) In a third step we would like to assure the existence of a unique
solution p ∈ Q (corresponding to the previously derived partial solution u)
solving (3.1.3a), i.e.,

b (v, p) = f (v)− a (u, v) , ∀v ∈ V.

The validity of (?1) and (?3) can be assured by the inf-sup condition for b (·, ·).

In 1974, Brezzi published an abstract theory tackling the existence and
uniqueness of solutions to saddle point problems, [Bre74]. The final result in the
continuous case can be formulated as follows:

Theorem 3.1.17 (Brezzi’s Splitting).
In the case that

(i) the bilinear form a (·, ·) is coercive on V0 (defined in (3.1.4)), i.e.,

∃m > 0 : a (v, v) > m||v||2V , ∀v ∈ V0,

(ii) the bilinear form b (·, ·) fulfills the inf-sup condition

∃β > 0 : inf
q∈Q\{0}

(
sup

v∈V \{0}

b (v, q)

||v||V ||q||Q

)
> β,

the problem (3.1.3) is well-posed.

Proof: The proof is given, e.g., in [Bre74, Cor. 1.1], [BF91, Prop. 1.1], [Joh16,
Lem. 3.19], and [GR86, Cor. 4.1]. Note that the a priori stability estimate
depends inversely on the coercivity and inf-sup constants, see e.g., [BF91, Prop.
1.3].

Remark 3.1.18 (On Brezzi’s Splitting Theorem and the Inf-Sup Condition).
The inf-sup condition (inequality (ii) in Theorem 3.1.17) is also known as
Babuška–Brezzi condition or Ladyzhenskaya–Babuška–Brezzi (LBB) condition.
Brezzi’s splitting theorem describes conditions that are sufficient for the well-
posedness of the saddle point problem (3.1.3). Necessary conditions are given,
e.g., in [BF91, Thm. 1.1].

[5] One can consider the orthogonal decomposition V = V0 + V ⊥0 (with respect to the inner
product in V ), u0 ∈ V0, ug = u− u0 ∈ V ⊥0 according to (?1), and obtains two problems by
testing (3.1.3) with V0 and V ⊥0 separately.
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3.2 The Brinkman Problem

Remind that the Brinkman equations are given by

−2∇ · (µeffD (u)) +∇p+ σu = f in Ω,

∇ · u = g in Ω,

with µeff > 0 denoting the effective viscosity, σ > 0 standing for the ratio of the
dynamic viscosity and the permeability, i.e.,

σ := µK−1,

satisfying µeff + σ > 0, and

• a vectorial velocity field
u : Ω→ RN ,

• a scalar pressure field
p : Ω→ R,

• vectorial body forces
f : Ω→ RN ,

• a scalar source/sink function
g : Ω→ R.

This is a system of two steady-state partial differential equations, associated
with momentum balance and mass conservation, respectively, consisting of N + 1
scalar equations.

Remark 3.2.1 (Variants of the Momentum Balance).
Different formulations might appear due to the reformulation of the first term
in the momentum balance equation for special cases. For a (continuously)
differentiable scalar effective viscosity we can rewrite

−2∇ · (µeffD (u)) = −2 (∇µeff)D (u)− 2µeff (∇ · D (u)) ,

using the product rule and the linearity. If µeff (x) is tensorial, we can use a
similar transformation, where ∇µeff (x) has to be replaced by ∇ · µeff (x).
Under the assumption of µeff (x) = const., the previously derived expression
leads to:

−2∇ · (µeffD (u)) = −2µeff (∇ · D (u)) = −µeff (∇ · ∇u+∇ (∇ · u))

= −µeff (∇ · ∇u+∇g) = −µeff (∆u+∇g) ,

where also the equation of mass conservation and Lemma 2.1.2 were used. This
results in the momentum balance

−µeff∆u+∇p+ σu = f + µeff ∇g.

The Dimensionless Brinkman Equations

The non-dimensionalization has the scope to remove the physical units from
the considered equations via an appropriate scaling with physical characteristic
quantities. Furthermore, this process allows to identify dimensionless coefficients
that might help to describe the physical regimes (e.g., the Reynolds number for
the Navier–Stokes equations).
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3.2 The Brinkman Problem

The derivation of a dimensionless formulation starts with defining so-called
characteristic quantities (whose precise values are not uniquely defined) for the
dimensional variables. Depending on the choice of the characteristic quantities
(and the definition of new variables), various non-dimensional formulations of
one and the same dimensional system of equations might be derived. Here we
consider

• U - characteristic velocity [m/s],
• P - characteristic pressure [kg/m s2],
• L - characteristic length [m].

Let us equip dimensionless quantities with a hat in this paragraph. The problem
is then formulated in terms of the dimensionless velocity û, the dimensionless
pressure p̂, and the dimensionless spatial variable x̂, given by

û :=
u

U
, p̂ :=

p

P
, and x̂ :=

x

L
.

Inserting the resulting expressions for the dimensional quantities, i.e., u = U û,
p = P p̂, and x = Lx̂, and transforming the differential operators appropriately
(∇ = 1

L∇̂) yields

−2∇̂ ·
(
µeff

U

L2
D̂ (û)

)
+
P

L
∇̂p̂+ σU û = f in Ω̂,

U

L
∇̂ · û = g in Ω̂.

Dividing the momentum balance equation by any coefficient on the left-hand
side results in a non-dimensional summand and thus in a dimensionless equation.
In order to prevent non-zero constraints on the physical coefficients µeff and σ,
we multiply the first equation by the inverse coefficient of the pressure gradient
and obtain

−2∇̂ ·
(
µeff

U

LP
D̂ (û)

)
+ ∇̂p̂+ σ

LU

P
û =

L

P
f in Ω̂,

∇̂ · û =
L

U
g in Ω̂,

where the second equation was multiplied by L
U . As we can see, the velocity terms

that contribute to the transport of momentum scale inversely with respect to
the characteristic length L. Whenever L is large, the bulk resistance dominates
the viscous shear stress, and vice versa in case of a small L. Now one typically
introduces dimensionless constituents

µ̂eff := µeff
U

LP
, σ̂ := σ

LU

P
,

f̂ :=
L

P
f , ĝ :=

L

U
g,

yielding the dimensionless Brinkman equations as

−2∇̂ ·
(
µ̂effD̂ (û)

)
+ ∇̂p̂+ σ̂û =f̂ in Ω̂,

∇̂ · û = ĝ in Ω̂.
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3 The Brinkman Problem and its Weak Formulations

Remark 3.2.2 (Another Popular Form of the Brinkman Equations).
Later on, we will come across a form of the momentum balance in the Brinkman
equations, where the physical problem coefficients (µeff and σ) are combined into
one coefficient in front of the second order derivative term. This can be formally
obtained by using the characteristic velocity and the characteristic length only,
and scaling by the lowest order velocity coefficient:

−2
1

σ
∇̂ ·
(µeff

L2
D̂ (û)

)
+

1

σUL
∇̂p+ û =

1

σU
f in Ω̂.

This necessitates the exclusion of the case σ = 0 (strict Stokes limit). Under the
further assumption of σ being constant, we can redefine

p̂ :=
1

σUL
p and f̂ :=

1

σU
f

in

−2∇̂ ·
(
t2D̂ (û)

)
+ ∇̂p̂+ û =f̂ in Ω̂,

where t2 := µeff

σL2 combines now all physical coefficients of the problem. On a first
glance, only t2 seems to contain the model parameters (µeff and σ) present in
this equation, but the pressure and the right-hand side actually also contain σ−1.

Note that the process of non-dimensionalization might restrict the set of admis-
sible coefficient values (see Rem. 3.2.2) and reduce the visibility of dependencies.

The Brinkman Boundary Value Problem

To obtain a well-defined problem, the Brinkman equations have to be equipped
with appropriate boundary conditions such that the resulting problem can be
embedded into the theory of boundary value problems. A commonly used
classification is that into Dirichlet and Neumann boundary conditions (or a
combination, referred to as mixed or Robin boundary conditions). However, we
will make use of the universal classification into essential and natural boundary
conditions. This concept is directly related to the weak solution theory and will
be presented in the corresponding Section 3.3 in detail. For the analysis presented
in this thesis, we will focus on homogeneous essential boundary conditions in
order to circumvent unnecessary technicalities.

Assumption V: Unless otherwise stated, we will concentrate on coefficients
µeff > 0 and σ > 0, that are constant throughout Ω and scalar (see also Assump-
tion III), noting that a generalization to tensors µeffI and σI is straightforward.

For the remainder of this thesis, we will focus on the Brinkman problem
with constant coefficients and homogeneous boundary conditions:
For sufficiently smooth given data f : Ω → RN , g : Ω → R find u : Ω → RN
and p : Ω→ R such that

−µeff∆u+∇p+ σu = f in Ω, (3.2.8a)

∇ · u = g in Ω, (3.2.8b)
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3.3 Weak Formulations of the Brinkman Problem

subject to the boundary conditions

µeff > 0 : u = 0 on Γ,

µeff = 0 : u · n = 0 on Γ.
(3.2.8c)

Let us point out the fact that the Brinkman equations with µeff > 0 allow
the imposition of boundary conditions for the velocity (normal and tangential
component) on the boundary, e.g., the prominent no-slip boundary condition
given above. Such boundary conditions are not compatible with the Darcy
problem (µeff = 0), where only the normal component of the velocity can be
imposed.

In the following we will refer to the Brinkman problem as
• Stokes limit problem for σ = 0,
• Stokes-type problem or Stokes case [6] for µeff > 0,
• Stokes regime problem for µeff � σ,
• Darcy regime problem for µeff � σ,
• Darcy limit problem for µeff = 0.

3.3 Weak Formulations of the Brinkman Problem

The approach to solve weak formulations of systems of partial differential equa-
tions instead of their classical forms allows to also consider solutions, which
fulfill the partial differential equations in a weak sense only, i.e., with reduced
regularity assumptions compared to the classical solutions ([Bra07], [RR04]).
Therefore, some problems which do not have a classical solution due to, e.g.,
discontinuous data (see, e.g., [ESW14, p. 13]), can be solved using the concept
of weak solutions. Moreover, the weak formulation of a problem is the starting
point for deriving a finite element formulation.

The weak form of a partial differential equation can be derived by multiplying
it by a test function, integrating the result over the domain, and using integration
by parts to transfer derivatives from the solution to the test functions. Hence,
depending on the way integration by parts is applied, weak formulations that
differ in the necessary regularity assumptions on the constituents may arise.

As we will see, the appropriate functional setting for the Brinkman problem-
changes when the second order derivative disappears. Therefore, the analysis
will be performed for the limit cases separately.

Classification of Boundary Conditions

As already mentioned, we will distinguish between essential boundary conditions
and natural boundary conditions . This classification corresponds to the standard
treatment of boundary conditions in the weak solution theory of boundary value

[6] The Stokes-type problem or Stokes case is associated with the functional setting which is
for µeff > 0 similar to that of a Stokes problem.
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3 The Brinkman Problem and its Weak Formulations

problems. Considering variational formulations, obtained using integration by
parts, boundary integrals might be present. Natural boundary conditions are
those which determine the value of a boundary term in the weak formulation
without imposing conditions on the test and solution spaces. In contrast to that,
essential boundary conditions enter the definition of the solution and test spaces
and thus pose explicit conditions on the set of admissible functions.

Example: Let us briefly discuss the difference between natural and essential
boundary conditions for the Poisson problem with homogeneous essential and
inhomogeneous natural boundary conditions given by

−∆u = f in Ω, (3.3.1a)

u = 0 on ΓE , (3.3.1b)

∇u · n = uN on ΓN , (3.3.1c)

where Γ = ΓE ∪ ΓN , ΓE ∩ ΓN = ∅, and measn−1 (ΓE) > 0, with the indices
indicating the boundary types, E for essential and N for natural. Note that
ΓE ∩ ΓN 6= ∅ is in general not excluded, but not considered here.

Multiplying the partial differential equation (3.3.1a) by a test function v, then
integrating over the domain Ω and using integration by parts, we obtain∫

Ω
fv =

∫
Ω
∇u · ∇v −

∫
Γ

(∇u · n) v

=

∫
Ω
∇u · ∇v −

∫
ΓE

(∇u · n) v −
∫

ΓN

(∇u · n) v. (3.3.2)

Defining the solution and test space as V = H1 (Ω) and assuming f ∈ V ′

guarantees sufficient regularity such that the bulk integrals are well-defined.
The boundary condition (3.3.1c) can be inserted into the weak formulation
and is therefore called natural boundary condition. As a result, the integral on
ΓN can be formally incorporated in the force term on the right-hand side[7].
The boundary condition (3.3.1b) cannot be inserted into the weak formula-
tion (3.3.2) directly, since the condition u|ΓE = 0 does not determine the
behavior of (∇u · n) |ΓE . This condition is therefore called essential boundary
condition. Explicit incorporation into the solution and test spaces by defining

V :=
{
v ∈ H1 (Ω) : v|ΓE = 0

}
forces the test functions v ∈ V (and the solution

u ∈ V ) to vanish on ΓE and hence the integral on ΓE in (3.3.2) also vanishes.
Thus, (3.3.2) becomes∫

Ω
∇u · ∇v =

∫
Ω
fv +

∫
ΓN

uN v, ∀v ∈ V.

3.3.1 A Weak Formulation for the Stokes Case

As long as µeff > 0, the Brinkman problem (3.2.8) can be treated analogous to
a Stokes problem with an additional zeroth order velocity term.

[7] In this dissertation, we refer to the right-hand side of a classical, weak, or discrete formulation
as the side containing the given data, which usually coincides with the physical side. Note
that in (3.3.2), the right-hand side (containing f) appears on the physical left side.
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The weak formulation is derived using integration by parts for the Laplacian
of the velocity and for the gradient of the pressure. As a result, the necessary
regularity of the velocity solution u is reduced whereas the necessary regularity
of the velocity test function is increased

−
∫

Ω
(µeff∆u) · v =

∫
Ω
µeff∇u : ∇v −

∫
Γ
µeff (∇u · n) · v. (3.3.3)

Moreover, the transformation∫
Ω
∇p · v = −

∫
Ω
p (∇ · v) +

∫
Γ

(pn) · v = −
∫

Ω
(∇ · v) p+

∫
Γ
p (v · n) (3.3.4)

can be used, such that the necessary regularity of the pressure p reduces.
Assuming u,v ∈H1 (Ω) and p, q ∈ L2 (Ω), all bulk integrals are well-defined.

Due to the essential character of the boundary condition for the Brinkman
problem (3.2.8) with µeff > 0, namely

u = 0 on Γ, (3.3.5)

it is incorporated into the solution and test spaces for the velocity by using the
space H1

0 (Ω). For v ∈H1
0 (Ω), the boundary integrals appearing in (3.3.3) and

(3.3.4) vanish.
Since the Brinkman problem (3.2.8) depends only on the gradient of the

pressure, p is not uniquely determined (since the boundary conditions do not fix
it). If (u, p) is a solution, then (u, p+ c) is a solution for any constant c ∈ R,
too. Hence a condition that fixes the additive constant is necessary in order to
enable the existence of a unique pressure solution. A common way to do that is
by enforcing ∫

Ω
p = 0. (3.3.6)

Apparently, the boundary condition (3.3.5) does not concern the pressure, thus
the condition (3.3.6) has to be incorporated into the solution (and test) spaces
for the pressure, yielding p, q ∈ L2

0 (Ω).
By the Gaussian theorem, the boundary condition on the velocity and the

right-hand side of the divergence constraint have to be compatible in the sense
that ∫

Ω
g =

∫
Ω
∇ · u =

∫
Γ
u · n. (3.3.7)

Together with the boundary condition (3.3.5), this results in the compatibility
condition ∫

Ω
g = 0,

since u|Γ = 0 =⇒ (u · n) |Γ = 0.
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3 The Brinkman Problem and its Weak Formulations

The resulting weak formulation of the Brinkman problem for constant
coefficients, µeff > 0, and σ > 0 can be stated as follows.
Given (f , g) ∈H−1 (Ω)× L2

0 (Ω), find (u, p) ∈H1
0 (Ω)× L2

0 (Ω) such that

µeff (∇u,∇v)− (∇ · v, p) + σ (u,v) = [f ,v]H−1,H1
0
, ∀v ∈H1

0 (Ω) , (3.3.8a)

(∇ · u, q) = (g, q) , ∀q ∈ L2
0 (Ω) . (3.3.8b)

Well-Posedness for µeff > 0

In order to apply the existence and uniqueness theory presented in Subsec-
tion 3.1.3, the weak Brinkman problem (3.3.8) is embedded into the abstract
framework as follows: Define

V ×Q := H1
0 (Ω)× L2

0 (Ω) (3.3.9a)

and linear respectively bilinear forms

• a (·, ·) : V × V → R,
a (u,v) := µeff (∇u,∇v) + σ (u,v) ,

• b (·, ·) : V ×Q→ R,
b (v, p) := − (∇ · v, p) ,

• f (·) : V → R,
f (v) := [f ,v]V ′,V ,

• g (·) : Q→ R,
g (q) := [g, q]Q′,Q.

(3.3.9b)

With the definitions above, the problem (3.3.8) is equivalent to:
Find (u, p) ∈ V ×Q such that

a (u,v) + b (v, p) = f (v) , ∀v ∈ V , (3.3.9c)

b (u, q) = g (q) , ∀q ∈ Q. (3.3.9d)

Theorem 3.3.1 (Well-Posedness in the Stokes Case).
The weak Brinkman problem (3.3.9) is well-posed for all µeff > 0.

Proof: Before we start, let us note that the bilinear forms a (·, ·) and b (·, ·) are
still well-defined for the velocity space H1 (Ω) and the pressure space L2 (Ω)
such that one can also consider these supersets and possibly infer the validity of
the arguments for H1

0 (Ω) (H1 (Ω) and L2
0 (Ω) ( L2 (Ω).

The proof is based on Brezzi’s splitting theorem (Thm. 3.1.17). Therefore we
have to show that a (·, ·), b (·, ·), f (·), and g (·) are continuous/bounded (with
the generic continuity constant denoted by M), that a (·, ·) is coercive on a
special subset of V (with coercivity constant m), and that b (·, ·) satisfies the
inf-sup condition (with inf-sup constant β).
(i) The continuity of f (·) and g (·) can be proven by applying the inequality
for duality pairings (Thm. 3.1.7) resulting in

|f (v)| 6 ||f ||V ′||v||V and |g (q)| 6 ||g||Q′||q||Q.

Since f and g are given data, choosing the continuity constants as ||f ||V ′ respec-
tively ||g||Q′ is appropriate.
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3.3 Weak Formulations of the Brinkman Problem

(ii) Using the triangle inequality and the Cauchy–Schwarz inequality (Thm.
3.1.5), followed by the binomial theorem, one obtains

|a (u,v)| 6 max {µeff , σ} (||∇u||0||∇v||0 + ||u||0||v||0)

6 max {µeff , σ}||u||H1(Ω)||v||H1(Ω), ∀u,v ∈H1 (Ω) .

Thus, M := max {µeff , σ} yields continuity.[8] Continuity of b (·, ·) is proven by
combining the Cauchy–Schwarz inequality (Thm. 3.1.5) with Lemma 3.1.4 as

|b (v, p)| = |− (∇ · v, p)| 6 N
1
2||∇v||0||p||0

6 N
1
2||v||H1(Ω)||p||0, ∀ (v, p) ∈H1 (Ω)× L2 (Ω) .

Hence M := N
1
2 , where N is the length of the vector v, shows continuity.

(iii) Coercivity can be shown with m := min {µeff , σ} > 0, as long as µeff > 0
and σ > 0, since

a (u,u) = µeff||∇u||20 + σ||u||20 > min {µeff , σ}||u||2H1(Ω), ∀u ∈H1 (Ω) .

Using the fact that the semi-norm |·|1 is a norm on H1
0 (see Rem. 3.1.9),

coercivity can be proven also for σ = 0, in which case the coercivity constant is
m := µeff .[9] Note that v|Γ = 0, i.e., v ∈H1

0 (Ω) is a crucial ingredient for the
given proof of σ-robust coercivity of a (·, ·).
(iv) Finally it remains to prove the inf-sup stability of b (·, ·) with respect to
V and Q. Therefore, we apply Theorem 3.1.10: For any fixed q ∈ L2

0 (Ω) there

exists a function ṽ ∈ Ṽ 0
⊥
⊂H1

0 (Ω) such that

∇ · ṽ = q and ||ṽ||H1(Ω) 6 C||q||0,

for a constant C > 0. Thus, we can infer for V ×Q := H1
0 (Ω) × L2

0 (Ω) and
any q ∈ L2

0 (Ω) that

sup
v∈V \{0}

(∇ · v, q)
||v||V

>
(∇ · ṽ, q)
||ṽ||V

=
(q, q)

||ṽ||V
=
||q||20
||ṽ||V

>
1

C

||q||20
||q||0

=
1

C
||q||0.

Since this is valid for any q ∈ L2
0 (Ω), the above estimate is also satisfied taking

the infimum over all elements in Q, yielding

inf
q∈Q\{0}

(
sup

v∈V \{0}

b (v, q)

‖v‖V ‖q‖Q

)
>

1

C
=: β.

Remark 3.3.2 (Well-Posedness for a Deformation Rate Tensor Formulation).
The proof of the existence and uniqueness of a solution to the more general prob-
lem in deformation tensor form, where a (u,v) := µeff (D (u) ,D (v)) + σ (u,v),

[8] Note that M > 0, for all values of µeff and σ, especially for σ = 0, but the larger max {µeff , σ}
becomes the weaker the estimate gets.

[9] This bound would degenerate if µeff would tend to zero.
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3 The Brinkman Problem and its Weak Formulations

is very similar to that for the Laplacian formulation. The main difference is,
that a Korn’s inequality (see [Joh16, Lem. 3.37]) is used in order to bound the
deformation rate tensor in the velocity by a multiple of the velocity gradient
from below. Together with the arguments used in the proof of Theorem 3.3.1,
this yields coercivity of a (·, ·).

Remark 3.3.3 (The Case of Non-Constant Coefficients).
The discussion could be generalized to non-constant coefficients assuming

µeff ∈ L∞ (Ω) and ∃µ0 > 0: µeff (x) > µ0 > 0, a.e. in Ω,

σ ∈ L∞ (Ω) and ∃σ0 > 0: σ (x) > σ0 > 0, a.e. in Ω,

(or a symm., pos. def. tensor),

and using the respective bounds in the analysis.

3.3.2 A Weak Formulation for the Darcy Case

For µeff = 0, the Brinkman equations reduce to the Darcy equations. The
boundary condition considered in this situation is, as stated in (3.2.8), given by

u · n = 0 on Γ. (3.3.10)

For the derivation of the weak formulation, the integration by parts formula can
be used in the momentum balance equation for the transformation∫

Ω
∇p · v = −

∫
Ω
p (∇ · v) +

∫
Γ
p (v · n) . (3.3.11)

The velocity space Hdiv (Ω) and the pressure space L2
0 (Ω) yield well-defined

bulk integrals.

The boundary condition (3.3.10) is of essential type and is therefore incorpo-
rated into the solution and test space Hdiv

0 (Ω), such that the boundary integral
in (3.3.11) vanishes.

Since the pressure is not explicitly restricted by the boundary condition,
uniqueness is enforced here as well by the condition∫

Ω
p = 0.

Also in this case, the compatibility condition (3.3.7) has to be satisfied,
enforcing ∫

Ω
g = 0,

i.e., g ∈ L2
0 (Ω).

Altogether, we obtain the following mixed weak formulation of the
Brinkman problem (3.2.8) for constant coefficients, µeff = 0, and σ > 0:
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3.3 Weak Formulations of the Brinkman Problem

Given (f , g) ∈
(
Hdiv

0 (Ω)
)′ × (L2

0 (Ω)
)′

, find (u, p) ∈ Hdiv
0 (Ω) × L2

0 (Ω) such
that

σ (u,v)− (∇ · v, p) = [f ,v](Hdiv
0 (Ω))

′
,Hdiv

0 (Ω)
, ∀v ∈Hdiv

0 (Ω) , (3.3.12a)

(∇ · u, q) = (g, q), ∀q ∈ L2
0 (Ω) . (3.3.12b)

This problem is also called dual Darcy problem, e.g., in [Cod15]. The definitions
of the solution, test, and data spaces guarantee that all the terms in the weak
formulation (3.3.12) are well-defined.

Remark 3.3.4 (Other Weak Formulations of the Darcy Problem).
The formulation (3.3.12) is not the only weak problem that can be derived.

The integration by parts formula can be used in the equation modeling the
conservation of mass yielding

(∇ · u, q) = − (u,∇q) + 〈u · n, q〉
u·n|Γ≡0

= − (u,∇q) .

In this case, the boundary condition changes its role and becomes a natural
boundary condition. The corresponding problem is referred to as primal (mixed)
Darcy problem (see, e.g., [BC12]) and reads as:
Given (f , g) ∈ V ′ ×Q′, find (u, p) ∈ V ×Q such that

σ (u,v) + (∇p,v) = [f ,v]V ′,V , ∀v ∈ V , (3.3.13a)

− (u,∇q) = [g, q]Q′,Q, ∀q ∈ Q, (3.3.13b)

with V ×Q := L2 (Ω)×
(
H1 (Ω) ∩ L2

0 (Ω)
)
.

Let us instead consider a boundary condition on the pressure, e.g., p|Γ = 0,
and assume that the data satisfies f ∈ V ′ and g ∈ Q′. Then the integration by
parts formula can be used in the equation modeling the conservation of mass
similarly as above, yielding

(∇ · u, q) = − (u,∇q) + 〈u · n, q〉
q|Γ≡0

= − (u,∇q) .

This allows to derive the mixed Darcy problem (3.3.13) with V ×Q := L2 (Ω)×
H1

0 (Ω). Such formulations are considered, e.g., in [BGR08], [BC09], [BC12],
and [JS10]. By the definition of the pressure space Q, the gradient of any pressure
test function can be used as velocity test function, i.e., replacing v := ∇q with
the premise that q ∈ Q, the equations still have to be satisfied. Hence we get

(∇p,∇q) + σ (u,∇q) = (f ,∇q) , ∀q ∈ Q,
− (u,∇q) = [g, q]Q′,Q, ∀q ∈ Q.

Inserting the second equation into the first one, we get the problem:
Find p ∈ H1

0 (Ω) such that

(∇p,∇q) = (f ,∇q) + σ[g, q]Q′,Q, ∀q ∈ H1
0 (Ω) . (3.3.15)

Hence, the mixed formulation reduces to a Poisson problem for the pressure
(for the given data regularities). Equation (3.3.15) can formally be obtained by
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3 The Brinkman Problem and its Weak Formulations

applying the (negative) divergence operator to the momentum balance of the
Darcy equations, i.e.,

−∇ · (∇p+ σu) = −∇ · f ,
∇ · u = g.

Note that this operation increases the regularity assumptions posed on the func-
tions p and f in the classical Darcy problem. Using the identity (i) in Lemma
2.1.2 and inserting the divergence constraint yields

−∆p = −∇ · f + σg. (3.3.16)

Note that (3.3.15) is a weak formulation of (3.3.16) with the boundary condition
p|Γ = 0. Once one has found a solution p to (3.3.16) the corresponding velocity
u can be computed by

σu = f −∇p. (3.3.17)

Applying the divergence operator and using (3.3.16), it is straightforward that
the velocity solution of (3.3.17) satisfies the divergence constraint, since

σ∇ · u = ∇ · (f −∇p) = σg.

Note that the number of unknowns in the variational problem has reduced here,
such that only the pressure is determined in a first step. This approach is
usually called pressure Poisson problem. As a post-processing step, the velocity
is computed based on the pressure solution.

The appropriate weak form of the Darcy equations is a modeling choice,
depending on the regularity of the given data.

Remark 3.3.5 (On the Primal and the Dual Darcy Problems).
The fulfillment of the inf-sup condition can be circumvented by invoking the
conservation of mass equation in the momentum balance, such that a Poisson
problem for the pressure has to be solved. Note that its approximate solution is
a much simpler task because of the decoupling of the velocity and the pressure.
However, in the literature it is argued that the pressure Poisson formulation is
rather disadvantageous in practice, since the velocity is in general of primary
interest, but might be discontinuous and is computed by essentially taking the
gradient of the pressure multiplied by a possibly rough coefficient. This might
result in a reduced accuracy of discrete solutions, see [MH02], [ML98], [BC12,
Sect. 2.3.3], and [CJW14]. Also the conservation of mass is poor in practice, as
mentioned in [BC10].

In this thesis we consider the Darcy problem as a singular limit of the Brinkman
problem for µeff → 0, such that the naturally resulting system is of the form
(3.3.12), which motivates the focus on this formulation in the context of the
Brinkman equations. This is also done in, e.g., [MH02] and [BC09].
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3.3 Weak Formulations of the Brinkman Problem

Well-Posedness for µeff = 0

It remains to investigate well-posedness for µeff = 0. Therefore, we again pose
our problem in an adequate form to apply the abstract well-posedness theory of
Subsection 3.1.3.

We state the weak Brinkman problem (3.3.12) in the form of a saddle point
problem, i.e., we consider velocity and pressure spaces, V and Q given by

V ×Q := Hdiv
0 (Ω)× L2

0 (Ω) , (3.3.18a)

linear and bilinear forms defined by

• a (·, ·) : V × V → R,
a (u,v) := σ (u,v) ,

• b (·, ·) : V ×Q→ R,
b (v, p) := − (∇ · v, p) ,

• f (·) : V → R,
f (v) := [f ,v]V ′,V ,

• g (·) : Q→ R,
g (q) := [g, q]Q′,Q,

(3.3.18b)

and the following problem:
Find (u, p) ∈ V ×Q such that for given (f , g) ∈ V ′ ×Q′ it holds

a (u,v) + b (v, p) = f (v) , ∀v ∈ V , (3.3.18c)

b (u, q) = g (q) , ∀q ∈ Q. (3.3.18d)

Theorem 3.3.6 (Well-Posedness in the Darcy Case).
The weak Brinkman problem (3.3.18) is well-posed.

Proof: Again we will make use of Brezzi’s splitting theorem (Thm. 3.1.17).
Hence, we have to show that a (·, ·), b (·, ·), f (·), and g (·) are continuous/bounded
(with the generic continuity constant denoted by M), that a (·, ·) is coercive on
a special subset of V (with coercivity constant m), and that b (·, ·) satisfies the
inf-sup condition (with inf-sup constant β).

(i) The boundedness of f (·) and g (·) is immediate by the inequality for dual
pairings (Thm. 3.1.7).

(ii) Continuity of a (·, ·) and b (·, ·) is obtained by using the Cauchy–Schwarz
inequality (Thm. 3.1.5):

|a (u,v)| 6 σ||u||0||v||0 6 σ||u||Hdiv(Ω)||v||Hdiv(Ω), ∀u,v ∈Hdiv (Ω) ,

|b (v, p)| 6 ||∇ · v||0||p||0 6 ||v||Hdiv(Ω)||p||0, ∀ (v, p) ∈Hdiv (Ω)× L2 (Ω) ,

hence the continuity constant M := σ is sufficient for a (·, ·) and M := 1 is
appropriate for b (·, ·).
(iii) Coercivity of a (·, ·) on V 0 :=

{
v ∈Hdiv

0 (Ω) : b (v, q) = 0,∀q ∈ L2
0 (Ω)

}
:

a (v,v) = σ||v||20 = σ||v||2Hdiv(Ω), ∀v ∈ V 0.
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Here, we used that v ∈Hdiv (Ω) =⇒ ∇ · v ∈ L2 (Ω) and the Gaussian theorem
to deduce v ∈ Hdiv

0 (Ω) =⇒ (∇ · v, 1) = 0. Hence ∇ · v ∈ L2
0 (Ω) and we can

choose q := ∇ · v to obtain 0 = b (v, q) = (∇ · v,∇ · v) = ||∇ · v||20. Thus, the
coercivity constant m := σ can be set.
(iv) For proving inf-sup stability of b (·, ·), Theorem 3.1.10 is used as follows:

Since Ṽ 0
⊥
⊂ H1

0 (Ω) ⊂ Hdiv
0 (Ω) we can choose for any fixed q ∈ L2

0 (Ω) a

corresponding ṽ ∈ Ṽ 0
⊥
⊂Hdiv

0 (Ω) such that

∇ · ṽ = q and ||ṽ||Hdiv(Ω) 6 N
1
2||ṽ||H1(Ω)

6
(
1 + C2

P

) 1
2 N

1
2||∇ṽ||0 6 C̃||q||0,

where Corollary 3.1.4, 1 6 N , Theorem 3.1.8, and C̃ := C
(
1 + C2

P

) 1
2 N

1
2 were

used. Consequently,

sup
v∈V \{0}

b (v, q)

||v||V
= sup
v∈V \{0}

(∇ · v, q)
||v||V

>
(∇ · ṽ, q)
||ṽ||V

=
(q, q)

||ṽ||V
>
||q||20
C̃ ||q||0

=
1

C̃
||q||0,

and β = 1

C̃
finishes the proof.

Remark 3.3.7 (On the Well-Posedness of the Primal (Mixed) Darcy Problem).

For the sake of completeness, let us secondly discuss the well-posedness of the
problem (3.3.13), i.e., V ×Q := L2 (Ω)×

(
H1 (Ω) ∩ L2

0 (Ω)
)
. Therefore we only

have to redefine the bilinear form

b (v, p) := (v,∇p) .

(i) The continuity of f (·) and g (·) is proven by the inequality for dual pairings
(Thm. 3.1.7).
(ii) Continuity of a (·, ·) and b (·, ·) are immediate since the Cauchy–Schwarz
inequality (Thm 3.1.5) gives

|a (u,v)| 6 σ||u||0||v||0, ∀u,v ∈ L2 (Ω) ,

|b (v, p)| = |(v,∇p)| 6 ||v||0||∇p||0 6 ||v||0||p||H1(Ω), ∀ (v, p) ∈ L2 (Ω)×H1 (Ω) ,

hence the continuity constants M := σ and M := 1 yield the desired result for
a (·, ·) and b (·, ·), respectively.
(iii) Coercivity of a (·, ·) is valid since

a (u,u) = |σ (u,u)| = σ||u||20, ∀u ∈ L2 (Ω) ,

which gives m := σ.
(iv) Inf-sup stability of b (·, ·) with respect to V and Q is shown by considering
v̂ := ∇p ∈ L2 (Ω), then

sup
v∈V \{0}

b (v, q)

||v||V
= sup
v∈V \{0}

(v,∇p)
||v||V

>
(v̂,∇p)
||v̂||V

=
||∇p||20
||∇p||0

= ||∇p||0 > C||p||H1 ,
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where the last inequality is justified by a Poincaré inequality for functions with
zero averages (see [Eva10, Sect. 5.8.1]).

3.4 Summary

The central topic of this chapter was the weak formulation of the Brinkman
problem. To that end we have introduced the Sobolev spaces, which generalize
the classical definition of derivatives to weak derivatives in the sense of L2.
Further, a collection of statements from functional analysis was presented,
which will also be partly used in the upcoming chapters. We studied abstract
frameworks and corresponding well-posedness results, that can be applied to
weak problems.

Coming back to the Brinkman problem, the analysis started with a derivation
of a dimensionless form and a discussion of appropriate boundary conditions,
including their classification into essential and natural boundary conditions.
We identified the different character of the Brinkman momentum equation for
µeff > 0 (second-order differential equation in u) and for µeff = 0 (0th order
differential equation in u). In fact, the regularity of the velocity functions and
the boundary conditions, which are in either case of essential type, change when
µeff approaches zero. This led to a separate analysis of the Stokes case (µeff > 0)
and the Darcy limit (µeff = 0).

Finally, we have provided a proof of the well-posedness of the weak Brinkman
problem in the Stokes case for V ×Q = H1

0 (Ω)×L2
0 (Ω) and in the Darcy limit,

well-posedness was shown for V ×Q = Hdiv
0 (Ω)× L2

0 (Ω).
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4 Aspects about the Finite Element
Method for the Brinkman Problem

The goal of this chapter is to discuss the relevant preliminary ingredients of a
low-order finite element method for the Brinkman problem, which is robust with
respect to the values of the physical parameters, yielding a single well-posed
approach that is applicable in the whole physical range (including the Stokes
and Darcy limits).

After a few finite element basics, the standard Galerkin formulation of the
Brinkman problem will be introduced. On the basis of the separate weak
formulations analyzed in Chapter 3, typical finite element pairs for the Stokes
(respectively Darcy) problem are discussed, studying the difficulties related to
their applicability in the Darcy (respectively Stokes) limit.

From the computational perspective, low-order methods are in general partic-
ularly attractive, but might suffer from stability problems. Fortunately several
techniques exist which allow to repair these instabilities. Among them, we
will focus on continuous equal-order interpolations of the velocity and the pres-
sure and present - along with the original idea of pressure stabilizations - the
non-symmetric GLS (Douglas–Wang) method.

Further, pursuing the goal to develop a robust finite element formulation for
the Brinkman problem, it remains to appropriately incorporate the essential
boundary conditions that differ in the Brinkman limits. Opposed to the strong
imposition, an inherent parameter-dependent transition is desired, which can be
achieved with the weak imposition of boundary conditions. To this purpose, we
will introduce the penalty-free non-symmetric Nitsche method.

4.1 The Finite Element Method in a Nutshell

The finite element method aims at approximately solving a system of partial
differential equations by seeking the solution in finite dimensional function spaces.
The principal components of the method are the discretization of the domain
and the definition of appropriate finite-dimensional approximation spaces. As
a result one obtains a linear system of equations whose solvability has to be
analyzed.

This section is used to briefly present basic aspects of the finite element
method. For a detailed introduction to the topic, the books [BBF13], [EG04],
[Cia02], [GR86], [BS08], [Joh16], and [BF91] are recommended.
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The Discretization of the Domain and the Discrete Spaces

Let us denote by Ω ⊂ Rn, n = 2, 3, the computational domain and by Th a
so-called admissible triangulation or mesh, consisting of |I| polygonal (for n = 2)
or polyhedral (for n = 3) elements T ∈ Th, i.e., for T i,T j ∈ Th, i 6= j, we have

T̊ i ∩ T̊ j = ∅ and
⋃
i∈I
T i = Ω,

with I being some index set with cardinality |I|, see [Cia02, p. 38].[1] A generic
facet ((n−1)-dimensional face) of an n-dimensional mesh element T (also called
mesh cell) is denoted by E. In 2D, E refers to edges, as illustrated in Figure 4.1.

Th

T
E

Figure 4.1: A (uniform) triangulation Th of a square domain into triangles (left)
and a single triangular element T with an edge E (right).

The index h > 0 refers to the mesh-size, i.e., the maximum element diameter in
the considered triangulation

h := max
T∈Th

hT , with hT := max
x1,x2∈T

||x1 − x2||,

with || · || being the Euclidean norm (3.1.1) in Rn. Similarly, the diameter of a
facet E is defined as

hE := max
x1,x2∈E

||x1 − x2||.

The set of boundary facets is referred to as

Gh := {E ∈ Th : E ⊂ Γ} . (4.1.1)

With the notation above, we introduce the following common terminology.
A family of triangulations {Th}h>0 of Ω with h 6 diam (Ω) is called:

1. (shape-)regular/non-degenerate, if there exists a constant CSR > 0
for the family {Th}h>0 such that

∀h > 0, ∀T ∈ Th :
hT
ρT

6 CSR, (4.1.2)

where ρT is the radius of the largest inscribed sphere in T , see [Cia02, p.
124] or [EG04, Def. 1.107],

[1] This implies that Ω is polygonal (in 2D) or polyhedral (3D).
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2. quasi-uniform, if there exists a constant CQU > 0 such that

∀h > 0 :
h

min
T∈Th

ρT
6 CQU ,

see [BS08, Def. 4.4.13].

Note that quasi-uniformity implies (shape-)regularity with CSR 6 CQU . More-
over, the constant CSR is an indicator for how much the elements of the
triangulation differ from equilateral elements.

On T ∈ Th, one can define polynomial spaces

Pk (T ) := {all real polynomials of degree 6 k on T } , k > 0.

These are used to create the finite element spaces which contain functions that
are element-wise (T -wise) polynomials and possibly continuous or discontinuous
across (inner) facets. For a generic infinite-dimensional function space V on Ω,
we can define a finite-dimensional approximation space by

V k
h :=

{
vh ∈ L2 (Ω) : vh|T ∈ [Pk (T )]n , ∀T ∈ Th

}
∩ V .

Note that the conditions vh ∈ C0
(
Ω
)

and vh|T ∈ H
1 (T ), for all T ∈ Th,

imply vh ∈ H1 (Ω) (see [Cia02, Thm. 2.1.1]), which is often used (without
explicit note) for the definition of continuous finite element spaces contained in
H1 (Ω).[2]

The dimension dim
(
V k
h

)
equals the number of basis functions of V k

h, whose

linear combination represents any element of V k
h. In the following discussions

we will consider Lagrange finite element spaces , where nodal basis functions (see,
e.g., [EG04, Def. 1.27]) are used and therefore the degrees of freedom (dofs) - i.e.,
the information which uniquely determines a function in V k

h - are associated with
dim

(
V k
h

)
point evaluations (at nodes of the mesh), see, e.g., [Cia02]. Further,

we will abuse the same notation Pk (·) = [Pk (·)]n, assuming that the meaning is
clear from the context.

One main advantage of polynomial finite element spaces is that valuable results
for polynomials can be transfered element-wise to finite element functions: Higher
order derivatives can be estimated by lower order derivatives using the inverse
inequalities or inverse estimates.

Under the assumption of shape regularity (and assuming h 6 1), there exist
constants cI , ĉI > 0, independent of h and T , such that for all vh ∈ Pk (T ),
k > 0, and for all T ∈ Th, the following local inverse inequalities hold

||∇vh||0,T 6 cIh
−1
T ||vh||0,T , (4.1.3a)

||∆vh||0,T 6 ĉIh
−1
T ||∇vh||0,T . (4.1.3b)

[2] Here C0
(
Ω
)

denotes continuous function on Ω.
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4 Aspects about the Finite Element Method for the Brinkman Problem

The proofs rely on the equivalence of all norms on finite-dimensional spaces
and the so-called scaling arguments, which refer to mapping the physical cell T
(and the function vh) to a fixed reference element and back.[3] For details see,
e.g., [EG04, Lem. 1.138], [BZ12, p. 233], [Arn82], [Cia02, Thm. 3.2.6], [FHS93],
[Bra07, II §6.8], [QV08, (8.4.7)], [RWG01, Lem. 2.1], [BH06a], [BC09], and
[Joh16, Thm. C.30].

Furthermore, the following discrete trace inequality holds:

||v||20,∂T 6 c̃DT

(
h−1
T ||v||

2
0,T + hT||∇v||20,T

)
, ∀v ∈ H1 (T ) , (4.1.4)

where c̃DT > 0 is a constant, only depending on the shape regularity (4.1.2) of
the mesh.

For a facet E of the mesh and an attached mesh cell TE , i.e., E ( ∂TE , the
discrete trace inequality (4.1.4) and shape-regularity (4.1.2) imply an estimate
of the form

h−1
E ||v||

2
0,E 6 cDT

(
h−2
TE
||v||20,TE + ||∇v||20,TE

)
, ∀v ∈ H1 (TE) . (4.1.5)

Details concerning the derivation of (4.1.4) and (4.1.5) can be found in, e.g.,
[BH06a], [Tho06, pp. 27], [Arn82, (2.4)], [BC09], [BS08, (10.3.8)], [Clé75, Lem.
4], and [RWG01, (2.5)].

Combining (4.1.3) with (4.1.4) we can also conclude that there exist constants
cDTI, ĉDTI, c̃DTI > 0 such that, for any element-wise polynomial function vh, i.e.,
vh|T ∈ Pk (T ) , ∀T ∈ Th, and E ∈ ∂TE it holds:

||vh||20,E 6 cDTI h
−1
TE
||vh||20,TE , (4.1.6a)

hE||∇vh · nE ||20,E 6 ĉDTI||∇vh||20,TE , (4.1.6b)∑
E∈Gh

hE||∇vh · nE ||20,E 6 c̃DTI||∇vh||20,Ω, (4.1.6c)

see also [JS09, Lem. 3.1], [Tho06, Lem. 2.1], and [Ste95, Lem. 3].

The Galerkin Method and the Linear System of Equations

Let us write the problem (3.1.2) as:
Find u ∈ V such that

a (u,v) = f (v) , ∀v ∈ V . (4.1.7)

The standard Galerkin approach consists in substituting the infinite-dimensional
space V by a finite-dimensional space V h and seeking an approximation of u in
problem (4.1.7) as the solution of the discrete problem:
Find uh ∈ V h such that

ah (uh,vh) = fh (vh) , ∀vh ∈ V h, (4.1.8)

[3] Such reference transformations will be discussed in Section 5.1 in more detail.
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where ah (·, ·) and fh (·) are approximations to a (·, ·) and f (·), respectively. In
case V h ⊂ V , the resulting method is called conforming (and consequently
ah (·, ·) and fh (·) coincide with a (·, ·) and f (·), respectively), otherwise non-
conforming .[4] In general, the terminology ansatz space is associated with the
space for uh and test space is used for the space associated with vh (although
they currently coincide in (4.1.8)).

The Galerkin method yields a linear system of equations in the following way:
Let {ψ1, . . . ,ψN} be a basis of V h, then

uh =
N∑
i=1

Uiψi,

for some Ui ∈ R.[5] Testing the problem (4.1.8) with all basis functions, inserting
the basis representation of uh, and using the bilinearity of ah (·, ·), the problem
can be rewritten as

N∑
i=1

Ui ah
(
ψi,ψj

)
= fh

(
ψj
)
, for j = 1, . . . , N.

This is a linear system

AU = F ,

where
• A ∈ RN×N with (A)ji := ah

(
ψi,ψj

)
, for i, j = 1, . . . , N ,

• U ∈ RN with U := (U1, . . . , UN )T ,
• F ∈ RN with Fj := fh

(
ψj
)
, for j = 1, . . . , N .

In practice, it is essential to choose a basis such that the corresponding matrix
A has few nonzero entries, i.e., A is sparse. This is guaranteed by using basis
functions with local support (e.g., a nodal basis). Integral expressions in the
matrix A and in the vector F can be approximated using numerical integration.

Well-Posedness

Let us start by introducing two finite-dimensional Hilbert spaces (V h, || · ||V h
)

and (Qh, || · ||Qh), two bilinear forms ah (·, ·) : V h×V h −→ R and bh (·, ·) : V h×
Qh −→ R, and two linear functionals fh (·) : V h −→ R and gh : Qh −→ R. Note
that linear functionals and bilinear forms on finite-dimensional Hilbert spaces
are generally bounded.

In Subsection 3.1.3, we have identified the coercivity and the inf-sup condition
as crucial properties for the investigation of the well-posedness in the weak

[4] Common non-conforming approaches are discontinuous Galerkin methods.
[5] The unknowns Ui are the degrees of freedom.
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4 Aspects about the Finite Element Method for the Brinkman Problem

problem setup. A reasonable question is whether certain properties inherit from
the weak to the discrete problem (4.1.8).

For conforming methods, V h ⊂ V , well-posedness of the weak problem in
the sense of Lax–Milgram (Thm. 3.1.12), i.e. involving the whole space V ,
implies a well-posed discrete problem (4.1.8). This is true because in particular
coercivity remains valid when restricting the underlying space, see, e.g., [BS08,
Thm. 2.7.7] and [EG04, Prop. 2.19]. In contrast to that, the inf-sup condition is
in general not inherited, even not in the conforming case.

Dealing with non-conforming methods, with problems for which coercivity is
difficult to prove, or even with problems which do not satisfy coercivity at all
(it is only sufficient for well-posedness, see Subsection 3.1.3), a discrete version
of the BNB theorem (Thm. 3.1.13) can be used:

Theorem 4.1.1 (Discrete Generalized Lax–Milgram/BNB).
The problem (4.1.8) is well-posed, if and only if the discrete inf-sup condition is
satisfied, i.e.,

∃βh > 0 : inf
uh∈V h\{0}

(
sup

vh∈V h\{0}

ah (uh,vh)

||uh||V h
||vh||V h

)
> βh. (4.1.9)

Proof: For a proof based on the rank theorem combined with the BNB theorem
(Thm. 3.1.13) see [EG04, Sect. 2.2.3] and for a direct argumentation see [Joh16,
Lem. B.15].

We can also exploit the saddle point structure in the discrete case and thus
formulate a discrete analog of Theorem 3.1.17.

Theorem 4.1.2 (Discrete Version of Brezzi’s Splitting).
If

(i) ah (·, ·) is coercive on V 0,h, (4.1.10a)

with V 0,h := {vh ∈ V h : bh (vh, qh) = 0, ∀qh ∈ Qh},
(ii) bh (·, ·) satisfies the discrete inf-sup condition

∃ βh > 0 : inf
qh∈Qh\{0}

(
sup

vh∈V h\{0}

bh (vh, qh)

||vh||V h
||qh||Qh

)
> βh, (4.1.10b)

then the discrete problem:
Find (uh, ph) ∈ V h ×Qh such that

ah (uh,vh) + bh (vh, ph) = fh (vh) , ∀vh ∈ V h,

bh (uh, qh) = gh (qh) , ∀qh ∈ Qh

is well-posed.

Proof: The proof is a consequence of Brezzi’s splitting theorem (Thm. 4.1.2).

Pairs of finite element spaces V h×Qh that satisfy the inf-sup condition (4.1.9)
(respectively (4.1.10b)) are called (inf-sup) stable finite element pairs.
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Remark 4.1.3 (On the Discrete Inf-Sup Constant).
As it will be seen in Section 5.3, the inverse of the discrete inf-sup constant,
β−1
h , is a factor in the a priori finite element error estimate. In order to obtain

optimal convergence, the inf-sup constant βh should therefore be bounded away
from zero, independent from the mesh-size h. For more details see [Joh16, Rem.
3.57].

Remark 4.1.4 (On the Discrete Version of Brezzi’s Splitting Theorem).
The inf-sup condition (4.1.10b) is a compatibility condition relating the finite
element spaces V h and Qh. An interesting observation is that the conditions
(4.1.10a) and (4.1.10b) indicate in some sense opposite tendencies concerning
an appropriate choice of V h and Qh. The discrete inf-sup condition (4.1.10b)
can be equivalently written as

sup
vh∈V h\{0}

bh (vh, qh)

||vh||V h

> βh ||qh||Qh , ∀qh ∈ Qh.

Enlarging the space V h relative to Qh can only increase the supremum, thus,
this describes a promising strategy to enforce the fulfillment of (4.1.10b). On
the other hand, condition (4.1.10a) demands for V 0,h being small enough which
means that Qh is large enough relative to V h.

Apart from appropriately balancing the finite element spaces with respect to
each other, there exist possibilities that allow to circumvent the above discrete
inf-sup condition as we will see in Subsection 4.3.2.

4.2 The Standard Galerkin Approach for the Brinkman
Problem

Let us now apply the Galerkin method in order to formulate a discrete Brinkman
problem and discuss its properties. To that end, we denote by V h a finite-
dimensional approximation space for the velocity and by Qh a finite-dimensional
approximation space for the pressure such that the standard Galerkin method
for the Brinkman problem is given by:
Find (uh, ph) ∈ V h ×Qh such that

A(±)
h [(uh, ph) ; (vh, qh)] = F (±)

h [(vh, qh)] , ∀ (vh, qh) ∈ V h ×Qh, (4.2.1a)

with

A(±)
h [(uh, ph) ; (vh, qh)] := ah (uh,vh)− bh (vh, ph)± bh (uh, qh) , (4.2.1b)

F (±)
h [(vh, qh)] := (f ,vh)± (g, qh) , (4.2.1c)

and

ah (uh,vh) := µeff (∇uh,∇vh) + σ (uh,vh) , (4.2.1d)

bh (vh, qh) := (∇ · vh, qh) . (4.2.1e)
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4 Aspects about the Finite Element Method for the Brinkman Problem

This formulation is obtained as described in Remark 3.1.16. Note that V h×Qh
and the data (i.e., f ∈ L2 (Ω), g ∈ L2 (Ω)) are supposed to yield well-defined
integral expressions in (4.2.1).

If −qh ∈ Qh, then the sign in the method above can be switched by testing
with −qh instead of qh, such that in theory, the two versions (+ and −) of (4.2.1)
become equivalent. In contrast to that, the sign might play an important role
in the analysis of stabilization methods (see Subsection 4.3.2). Moreover, in
practice, the plus and minus variants differ in the algebraic properties of the
corresponding finite element matrix.

Let us consider a basis {ψi}Nui=1 of V h and a basis {φj}
Np
j=1 of Qh, i.e., Nu and

Np are the numbers of velocity and pressure dofs, respectively. The solutions
exhibit basis representations

uh =

Nu∑
i=1

Uiψi and ph =

Np∑
j=1

Pjφj ,

with Ui, Pj ∈ R for all i, j. Inserting them into (4.2.1) and testing with each
basis function yields a linear system of the form

A
(
U
P

)
=

(
F 1

±F 2

)
, (4.2.2)

where
• U ∈ RNu with U := (U1, . . . , UNu)T ,

• P ∈ RNp with P :=
(
P1, . . . , PNp

)T
,

• F 1 ∈ RNu with (F 1)i = (f ,ψi), for i = 1, . . . , Nu,
• F 2 ∈ RNp with (F 2)j = (g, φj), for j = 1, . . . , Np.

The coefficient matrix in (4.2.2) has the special structure

A :=

(
A BT

∓B 0

)
∈ R(Nu+Np)×(Nu+Np), (4.2.3)

with
• A ∈ RNu×Nu with (A)ji := ah

(
ψi,ψj

)
,

for i, j = 1, . . . , Nu,
• BT ∈ RNu×Np with

(
BT
)
ij

:= −bh (ψi, φj),
for i = 1, . . . , Nu, j = 1, . . . , Np,

• B ∈ RNp×Nu .

We observe that, if the matrix A is symmetric and the lower left block matrix
is +B, then A is a symmetric matrix.

The crucial question is whether (4.2.2) admits a unique solution, i.e., whether
the coefficient matrix is invertible. This question cannot be answered in gen-
eral without more detailed knowledge of the matrix A, but we can derive a
prerequisite.
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Lemma 4.2.1 (A Prerequisite for the Non-Singularity of A).
If the matrix A in (4.2.3) is invertible, then it necessarily holds

Np 6 Nu.

Proof: The lemma is proven by contradiction. Let us assume that Np > Nu.
A square matrix is invertible if and only if it has full rank. For A this means
rank (A) = Nu + Np. Consider the two block rows in A separately, i.e., A1 :=(
A BT

)
and A2 := (∓B 0), and use the inequality rank (A) 6 rank (A1) +

rank (A2), [MS74]. The first block row A1 ∈ RNu×(Nu+Np) satisfies rank (A1) 6
min{Nu,Nu + Np} = Nu. The second block row A2 spans a space of dimension
6 min{Nu, Np}, since the columns Nu+1, . . . , Nu+Np are zero in this block row.
By assumption, we then obtain rank (A) 6 2Nu < Nu + Np but this implies that
A does not have full rank, which contradicts the invertibility. Hence, Np 6 Nu

has to hold for any non-singular matrix of the form (4.2.3).

Lemma 4.2.1 demonstrates that the number of pressure dofs should not exceed
the number of velocity dofs. This has consequences for the usage of different
meshes for the velocity and the pressure and the respective polynomial degrees
in the finite element spaces.

Remark 4.2.2 (Block Row Considerations).
The system (4.2.2) can be considered block row-wise, i.e.,

(4.2.2) ⇐⇒
{

AU +BTP = F 1

∓BU = ∓F 2

}
.

Let us assume sufficient regularity of all block matrices, then the first block row
can be transformed into

U = A−1
(
F 1 −BTP

)
.

Multiplication by B and inserting the second block row yields

BA−1BTP = BA−1F 1 − F 2.

This is a problem for the pressure, which has a unique solution if and only if
BA−1BT is non-singular. Therefore, A has to be non-singular, ker

(
BT
)

= {0},
and ker (B) ∩ Im

(
A−1B

)
= {0}.

Although this will not be relevant in the numerical simulations presented in this
thesis, note that the iterative solution of (4.2.2) requires non-standard approaches,
due to the zero block in the diagonal of A, where typical preconditioners are not
applicable. The matrix BA−1BT is called Schur complement matrix and its
approximation is a strategy for the construction of preconditioners for saddle
point problems, [Ahm+18].
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4.2.1 Stable Finite Element Pairs – The Stokes and Darcy Limits

The discussion of finite element pairs V h/Qh yielding a well-posed discrete
Brinkman problem (4.2.1) will begin with the limit cases, σ = 0 or µeff =
0, separately.[6] Therefore, some of the most common (conforming and non-
conforming) inf-sup stable pairs for the Stokes problem and the Darcy problem
are summarized first.

Finite element methods for the Stokes problem have been extensively consid-
ered in the literature, see e.g., [BS08] or [BF91]. For a survey on inf-sup stable
finite element pairs for the Darcy problem, it is referred to the references cited
in [MH02].

The Stokes Problem

The construction of stable finite element pairs relies on the well-posedness
criteria given in Theorem 4.1.1 and Theorem 4.1.2. Let us note that for velocity-
conforming approaches, the stability conditions that have to be proven simplify.
Based on the analytic result concerning the well-posedness of the weak formula-
tion in Theorem 3.3.1 (in particular the coercivity with respect to the unrestricted
velocity space) we can draw the following conclusion. If V h ⊂ V = H1

0 (Ω),
then the coercivity condition is still satisfied with respect to V h (independent of
Qh). Thus, it remains to fulfill the inf-sup condition (4.1.10b) by appropriately
choosing Qh with respect to V h.

The following finite element pairs have been shown to be stable for the Stokes
problem:

• The (conforming) Taylor–Hood elements Pk+1/Pk, k ≥ 1, contain continu-
ous velocities and pressures, where on each element T ∈ Th, the velocity
space is of exactly one degree higher (degree k + 1) than the pressure
space (degree k). These pairs are inf-sup stable for the Stokes problem,
see [EG04, Ch. 4].

• The (conforming) Mini element , also referred to as Pbubble1 /P1, is obtained
from the continuous linear-linear pair P1/P1 by enlarging the velocity
space with so-called bubble functions. This effectively adds one dof per
element T ∈ Th (associated with the barycenter of each simplex) to the
velocity space and results in an inf-sup stable pair, see [ABF84], [CR73],
or [EG04, Ch. 4].

• The non-conforming Crouzeix–Raviart element Pnc1 /P0 is obtained by
weakening the inter-element continuity of the discrete velocity functions.
The velocity dofs are its mean values over facets or equivalently, since the
functions are linear on each facet, the dofs are the values in the barycenters
of the facets. This nonconforming pair (Pnc1 /∈H1 (Ω)) introduces a non-
harmful (concerning the convergence order) consistency error (see [Joh16,
Sect. 4.2.3]) and is in fact inf-sup stable, see [CR73] and [Joh16, Thm. 3.151].

[6] Finite element pairs V h/Qh are often abbreviated using the element-wise polynomial order,
e.g., Pk+1/Pk. If not otherwise specified, these are further assumed to be continuous in the
domain.
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Note that the dofs are edge-based, such that the number of dofs for fine
meshes (with a large number of triangles adjacent to a vertex) might be
sincerely larger than that of the continuous version P1.

• The (conforming) Scott–Vogelius elements Pk/Pdisck−1, k > 2 in 2D (k > 3 in
3D), are so-called higher-order pairs with discontinuous pressure spaces.
An advantageous property of this family is the (weak) conservation of mass.
Unfortunately, well-posedness is guaranteed only for certain meshes (at
least if k < 4) and these pairs yield linear systems which are considerably
more expensive than the one obtained with, e.g., the Taylor–Hood pair
P2/P1, [Joh16, Rem. 3.134-3.136].

Note that the given examples of stable finite element pairs consider the same
mesh for the velocity and the pressure. We further observe that, in accordance
with Lemma 4.2.1, the polynomial degree of the velocity space is for none of the
examples smaller than the degree of the pressure space.

The Mixed Darcy Problem

We have seen in Subsection 3.3.2 that different functional settings yield a well-
posed weak Darcy problem. Each of them can be used to derive a finite element
method. We are interested in finite element approaches for the dual (mixed)
problem.

In contrast to the Stokes problem (and the mixed primal Darcy problem),
conformity does not suffice here to inherit the coercivity condition (4.1.10a).
The reason is that coercivity is only guaranteed in V 0 ( Hdiv

0 (Ω), where we
have sufficient control on the L2-norm of the divergence of the velocity, see
Theorem 3.3.6. Indeed, V h × Qh ⊂ V × Q 6=⇒ V 0,h ⊂ V 0. However, if
we could assure the latter inclusion, i.e., if discretely divergence-free velocities
(elements in V 0,h) were weakly divergence-free (elements in V 0), then coercivity
would be satisfied and it would remain to satisfy the inf-sup condition (4.1.10b)
in order to guarantee well-posedness.

Stable finite element pairs for the dual Darcy problem include the following:

• The lowest order (Hdiv-conforming) Raviart–Thomas element V RT
h /P0,

where the velocity functions are element-wise polynomials of the form
vh|T = aT + cTx, aT ∈ Rn, cT ∈ R, such that vh · n is continuous across
interior element boundaries of the triangulation (which yields V RT

h ⊂
Hdiv (Ω), see [Joh16, Lem. 3.66]).
By definition we have ∇ · V RT

h ⊂ Qh = P0 (implying V 0,h ⊂ V 0) but the
complexity of implementation is often mentioned as a drawback, see, e.g.,
[MH02] and [BC10]. For more details see [KS12] or [Joh16, Example B.45].

• The lowest order (Hdiv-conforming) Brezzi–Douglas–Marini (BDM) el-
ement V BDM

h /P0 differs from the Raviart–Thomas element in that the
velocity on each T ∈ Th can be any polynomial in P1 (T ) with vh · n
being continuous across inter-element facets. Hence, the BDM element can
be considered as a generalization of the Raviart–Thomas element, since
V RT
h ⊂ V BDM

h . Further information is given in, e.g., [BF91, III.3].
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4.2.2 Stable Finite Element Pairs – The Brinkman Problem

The development of finite element methods for the Brinkman problem, which
are accurate and stable uniformly with respect to the coefficients µeff and σ,
is an involved task and a topic of active research. As we have seen, there are
finite element pairs available that yield well-posedness for each limit problem
(in standard Galerkin form) separately but a striking observation concerning
our survey is that none of them appears in both lists.

In [MTW02], a numerical study in 2D has demonstrated that typical stable
Stokes pairs do not behave well for Darcy problems and vice versa. Therefore,
the authors considered a scaled version of the Brinkman problem (as in Rem.
3.2.2), defined the velocity energy norm as ||vh||2t2 := t2||∇vh||20 +||∇ · vh||20 +||vh||20,
and computed convergence rates for t ∈ [0, 1], with the following results.

• The P2/P0 element: No convergence for t2 = 0 in the L2-norm of the
velocity and the pressure, and the energy-norm of the velocity.

• The non-conforming Crouzeix–Raviart element: No convergence (with
respect to the L2-norm of the velocity and the pressure, and the energy-
norm of the velocity) if t2 = 0.

• The Mini element: Convergence in the velocity energy-norm deteriorates
for t2 → 0, but if the error is measured in the norm with respect to
L2×H1 ∩L2

0 as in (3.3.13), the Mini element is uniformly stable (see also
[JS10] and [HJS11], where in addition the Taylor–Hood element is proven
to obey a similar qualitative behavior), however with varying convergence
rates for the cases t = 1 and t = 0.

• The Raviart–Thomas element: No convergence of the L2-error for the
velocity and the pressure for t = 1.

This opens the question, what kind of criteria assure that stable Stokes
elements remain stable in the Darcy limit, and vice versa.

Stokes-Based Finite Element Methods for the Brinkman Problem

Starting from a conforming stable Stokes element in the sense of Theorem 4.1.2,
the validity of the inf-sup condition (4.1.10b) in the Darcy limit of (4.2.1) can
be proven equivalently as in the Stokes case, using Corollary 3.1.4.

For µeff = 0, the (sufficient) condition (4.1.10a) is satisfied if there exists a
constant m > 0, such that

ah (vh,vh) = σ||vh||20 > m||∇ · vh||20, ∀vh ∈ V 0,h, (4.2.4)

with ah (·, ·) defined in (4.2.1). Let us mention that with the necessary well-
posedness criteria proven in [BF91, Thm. 1.1] (certain inf-sup condition for
ah (·, ·)), the inequality (4.2.4) is also necessary for the well-posedness.

The condition (4.2.4) is trivially satisfied if discretely divergence-free velocities
are weakly divergence-free, i.e.,

V 0,h ⊂ V 0 ⇐⇒ (vh ∈ V h : (∇ · vh, qh) = 0, ∀qh ∈ Qh =⇒ ∇ · vh = 0 a.e.) .
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Unfortunately, this ’recipe’ is only of limited value in practice, since standard
stable Stokes elements in general do not satisfy the inclusion property V 0,h ⊂ V 0,
see, e.g., [Joh16, Rem. 4.147].

A well known sufficient criterion for V 0,h ⊂ V 0 is ∇ · V h ⊂ Qh. This is
fulfilled for example by the Scott–Vogelius element, which is stable on special
meshes only (in the ’lower’-order cases). For more details see, e.g., [MTW02],
[XXX08], and [BFM93].

In [XXX08] the usage of a grad-div stabilization (curing the violation of the
condition (4.1.10a) in the Darcy limit) is suggested, such that all classical stable
Stokes elements become stable for Darcy problems as well.

Darcy-Based (Hdiv-Conforming) Finite Element Methods for the Brinkman
Problem

Several Hdiv-conforming finite element approaches have already been inves-
tigated for the Stokes problem in several publications, e.g., [CKS07], [KS08],
[WWY09], [WY07], and [KR10]. One of the main difficulties is that an Hdiv-
conforming discrete velocity space is non-conforming in the Stokes case, since
the continuity of the tangential velocity component is not enforced, which causes
a harmful (w.r.t. the convergence order) consistency error. Possibilities to repair
this deficiency are unfortunately rather complicated and/or expensive.

One approach that allows to appropriately bound the consistency error is
to penalize tangential velocity jumps in the Stokes case (e.g., via a symmetric
interior penalty approach of Nitsche type, see, [KS11], [KS12]).

Another strategy is to enrich the velocity space appropriately (by adding de-
grees of freedom), as done in [MTW02], [XXX08], and [GN12]. The modification
is realized such that the desired accuracy for the consistency error estimate is
obtained. The price for that are additional dofs, in order to in particular control
the mean values of the tangential velocity at interior facets.

4.3 Equal–Order (Continuous) Approximations and
Stabilizations

Subsection 4.2.2 has clarified that constructing low-order finite element methods,
which are uniformly (with respect to µeff and σ) stable and convergent for
the Brinkman problem, is still an open challenge. This section discusses the
construction of a suitable (nonstandard) finite element method satisfying these
criteria.

In practical applications, the computational cost can be a decisive aspect
when choosing the proper finite element spaces. Therefore, despite high-order
approaches potentially yielding higher accuracies of the approximate solution on
the same mesh, in practice, low-order methods are very attractive, in particular
low-complexity variants. Unfortunately, these typically suffer from the incom-
patibility of the finite element spaces, chosen for the velocity and the pressure
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(inf-sup instability). Hence, the desire for low-order approaches boils down to
the search for modifications which are able to recover stability.

In this section we introduce the family of continuous equal-order finite element
pairs for mixed problems. Focusing on the lowest order pair, we discuss stability
issues and possibilities of stabilization. This will include the non-symmetric
GLS (Douglas–Wang) method. For general information on stabilization methods
the books [RST08] and [QV08] are recommended. A recently published review
concerning stabilizations for the Stokes problem is given in [JKW19].

4.3.1 The Continuous Equal-Order Finite Element Pair

For the (conforming) equal-order finite element pair, the finite element spaces
for the velocity and the pressure are chosen to be of the same order k > 1, i.e.,

V k
h :=

{
vh ∈ C

(
Ω
)
∩ V : vh|T ∈ Pk (T ) , ∀T ∈ Th

}
,

Qkh :=
{
qh ∈ C

(
Ω
)
∩Q : qh|T ∈ Pk (T ) , ∀T ∈ Th

}
.

(4.3.1)

A common abbreviation that is also adopted here is to refer to both spaces
simply by Pk. For a visualization of the degrees of freedom for k = 1, 2 see
Figure 4.2.

T T

Figure 4.2: A simplicial element T in 2D with dofs (black circles) for the La-
grange finite elements P1 (left) and P2 (right).

A favorable practical aspect of the pair Pk/Pk is that the same implementation
can be used for both, velocity and pressure.

Among them, the lowest-order member P1/P1 is advantageous in terms of
computational effort and memory, and since P1 is probably already part of any
finite element code based on simplicial meshes, [Joh16, Sect. 3.4], [EG04, Ch. 4].
So let us now focus on the case k = 1.

Instability of the Linear-Linear Pair – P1/P1

The equal-order pair V 1
h/Q

1
h defined in (4.3.1) (and V k

h/Q
k
h in general, [BF91,

§VI.3] and [BBF13, Ch. 8.3]) violates the inf-sup condition (4.1.10b). As a
consequence, for some meshes, the numerical results are strongly mesh-dependent
and the pressure solution shows an unphysical behavior. Let us exemplify the
problem for a uniform, triangular mesh on the unit square Ω := (0, 1)2. Therefore
we construct a pressure function p?h ∈ Q1

h which is an element of the space of
spurious pressure modes:

p?h ∈
{
qh ∈ Q1

h : (∇ · vh, qh) = 0, ∀vh ∈ V 1
h

}
.
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Whenever this space is nontrivial, the inf-sup constant in (4.1.10b) becomes 0,
implying inf-sup instability.

Exploiting the fact that the discrete velocity vh ∈ V 1
h is element-wise linear,

implying (∇ · vh) |T = constant for all T ∈ Th, we deduce that it suffices to
construct a function p?h ∈ Q1

h with

2∑
i=0

p?h (aT ,i) = 0, ∀T ∈ Th,

where T = conv {aT ,0, aT ,1, aT ,2} and aT ,i, i = 0, 1, 2, are the vertices of the
triangle. Then we obtain

bh (vh, p
?
h) = (∇ · vh, p?h) =

∑
T∈Th

(∇ · vh, p?h)T =
∑
T∈Th

(∇ · vh) |T (1, p?h)T

=
∑
T∈Th

(∇ · vh) |T
|T |
3

(
2∑
i=0

p?h (aT ,i)

)
= 0, ∀vh ∈ V 1

h,

which contradicts the inf-sup condition. Note that a quadrature formula, which
is exact for linear functions, was used in the fourth equality.

The most famous counterexample of this type is a checkerboard-like instability,
where the pressure p?h ∈ Q1

h is defined to take the values −1, 0, and 1 on each
triangle T ∈ Th, see Figure 4.3.
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Figure 4.3: Triangulation of a square domain Ω ⊂ R2 with (N + 1)2 = 81 nodes
in total and (N − 1)2 = 49 inner nodes (left). The nodal values −1,
0, and 1 correspond to a spurious pressure mode for P1/P1 (left and
right).

Remark 4.3.1 (Low-Order Spaces with Discontinuous Pressures).
Let us legitimate the choice P1/P1 with respect to alternative low-order pairs.
Continuity across elements is not obligatory for Qh, even not if Qh ⊂ Q := L2

0 (Ω)
(conforming). Therefore, using discontinuous pressures might yield conceivable
low-order approaches, which also assure that mass is conserved element-wise
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in the sense of L2 (and overall if ∇ · V h ⊂ Qh, see Subsection 4.2.2). Such
low-order pairs are in general not inf-sup stable and usually more expensive.
To see that, consider a triangulation of Ω ⊂ R2 into 2N2 triangles, N > 1, as
visualized in Figure 4.3 (left) for N = 8. This yields (N + 1)2 nodes in total
and (N − 1)2 interior nodes. Assuming that the velocity at the boundary nodes
is imposed and one pressure dof is fixed to assure qh ∈ L2

0 (Ω), we count the
velocity and pressure dofs:

dim
(
V 1
h

)
= 2 (#{interior nodes}) = 2 (N − 1)2 ,

dim
(
Q1
h

)
= #{nodes} − 1 = (N + 1)2 − 1.

• For the linear-constant finite element pair V 1
h/Q

0,disc
h (also P1/P0), with

Q0,disc
h := {qh ∈ Q : qh|T ∈ P0 (T ) , ∀T ∈ Th}, we have

dim
(
Q0,disc
h

)
= #{elements} − 1 = 2N2 − 1.

dofs. Hence,

dim
(
Q0,disc

h

)
− dim

(
Q1

h

)
= N2 − 2N− 1 > 0, for N > 3,

i.e., for large N , the number of extra dofs is essentially of order N2,
although Q1

h has in general better approximation properties than Q0,disc
h .

Note that also V 1
h/Q

0,disc
h is unstable, since dim

(
Q0,disc

h

)
> dim

(
V 1

h

)
, see

Lemma 4.2.1. A phenomenon called locking might appear, which means
that the only discretely mass conservative velocity field is uh = 0, see also
[EG04, Ch. 4.2.3].

• For the pair V 1
h/Q

1,disc
h (also P1/Pdisc1 ), the situation is similar. With

Q1,disc
h := {qh ∈ Q : qh|T ∈ P1 (T ) , ∀T ∈ Th}, we have with

dim
(
Q1,disc
h

)
= 3 (#{elements})− 1 = 3

(
2N2

)
− 1,

dim
(
Q1,disc
h

)
− dim

(
Q1
h

)
= 5N2 − 2N − 1 > 0, for N > 1.

Also here dim
(
Q1,disc

h

)
> dim

(
V 1

h

)
yields inf-sup instability according to

Lemma 4.2.1.

These observations suggest the clear preference of the continuous version (4.3.1)
concerning memory and computational effort.

4.3.2 Pressure Stabilizations and the Douglas–Wang Method

Inf-sup unstable methods are reported (e.g., in [HFB86]) to perform often well
for sufficiently smooth solutions. Nevertheless, it is important to assure the
existence of a unique solution, which requires stability.

The instability of P1/P1, demonstrated in Subsection 4.3.1, suggests that the
discrete pressure space Qh is too large with respect to the discrete velocity
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space V h. The intuitive conclusion is that either an enlargement of V 1
h or a

downsizing of Q1
h could improve stability.

An explicit extension of the velocity space can be realized by adding degrees
of freedom, for example, by increasing the polynomial order and/or by using dis-
continuous functions. In fact, popular inf-sup stable pairs (see Subsection 4.2.1)
can be interpreted as the result of such an ansatz, e.g., the Mini element based
on the unstable pair P1/P1 or the (non-conforming) Crouzeix–Raviart element
and the Raviart–Thomas element as modifications of the unstable pair P1/P0.

An alternative technique to overcome the (inf-sup) instability is to add ap-
propriate terms to the discrete formulation obtained from the Galerkin method,
such that the fulfillment of the discrete inf-sup condition (w.r.t. bh (·, ·) in the
standard Galerkin method) is no longer necessary. In the following part, we will
discuss stabilizations for P1/P1 based on introducing pressure-pressure couplings
(filling the zero block matrix in (4.2.3)) that suppress spurious oscillations.

The Brezzi–Pitkäranta Method and Residual-Based Variants

In the original version of pressure stabilization, proposed in [BP84] for the Stokes
problem and therefore referred to as Brezzi–Pitkäranta method, stability is
achieved by penalizing pressure gradients via the additional term

α
∑
T∈Th

αT (∇ph,∇qh)T (4.3.2)

in the Galerkin formulation. The strength of the penalization can be regulated
by a stabilization parameter α ∈ R+, while αT , which might vary across mesh
cells, determines different variants of the method. Following the stability and
convergence analysis, a reasonable definition of αT usually contains parameters
of the model and a power of the element diameter hT . In [BP84], α = 1 and
αT = h2

T were chosen for P1/P1. Adding terms of the form (4.3.2) enables the
additional control of

∑
T∈Th

αT ||∇ph||20,T . Consequently, it might be reasonable to

consider mesh-dependent norms in the analysis.

Note that this approach is in general inconsistent and αT should be chosen
such that the corresponding consistency error does not negatively affect (opti-
mal) convergence. The term (4.3.2) formally belongs to the equation of mass
conservation (due to the testing with ∇qh). Presupposing for simplicity sufficient
regularity of the pressure and αT = 1, the pressure stabilization can be obtained
from the modified continuity equation

∇ · u− α∆p = g

with a homogeneous natural boundary condition on p such that the integration
by parts term 〈α∇p · n, q〉 vanishes. Hence, an unbalanced pressure-pressure
coupling of the form (4.3.2) perturbs the conservation of mass (adds artificial
compressibility) and introduces artificial pressure boundary conditions, see, e.g.,
[JKW19, Sect. 5] and [QV08, Sect. 9.4].
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In order to overcome the inconsistency of the Brezzi–Pitkäranta method,
several consistent variants were proposed, originally focusing on the Stokes
problem. The idea is to replace the pressure gradient ∇ph in (4.3.2) by the
strong residual of the momentum balance equation, which contains the cru-
cial term ∇ph. This yields a so-called residual-based pressure stabilization
and guarantees consistency due to the presence of an appropriate balancing term.

Focusing on the Brinkman problem, the consistent variants of the Brezzi–
Pitkäranta method can be formulated by adding the term:

S?h [(uh, ph) , ζh] := α
∑
T∈Th

αT (−µeff∆uh +∇ph + σuh − f , ζh)T . (4.3.3)

The generic form (4.3.3) can be used to describe different stabilization methods,
depending in particular on the form of the used test function ζh. Later on we
will define (4.3.3) for ? ∈ {GLS, PSPG}. The term (4.3.3) does not negatively
affect the consistency of the discrete formulation, since for the exact solution,
it is S?h [(u, p) , ζh] = 0, for any ζh, by satisfaction of the momentum balance
equation. Note that the practical implementation of (4.3.3) requires only little
extra effort compared to standard Galerkin code for Lagrange elements.

Remark 4.3.2 (On Residual-Based Pressure Stabilizations).
The larger the stabilization parameter ααT gets, the more the residual of the
momentum balance on the mesh cell T is weighted.

According to [BDG06, Sect. 2.1], the additional stabilization terms (apart from
the crucial pressure-pressure coupling) may have a destabilizing effect, such that
the parameters have to be chosen carefully in order to control them. In numerical
simulations, α ∈ [0.01, 1] is often a good choice, see e.g., [NS98, Sect.2.3].

Assuming that α satisfies a given a priori stability condition, in practice
we observe the following: If α is chosen too small, the stabilization might
be insufficient to eliminate the problematic pressure modes and then spurious
oscillations might still affect the quality of the solution, as will be demonstrated in
Section 6.2. Otherwise, if α is too large, this could have a negative impact on the
condition number of the finite element matrix (see [Bra+07] and [NS98, Sect.2.3])
and the pressure near the domain boundary might be poorly approximated, [QV08,
Sect. 9.4].

Remark 4.3.3 (On the Appearance of Second-Order Derivatives).
The energy norm in the Stokes case (µeff > 0) contains only velocity derivatives
up to order one. Therefore, the analysis of residual-based stabilizations including
a second order velocity term uses estimates of it by lower order derivatives,
known as inverse estimate (4.1.3b). This estimation might introduce restrictions
on α, yielding conditional stability of the method.

Remark 4.3.4 (Stabilizations for Discontinuous Pressures).
A different type of pressure stabilization can be used for P1/P0 elements. In this
case, in order to introduce enough coupling between the pressure dofs (avoiding
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locking and obtaining inf-sup stability), the edge-jump-based term

η
∑

E∈Th\Γ

hE (JphK , JqhK)E ,

can be used, where JphK is the jump of ph across E. Such a term is sufficient
for the use of Qh = P0, for higher order pairs (also for discontinuous pressures)
an additional pressure stabilization (α > 0) is required, [HF87]. The parameter
η has to be chosen carefully since asymptotically (η →∞), the pressure might
tend to be constant, for sure continuous, [NS98].

The Non-Symmetric GLS (Douglas–Wang) Method

In 1989, the non-symmetric GLS (Douglas–Wang) method was intro-
duced in [DW89]. Applied to the Brinkman problem with continuous pressures
it reads as follows:
Find (uh, ph) ∈ V k

h ×Qkh such that

A(+)
h [(uh, ph) ; (vh, qh)] + SGLSh [(uh, ph) , ζh] = F (+)

h [(vh, qh)] , (4.3.4a)

for all (vh, qh) ∈ V k
h ×Qkh with

ζh := −µeff∆vh +∇qh + σvh (4.3.4b)

and the expressions A(+)
h [(·, ·) ; (·, ·)] and F (+)

h [(·, ·)] defined as in (4.2.1). For-
mally, the non-symmetric GLS method (4.3.4a) is obtained by adding (the
sign is important for the stability properties) the discrete continuity equation,
as well as the stabilization term SGLSh [(·, ·) , ζh], to the discrete momentum
balance equation. The resulting formulation is non-symmetric and the choice
of the test function (4.3.4b) results in a stabilized bilinear form which contains
element-wise Galerkin least-squares terms. Therefore, the method is termed
here non-symmetric GLS method.

Remarkably, this stabilization was introduced as an absolutely stabilized
method for the Stokes problem (µeff = 1, σ = 0) meaning that stability was
proven for any nonzero choice of stabilization parameter α > 0 with αT := h2

T ,
see also [FHS93, Thm. 4.3.3]. The price to pay for this unconditional stability is
the non-symmetry of the corresponding linear system matrix.

Remark 4.3.5 (The Continuity Equation for the Non-Symmetric GLS Method).
The non-symmetric GLS (Douglas–Wang) method is formally associated with a
modified continuity equation (and momentum equation), containing a weighted
residual of the momentum balance equation. If αT = 1 and u, p, and f are
sufficiently smooth, then the corresponding continuity equation reads in strong
form

∇ · u− α∇ · (−µeff∆u+∇p+ σu− f) = g,

where the expression in the brackets is equal to zero, if (u, p) solves the momen-
tum equation.
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Remark 4.3.6 (Other Popular Variants – PSPG and Symmetric GLS).
In (4.3.3), several different test functions ζh depending on ∇qh can be used.
Detailed discussions for the Stokes problem are provided in [FHS93] and [JKW19].
The most popular choices include the following:

• The Pressure-Stabilized Petrov–Galerkin (PSPG) method presented in
[HFB86] is the most simple and computationally cheapest consistent ap-
proach of the form (4.3.3) namely one considers ζh := ∇qh in the stabilized
formulation

A(±)
h ((uh, ph) ; (vh, qh))± SPSPGh [(uh, ph) , ζh] = F (±)

h (vh, qh) ,

with the definitions in (4.2.1). The resulting problem is strongly non-
symmetric.

• For the (symmetric) Galerkin least squares method (GLS or GALS) from
[HF87], which reads as

A(−)
h ((uh, ph) ; (vh, qh))− SGLSh [(uh, ph) , ζh] = F (−)

h (vh, qh) ,

the same ζh := −µeff∆vh +∇qh + σvh as in the Douglas–Wang method is
used, however, the formulation differs in the signs which guarantee here
the maintenance of symmetry.

Both methods were originally proposed for the Stokes problem ( µeff > 0, σ = 0)

with αT =
h2
T

2µeff
. Stability was proven for stabilization parameters α below a

specific upper bound depending (inversely) on the constant ĉI in the inverse
estimate (4.1.3b) (controlling ∆uh and ∆vh). Notice that in general the bound
for the parameter α is a priori unknown, which might yield suboptimal choices
of α in practice. Hence, either additional computational effort (numerical
study) or analytical effort for theoretical investigations (see, e.g., [HH92]) is the
consequence.

The non-symmetric GLS method formally differs from the symmetric GLS
method (see Rem. 4.3.6) only in terms of signs. However, the analysis suggests
that the non-symmetric method is more robust in the sense that the accuracy
of the discrete solution is less sensitive to the value of the parameter α. This
has also been confirmed by numerical studies, see, e.g., [FF92], where the
GLS and the Douglas–Wang method were compared. Their tests approved the
instability of the symmetric GLS method in case of an inappropriate choice of
the stabilization parameter, manifesting as spurious oscillations of the velocity
and the pressure, not present for the Douglas–Wang approach.

Remark 4.3.7 (Special Case – Linear Velocities and the Stokes Limit).
For the discrete velocity space P1, the residual-based pressure stabilizations
simplify, since the second order derivatives vanish on each triangle, i.e., ∆uh|T =
0. In this situation, related upper bounds on α (due to inverse estimates)
disappear. This is also the case in the Darcy limit (µeff = 0).

Moreover, if V h = P1 and additionally σ = 0 (Stokes limit), all the residual-
based pressure stabilizations discussed in this section coincide (since qh can be
replaced by −qh). In presence of σvh, i.e., for σ 6= 0, this is not the case.
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Let us observe that changing the sign of vh or qh in the formulation (if allowed)
does not change the method, but the algebraic equations.

Linear Algebra Aspects of the Non-Symmetric GLS (Douglas–Wang) Method

Adding stabilizations of the form (4.3.3) introduces, besides pressure-pressure
couplings, also velocity-pressure couplings. The purpose of this paragraph is to
discuss the linear system resulting from the non-symmetric GLS (Douglas–Wang)
method. In order to see the contributions to the respective matrix blocks, we
test the problem (4.3.4) by (vh, 0) and (0, qh). Distributing the terms to the
matrix blocks with the same strategy and notation as used for (4.2.2) and (4.2.3)
yields (

AnsGLS BnsGLS
1

BnsGLS
2 CnsGLS

)
︸ ︷︷ ︸

=:AnsGLS

(
U
P

)
=

(
F nsGLS

1

F nsGLS
2

)
, (4.3.5)

where AnsGLS ∈ RNu×Nu , BnsGLS
1 ∈ RNu×Np , BnsGLS

2 ∈ RNp×Nu ,
CnsGLS ∈ RNp×Np , F nsGLS

1 ∈ RNu , F nsGLS
2 ∈ RNp , and(

AnsGLS
)
ij

:= ah
(
ψj ,ψi

)︸ ︷︷ ︸
=(A)ij

+α
∑
T∈Th

αT
(
−µeff∆ψj + σψj ,−µeff∆ψi + σψi

)
T
,

(
BnsGLS

1

)
ij

:= −bh (ψi, φj)︸ ︷︷ ︸
=(BT )

ij

+α
∑
T∈Th

αT (∇φj ,−µeff∆ψi + σψi)T ,

(
BnsGLS

2

)
ij

:= bh
(
ψj , φi

)︸ ︷︷ ︸
=−(B)ij

+α
∑
T∈Th

αT
(
−µeff∆ψj + σψj ,∇φi

)
T
,

(
CnsGLS

)
ij

:= α
∑
T∈Th

αT (∇φj ,∇φi)T ,(
F nsGLS

1

)
i

:= (f ,ψi)︸ ︷︷ ︸
=(F 1)i

+α
∑
T∈Th

αT (f ,−µeff∆ψi + σψi)T ,

(
F nsGLS

2

)
i

:= (g, φi)︸ ︷︷ ︸
=(F 2)i

+α
∑
T∈Th

αT (f ,∇φi)T .

Apparently, the matrices AnsGLS and CnsGLS are symmetric for any α > 0.
However, for α > 0, the coefficient matrix AnsGLS is not symmetric in general,

since then −BnsGLS
2 6=

(
BnsGLS

1

)T
. This demonstrates how the Douglas–Wang

method destroys the symmetry of the standard Galerkin method. The lack of
symmetry should be kept in mind for choosing an appropriate solver for the
linear system of equations.

In the special case of linear polynomials, i.e., V h = P1, all second order
derivatives vanish. If additionally the case σ = 0 is considered (Stokes limit),
then, in accordance with Remark 4.3.7, only the block matrix CnsGLS and the
block vector F nsGLS

2 contain stabilization terms such that symmetry can be
recovered by testing the second block row with −φi.
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Let us mention that Lemma 4.2.1 is in general not valid for stabilized methods
which result in a nonzero lower right block matrix, here CnsGLS.

Remark 4.3.8 (Block Row Considerations).
Similar to Remark 4.2.2, the system (4.3.5) can be considered block row-wise,
i.e.,

(4.3.5) ⇐⇒
{
AnsGLSU +BnsGLS

1 P = F nsGLS
1

BnsGLS
2 U +CnsGLSP = F nsGLS

2

}
.

Let us assume that the block matrix AnsGLS is invertible, then we can transform
the first block row into

U =
(
AnsGLS

)−1 (
F nsGLS

1 −BnsGLS
1 P

)
.

Multiplying by BnsGLS
2 and using the second block row results in(

BnsGLS
2

(
AnsGLS

)−1
BnsGLS

1 −CnsGLS
)
P = BnsGLS

2

(
AnsGLS

)−1
F nsGLS

1 − F nsGLS
2 .

This equation is a problem for the pressure, which has a unique solution if and

only if BnsGLS
2

(
AnsGLS

)−1
BnsGLS

1 −CnsGLS is non-singular. We observe that

the lower right block matrix CnsGLS appears here, in contrast to the standard
Galerkin method in Remark 4.2.2.

Stabilized Equal-Order Formulations for the Brinkman Problem

The pressure stabilizations discussed in the current subsection have been origi-
nally introduced for Stokes problems, but the idea to use residual-based equal-
order stabilizations has been also applied to the Darcy problem in mixed form.
In [MH02] a symmetric GLS method (as in Rem. 3.2.2) with ααT = (2σ)−1 is
considered, and stability and convergence with respect to a scaled L2×H1-semi
norm are proven. They propose to use a mesh-dependent grad-div stabiliza-
tion σh2

2 (∇ · uh,∇ · vh) to increase the control on the velocity. However, the

mesh-dependence weakens the resulting norm such that not uh in Hdiv, but
only h2||∇ · uh||20 is controlled.

In [BV02], a symmetric GLS approach (see Rem. 4.3.6) for equal-order finite
elements and a generalized Stokes problem with a stabilization parameter of

the form αT =
c1h2

T

σh2
T +c2µeff

is discussed. Some years later, [JS10] and [HJS11]

analyze and test a similar symmetric GLS approach with αT =
h2
T

t2+h2
T

for a

scaled Brinkman problem (as in Rem. 3.2.2). The stability is here shown for

stabilization parameters α ∈
(

0,min
{

1
2ĉ2I
, 1

2

})
with ĉI denoting the constant

in the inverse estimate (4.1.3b). The authors base their analysis and simulation
in the Darcy limit on the mixed primal formulation (see Rem. 3.3.4) with
natural boundary conditions, i.e., control on the divergence of the velocity is
not considered.
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Later on, in [BC09], [BC10], [BC12], and [Cod15], (hybrid) stabilized finite
element approaches capable of the Darcy and the Stokes problem are proposed.
Thereby, the method referred to ASGS encompasses a grad-div stabilization, a
reformulated symmetric GLS stabilization, and a pressure jump stabilization
(that can be omitted for continuous pressure approximations). This multi-
purpose stabilization allows to use arbitrary polynomial orders under the premise
of conformity of the finite element spaces. The authors consider different choices
of stabilization parameters that combine µeff , σ, hT , and a length scale `Ω,
e.g., the diameter of the computational domain. They deduce that while the
presence of the characteristic length is irrelevant as long as µeff 6= 0, the choice is
decisive in the Darcy limit and might vary with polynomial orders. Depending
on the choice of the length scale (defined as the mesh-size, the domain size, or
a combination) the formulation mimics the different functional settings, i.e.,
stability and convergence of the velocity versus the pressure is regulated. In
fact, an appropriate choice allows to control uh and ∇ · uh in a dimensionally
correct way (i.e., such that both expressions can be incorporated in a single
norm), yielding control of the velocity in the Hdiv-norm, [Cod15].

Remark 4.3.9 (Some Other Stabilizations in the Literature).
Several stabilizations, which do not fall into the category of pressure stabilizations
discussed above, have been proposed with the purpose to construct unified methods
for Stokes and Darcy problems:

• P1/P0 with an edge stabilization as described in Remark 4.3.4 is used in
[BH07b], [DZ09], and [DZ11].

• In [Lam13], a modification of P1/P0 with bubble-enhanced velocities, and
a pressure space on a dual mesh, together with grad-div-type stabilization
(local-projection in the Darcy limit) is used.

• In [BH06b] the jump of normal gradients of the pressure and divergence
jumps with respect to the velocity are stabilized for P1/P1.

• [BH05] and [RZ09] use Pnc1 /P0 with a stabilization of normal velocity
jumps (controlling the non-conformity in the Darcy limit) across all edges.

• In [BS11] a symmetric local projection stabilization for Pk/Pk is proposed.
It uses local (macro-element) projections of both, pressure gradients and
the grad-div stabilization, such that local fluctuations are stabilized only.
The method is not (strongly) consistent but the consistency error does not
destroy the optimal order of convergence.

• In [KS11] and [KS12], stabilized Hdiv-conforming approaches are consid-
ered. In order to control the non-conformity in the Stokes case (disconti-
nuity of the tangential velocity across inner facets) a symmetric interior
penalty Galerkin method based on the ideas of Nitsche [Nit71] is proposed.

• A discussion of various pressure-projection stabilizations is given in [Bur08].

Let us finally note that pressure stabilizations are often used in combina-
tion with other stabilizations in order to heal multi-purpose problems. Typical
supplements are the grad-div stabilization, a stabilization accommodating dis-
continuous pressures (pressure jump stabilization), and upwinding (SUPG) for
convection-dominated flow regimes, see, e.g., [FF92], [DW89], [BC09]. For
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further discussions on stabilizations for mixed problems see [QV08, Sect. 9.4],
[BB01], [BH06b] [RST08, Part III, Sect. 3], [Lub06], [Bra+07], and [FHS93].

4.4 The Weak Imposition of Essential Boundary
Conditions

The purpose of this section is to discuss treatments of essential boundary
conditions which allow the definition of a finite element method for the Brinkman
problem that is robust with respect to the whole range of physical parameters.
Such a formulation then has to be able to comprise the appropriate behavior in
case of a possibly strong imbalance between the highest order derivative term
µeff∆u and the term σu, and especially in the limit cases.

The stabilized equal-order finite element approach (4.3.4) is a promising
candidate for a robust Brinkman formulation. However, the imposition of the
essential boundary conditions, which change in dependence of the physical
setting as described in (3.2.8c), remain an open issue. While the normal and
tangential velocity are set in the Stokes regime (µeff > 0), only the normal
velocity is controlled in the Darcy limit (µeff = 0). This variation has to be
incorporated appropriately into a robust method as well.

Strong Imposition of Essential Boundary Conditions

In the standard finite element context, the so-called strong imposition of essential
boundary conditions , which we will also refer to as the classical approach, realizes
their explicit incorporation into the ansatz space. In other words, the discrete
spaces are conforming with respect to the boundary condition.

Concerning the Brinkman problem, the strong imposition of the boundary
conditions (3.2.8c) does not allow to devise a single discrete method that is
well-posed for the whole range of parameters simultaneously, i.e, for all µeff > 0,
corresponding to a condition on u|Γ, and for µeff = 0, corresponding to a
condition on (u · n) |Γ only. Moreover, it is (physically) desirable to allow a
smoother, parameter-driven transition between the boundary conditions in the
limit cases, in contrast to the abrupt change which is realized when simply
switching the solution space (and tied to that the boundary condition) in the
limit µeff = 0.

Apart from that, in certain situations (e.g., in presence of boundary layers),
a procedure that does not strictly enforce the ansatz functions to fulfill the
essential boundary conditions is attractive. Relaxing the boundary conditions
allows for example to obtain satisfactory solutions without resolving boundary
layers.

Weak Imposition of Essential Boundary Conditions

The resulting request for alternative treatments of essential boundary conditions
in the finite element context, in particular concerning our objective with respect

88



4.4 The Weak Imposition of Essential Boundary Conditions

to the Brinkman problem, motivates a discussion about possibilities of weak
imposition.

We will focus on the Nitsche method but, for the sake of completeness, other
popular options are briefly discussed now. In the 1970’s Babuska proposed two
methods that are appropriate for the weak imposition, the method of Lagrange
multipliers in [Bab72] and the penalty method in [Bab73]. The idea of the first
one is to introduce an additional unknown variable, the Lagrange multiplier,
which is equipped with its own finite element space on the boundary. This ap-
proach constructs a saddle point structure and therefore, in order to assure well
posedness, the discrete multiplier space has to be chosen such that it is compat-
ible with the other finite element space(s) in the sense that an inf-sup condition
is valid, for details see [Bab72], [BZ12], [Ste95], [BH92], [Ver87], and [Ver91].
Moreover, the increase of the computational effort on the discrete level due to the
additional unknown is disadvantageous. The idea of the second alternative, the
penalty method, is to penalize (in the sense of L2) deviations from the boundary
condition. This approach does not require the definition of additional finite
element spaces, but the penalty method is not consistent, yielding a consistency
error which then has to taken into account, see, e.g., [BZ12] and [BE86]. The
weight of the penalization should be chosen large enough such that the resulting
solution satisfies the boundary condition sufficiently well, but, since the penalty
parameter has a strong impact on the spectral condition number of the resulting
finite element matrix, it should not be too large, see [BF91, Ch. II., §4] and [JS09].

A family of techniques referred to as Nitsche methods, diminishes the disad-
vantages of the penalty and the Lagrange multiplier methods and thus bears
good prospects for the goal of this treatise.

As a popular ingredient, Nitsche-type methods are used in discontinuous
Galerkin methods (DG, [CKS12, pp. 137]) for introducing inter-element condi-
tions, there usually referred to as interior penalties, see [KS11], [KS12], [Bur12],
and references therein. For the particular purpose of the weak imposition of
essential boundary conditions, the Nitsche methods are analyzed in [Ste95]
and [JS09]. Current fields of application include contact problems (multiple
domains with different materials), domain decomposition approaches, and ficti-
tious domain methods. For related literature see, e.g., [Leh16], [Ste98], [BH07b],
[DZ09], [BHS03], and [HH02] (treating interface problems, mortar methods
(non-matching grids), and unfitted meshes), and [Sch+16], [BH12], and [Boi+18]
(considering immersed/cut finite elements, fictitious domain methods, and mov-
ing boundaries).

The rest of this section is dedicated to the most popular variants of the Nitsche
method. Following the chronological order, we will finally approach the penalty-
free non-symmetric Nitsche method, which will be one of the key ingredients of
the robust finite element method presented and analyzed in Chapter 5.
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4.4.1 The Classical Nitsche Method

The classical or symmetric Nitsche method was originally introduced in
1971 in [Nit71] for the weak imposition of essential boundary conditions for a
Poisson problem in two dimensions. The method can be defined within the
discrete formulation according to the following two steps:

I) add the weak form of the essential boundary conditions weighted with a
parameter γN > 0 (which will be referred to as the Nitsche penalty),

II) add consistent boundary terms to recover respectively enforce symmetry
of the resulting bilinear form.

Step I) is the penalty method itself, i.e., from that point of view, the classical
Nitsche method can be interpreted as an enhanced penalty approach, such that
strong consistency is recovered. For the scalar Poisson problem

−∆u = f in Ω,

u = ue on Γ,
(4.4.1)

Nitsche analyzed the discrete problem:
Find uh ∈ V k

h such that

ah,N (uh, vh) = fh,N (vh) , ∀vh ∈ V k
h ,

with left-hand side

ah,N (uh, vh) := (∇uh,∇vh)− 〈∇uh · n, vh〉Γ
−〈∇vh · n, uh〉Γ︸ ︷︷ ︸

symmetry term

+ γN
∑
E∈Gh

h−1
E 〈uh, vh〉E︸ ︷︷ ︸

Nitsche penalty term

, (4.4.2)

the corresponding consistency terms on the right-hand side

fh,N (vh) := (f, vh)−〈∇vh · n, ue〉Γ + γN
∑
E∈Gh

h−1
E 〈ue, vh〉E︸ ︷︷ ︸

consistency terms

,

and

V k
h :=

{
vh ∈ H1 (Ω) : vh|T ∈ Pk (T ) , ∀T ∈ Th

}
, k > 1.

This finite element space does not contain any information on the solution at
the boundary of the domain. In order to prove that (4.4.2) provides sufficient
control on the behavior at the boundary, a norm, which takes into account
boundary terms has to be used in the analysis:

||vh||21,h := ||∇vh||20 +
∑
E∈Gh

h−1
E ||vh||

2
0,E .

Coercivity of ah,N (·, ·) then can be proven (see Thm. 3.1.12), if the Nitsche
penalty γN is chosen to be sufficiently large. Using the Cauchy–Schwarz in-
equality (Thm. 3.1.5), the Cauchy–Schwarz inequality for sums (Lem. 3.1.2),
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the discrete trace-inverse inequality (4.1.6c), and applying the Young inequality
(Thm. 3.1.1) yields

−2〈∇uh · n, uh〉 > −2
∑
E∈Gh

h
1
2
E||∇uh · n||0,Eh

−
1
2

E ||uh||0,E

> −2

∑
E∈Gh

hE||∇uh · n||20,E

 1
2
∑
E∈Gh

h−1
E ||uh||

2
0,E

 1
2

≥ −2
(
c̃DTI||∇uh||20

) 1
2

∑
E∈Gh

h−1
E ||uh||

2
0,E

 1
2

> −

1

ε
||∇uh||20 + ε c̃DTI

∑
E∈Gh

h−1
E ||uh||

2
0,E

 .

Testing (4.4.2) with vh = uh and using the above estimate, we obtain

ah,N (uh, uh) = ||∇uh||20 − 2〈∇uh · n, uh〉+ γN
∑
E∈Gh

h−1
E ||uh||

2
0,E

>

(
1− 1

ε

)
||∇uh||20 + (γN − ε c̃DTI)

∑
E∈Gh

h−1
E ||uh||

2
0,E

> min

{
1− 1

ε
, γN − ε c̃DTI

}
||uh||21,h.

We can choose an ε > 1 such that the condition

γN > c̃DTI (4.4.4)

guarantees the existence of a strictly positive coercivity constant yielding well-
posedness due to the (discrete) theorem of Lax–Milgram (Thm. 3.1.12).

The constant c̃DTI depends on the regularity of the mesh as well as on the
polynomial approximation order, see, e.g., [Han05] and [BHS03]. Without further
effort, the value of c̃DTI is in practice a priori unknown. If the Nitsche penalty
parameter γN is chosen too small (violating (4.4.4)), stability is not guaranteed
anymore. Too large penalties instead result in degenerated error bounds and a
growth of the condition number of the finite element matrix, [Leh16]. In fact,
the question is now how to assure, that the theoretical bound on the penalty
parameter which ensures stability, is not violated. An estimate for γN can be
obtained by solving certain eigenvalue problems as described in [PLM18] or via
a trial and error procedure. The presence of such an influential stabilization
parameter is a drawback of the method.

Remark 4.4.1 (On the Classical Nitsche Method).
• The classical Nitsche method for the Poisson problem yields optimal con-

vergence in the mesh-dependent energy norm || · ||1,h and in the L2-norm.

If γN is chosen to obtain a stable method (via (4.4.4)), u ∈ Hk+1 (Ω), and
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uh ∈ V k
h , then there exist two constants C1, C2 > 0 such that the a priori

estimates

||u− uh||1,h 6 C1h
k||u||k+1 and ||u− uh||0 6 C2h

k+1||u||k+1

hold (see, e.g., [BZ12]).
• In [BH07a], for turbulent flows (high Reynolds number) with unresolved

boundary layers, the mean flow in the boundary layer was observed to be
more accurately captured using the classical Nitsche method (in particular
on coarse meshes) instead of the strong imposition of boundary conditions.

4.4.2 The (Penalty-Free) Non-Symmetric Nitsche Method

In 1995, Freund and Stenberg proposed in [SF95] the non-symmetric Nitsche
method and applied it to a Poisson problem and a convection-diffusion-reaction
problem. Their motivation was mainly the non-symmetric nature of convection-
diffusion-reaction problems combined with the desire to weaken the stability
requirements concerning the Nitsche penalty (condition (4.4.4)). For the Poisson
problem (4.4.1), the non-symmetric Nitsche method reads as follows:
Find uh ∈ V k

h such that

ansh,N (uh, vh) = fnsh,N (vh) , ∀vh ∈ V k
h ,

with

ansh,N (uh, vh) := (∇uh,∇vh)− 〈∇uh · n, vh〉Γ
+ 〈∇vh · n, uh〉Γ︸ ︷︷ ︸
non-symmetry term

+ γN
∑
E∈Gh

h−1
E 〈uh, vh〉E︸ ︷︷ ︸

Nitsche penalty term

and

fnsh,N (vh) := (f, vh) +〈∇vh · n, ue〉Γ + γN
∑
E∈Gh

h−1
E 〈ue, vh〉E .︸ ︷︷ ︸

consistency terms

Formally, the only difference between the symmetric and the non-symmetric
version is the sign in front of the third term in ansh,N (·, ·) and the corresponding
consistency term in fnsh,N (·). This effects the non-symmetry of the bilinear
form ansh,N (·, ·) such that unconditional coercivity can be proven. Testing with
vh = uh, the skew-symmetric boundary terms cancel out, yielding

ansh,N (uh, uh) = ||∇uh||20 + γN
∑
E∈Gh

h−1
E ||uh||

2
0,E > min {1, γN}||uh||21,h.

Remarkably, this change is enough to yield stability for all strictly positive
values of the Nitsche penalty parameter, i.e.,

γN > 0.
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The Elimination of the Penalty Term

In a series of numerical tests in the discontinuous Galerkin context in [Hug+00],
the idea to use the non-symmetric Nitsche method with Nitsche penalty γN = 0
was introduced (see also [Bur12]). As we have seen in the previous considerations,
the proof of coercivity of ah,N (·, ·), as well as ansh,N (·, ·), enforces strict positivity
of the Nitsche penalty. This suggests that the well-posedness for γN = 0, if
given at all, has to rely on a different proof strategy.

In 2012, Burman succeeded in proving the well-posedness of the penalty-
free non-symmetric Nitsche method, i.e., with γN = 0, for the Poisson
and convection-diffusion-reaction problems (on a polygonal domain in 2D). In
[Bur12] he showed that, although the (sufficient) coercivity argument used for
the variants with penalty fails, inf-sup stability still can be proven for γN = 0.

For the Poisson problem (4.4.1), the penalty-free non-symmetric Nitsche
formulation reads:
Find uh ∈ V k

h such that

anspfh,N (uh, vh) = fnspfh,N (vh) , ∀vh ∈ V k
h ,

with

anspfh,N (uh, vh) := (∇uh,∇vh)− 〈∇uh · n, vh〉Γ +〈∇vh · n, uh〉Γ︸ ︷︷ ︸
non-symmetry term

,

fnspfh,N (vh) := (f, vh) +〈∇vh · n, ue〉Γ︸ ︷︷ ︸
consistency term

.

In essence, the key of Burman’s proof is to regroup the boundary elements
into (connected) patches Pj with boundary parts Fj := ∂Pj ∩ Γ and construct a
test function ϕuh ∈ V 1

h that patch-wise satisfies

1

|Fj |

∫
Fj

∇ϕuh · n =
1

|Fj |h

∫
Fj

uh, ∀j,

and allows to control the behavior at the boundary via the Nitsche term
〈∇vh · n, uh〉Γ.

In [BB16], the well-posedness results are extended to linear elasticity problems
(compressible and incompressible).

Remark 4.4.2 (On the (Penalty-Free) Non-Symmetric Nitsche Method).
• Also the non-symmetric Nitsche method for the Poisson problem yields

optimal convergence in the mesh-dependent energy norm || · ||1,h for γN > 0
(see Rem. 4.4.1). Due to the lack of adjoint consistency for the non-
symmetric versions, the argument used for the L2-error estimate (the
Aubin–Nitsche technique) results in sub-optimality (of half an order), i.e.,

||u− uh||0 6 Chk+ 1
2||u||k+1,

can be proven with a constant C > 0, see, e.g., [BZ12]. However, in [Bur12]
it is reported that no example could be found such that the suboptimal
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convergence order was exhibited for the penalty-free variant and that instead,
in all numerical tests, the optimal convergence rate was attained on finer
meshes.

• The non-symmetric Nitsche method with γN > 0 yields a non-symmetric
system matrix, hence it is in particular well suited for problems which
already admit a non-symmetric system (e.g., flow or transport problems,
where a convective term is apparent).

• The penalty-free non-symmetric Nitsche method shall not be expected to
be more accurate than the other variants. According to numerical tests in
[Bur12], the presence of a penalty term for the boundary condition yields
the smaller error in the L2-norm. The impact of a variation of the penalty
parameter in the non-symmetric Nitsche method is also tested with the
result that it is negligible.

• The penalty-free non-symmetric Nitsche method can be interpreted as a
Lagrange multiplier method, with the term ∇uh · n playing the role of the
Lagrange multiplier, see, e.g., [BB16], [Bur12], and [Ste95]. Hence, the
multiplier space consists of normal gradients of the solution space (no
additional space).

• In case of convection- or reaction-dominated convection-diffusion-reaction
problems, where boundary layers that are much thinner than the element
size might appear (outflow layers), the non-symmetric Nitsche method was
noticed to reduce oscillations, see [SF95], [Bur12], and [BH07a].

The Penalty-Free Non-Symmetric Nitsche Method for the Brinkman Prob-
lem and Related Linear Algebra Aspects

To derive the terms corresponding to the penalty-free non-symmetric Nitsche
method for the Brinkman problem (3.2.8), let us consider a finite element
space for the velocity that does not contain any constraints with respect to the
behavior at the boundary. As a result, the boundary integrals, that appear due
to integration by parts applied twice in the momentum balance of the Brinkman
system (see (3.3.3) and (3.3.4)) are present, i.e., we have

−〈µeff (∇uh · n) ,vh〉+ 〈ph,vh · n〉.

For the penalty-free non-symmetric Nitsche method, their skew-symmetrizing
complements are added in a consistent way as well, i.e.,

+〈µeff (∇vh · n) ,uh − 0〉 − 〈qh, (uh − 0) · n〉.

The usage of a Nitsche method necessitates to consider the degrees of freedom
at the boundary. Let us assign the boundary terms that are present due to the
penalty-free non-symmetric Nitsche method to the matrix blocks of the finite
element matrix in the standard Galerkin formulation, (4.2.2) and (4.2.3). Using
the same notation, we get the additional skew-symmetric matrix summand

Apfns :=

(
Apfns Bpfns

1

Bpfns
2 0

)
∈ R(Nu+Np)×(Nu+Np)
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with (
Apfns

)
ij

:= −〈µeff

(
∇ψj · n

)
,ψi〉+ 〈µeff (∇ψi · n) ,ψj〉,(

Bpfns
1

)
ij

:= 〈φj ,ψi · n〉,(
Bpfns

2

)
ij

:= −〈φi,ψj · n〉.

Note that in case of non-homogeneous essential boundary conditions, the corre-
sponding consistency terms have to be included in the right-hand side of the
problem.

Remark 4.4.3 (Nitsche Methods and Brinkman Type Problems).
The Nitsche method has been already considered for the imposition of essential
boundary conditions in Brinkman-type problems. However, the clear focus of the
publications - very few in number - is on the classical Nitsche method (symmetric
with penalty). Therefore two penalty terms, one for the velocity in the Stokes
regime and one for the normal velocity in the Darcy limit are introduced.

• In [HJ09] edge-jump pressure-stabilized (see Rem. 4.3.4) P1/P0 elements
with a classical Nitsche method for the boundary conditions are used.

• In [DZ09] and [DZ11], a unified method for coupled Stokes–Darcy problems
based on Pk/Pdisck−1 with edge-jump stabilization of the pressure (see Rem.
4.3.4) and the classical Nitsche method for the weak imposition of boundary
and interface conditions is presented.

• In [JS10] and [HJS11], Pk/Pk for a scaled Brinkman problem (similar to
that in Rem. 3.2.2) with a symmetric GLS stabilization (see Rem. 4.3.6)
and the classical Nitsche method for boundary conditions is proposed.[7]

Since the authors consider the primal (mixed) Darcy limit (see Rem. 3.3.4),
the boundary condition on uh · n is of natural type, thus not imposed by
the Nitsche method.

One of the main contributions of this thesis will be to extend the theoretical
field of application of the penalty-free non-symmetric Nitsche method to the
Brinkman problem (3.2.8) including its limit cases. To the authors’ knowledge,
there exists no stability analysis for the dual Darcy problem in this context.
The stability proof for the incompressible elasticity problem in [BB16] is not
trivial and will not be utilized.

4.5 Summary

This chapter was used to introduce the theoretical ingredients of a low-order,
low-complexity, robust finite element method for the Brinkman problem.

A short review of finite element basics led us to the well-posedness criteria
for mixed finite element methods, which are basically coercivity and/or inf-sup

[7] For some reason, only velocity-velocity terms are incorporated via the Nitsche method and
no velocity-pressure couplings.
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stability. In particular the latter represents a compatibility condition for the
finite element spaces for the velocity and the pressure which is fulfilled by certain
pairs only.

The standard Galerkin formulation for the Brinkman problem was stated and,
focusing initially on the limit problems, typical stable Stokes and Darcy finite
element pairs were presented. We have discussed difficulties that arise for the
attempt to use them in the respective opposite limit, which has also revealed
strategies for the construction of uniformly stable methods, often used in the
literature.

Following the objective to develop a robust, low-order method, stability issues
of spaces with low polynomial order were demonstrated and the (linear) equal-
order interpolation was selected to be analyzed further. In order to enforce
stability of Pk/Pk without introducing additional dofs, residual-based pressure
stabilizations, in particular the non-symmetric GLS (Douglas–Wang) method,
were introduced. This stabilization has then been formulated for the Brinkman
problem and its properties were investigated.

As a possibility to relax the typical strong imposition of essential boundary
conditions, the idea of their weak imposition has been described. To that end
the Nitsche methods were introduced, whose penalty-free non-symmetric variant
is the method of choice. This approach potentially enables a parameter-driven
transition between the limits of the Brinkman problem and is therefore a promis-
ing component of a robust method.
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5 A Robust and Unconditionally Stable
Finite Element Method for the
Brinkman Problem using a Stabilized
Penalty-Free Non-Symmetric Nitsche
Approach

In this chapter we will propose a low-order finite element method for the
Brinkman problem (3.2.8) where the crucial ingredients - chosen to yield robust-
ness - will be the following:
(1) In order to keep the computational cost and complexity low, continuous finite

element spaces, based on linear polynomials, i.e., V h/Qh := P1/P1, will
be considered. For the purpose of stabilization, the discrete formulation is
modified. Among the different possibilities (see Section 4.3) we will utilize a
pressure stabilization method, which is referred to as non-symmetric Galerkin
least squares (GLS) method (sometimes also Douglas–Wang method).

(2) A grad-div stabilization is included such that the method admits robust
stability with respect to the Darcy limit (in particular allowing control on
the divergence of the velocity, see Subsection 4.2.2).

(3) In order to impose the essential boundary conditions, such that one single
finite element formulation can be considered for the whole range of Brinkman
problems, the penalty-free non-symmetric Nitsche method (see Section 4.4)
is applied.

The first goal is to prove the robust well-posedness of the method. The second
objective is to derive robust, optimal a priori error estimates in the energy norm.

After introducing preliminary results, the discrete formulation and an appro-
priate framework will be stated. In the subsequent stability analysis, the inf-sup
criterion is investigated, which will be the basis for the error analysis.

The main results of this chapter have been published in [Bla+18].

5.1 Tools for the Stability and A Priori Error Analysis

In this section, several results that will be used to proof stability theorems and
error estimates will be presented.

97



5 A Robust Finite Element Method for the Brinkman Problem

Interpolation Estimates

The approximation quality of a finite element space is restricted by the best
approximation. Error bounds for interpolation operators from Sobolev spaces
onto finite element spaces are therefore an essential ingredient for the a priori
error analysis.

Based on the notation introduced in Section 4.1, let us introduce interpolation
operators onto the finite element space

Pkh :=
{
vh ∈ C

(
Ω
)

: vh|T ∈ Pk (T ) , ∀T ∈ Th
}
,

where {Th}h>0 is a family of shape-regular triangulations of Ω.

We denote by ILa
h,k : C

(
Ω
)
−→ Pkh the Lagrange (nodal) interpolation operator .

Note that this nodal interpolation operator is also well defined on H2 (Ω), since
we have Sobolev’s imbedding Hr (Ω) ⊂ Cs

(
Ω
)

for Ω ⊂ Rn, provided n
2 < r− s

is valid, see [Cia02, Ch. 3]. Then there exists a constant cLa > 0 such that for
1 6 k it holds [EG04, Thm. 1.109]:

∣∣∣∣v − ILa
h,k (v)

∣∣∣∣
0,Ω

+
2∑

m=1

hm

∑
T∈Th

∣∣v − ILa
h,k (v)

∣∣2
m,T

 1
2

6 cLah
2 |v|2,Ω , (5.1.1)

for all v ∈H2 (Ω).

Moreover, let us denote with ISZ
h,k : H l (Ω) −→ Pkh the Scott–Zhang interpola-

tion operator , which is in particular well-defined for functions in H1 (Ω) and
preserves essential boundary conditions on Γ, see e.g., [Ape99, Sect. 3], [EG04,
Thm. 1.130], [BS08, pp. 121], and [SZ90]. Then, for l,m ∈ N0, with 1 6 l, there
exist two constants cSZ, cSZ > 0, depending on the geometry and on the shape
regularity, such that the following interpolation estimates hold:

∀ 0 6 m 6 1:
∣∣∣∣ISZ
h,k (v)

∣∣∣∣
m,Ω

6 cSZ||v||l,Ω, ∀v ∈H l (Ω) , ∀h, (5.1.2a)

∀ 0 6 m 6 l 6 k + 1:
∣∣v − ISZ

h,k (v)
∣∣
m,T

6 cSZh
l−m
T |v|l,S(T ) , (5.1.2b)

∀v ∈H l (S (T )) , ∀h, ∀T ∈ Th,

where S (T ) denotes the union of all cells in Th that have a vertex in common
with T .

For a function p ∈ L2
0 (Ω) we can consider the modified Scott–Zhang interpola-

tion operator ISZ
∫ 0

h,k : H1 (Ω) ∩ L2
0 (Ω) −→ Pkh ∩ L2

0 (Ω) given by

ISZ
∫ 0

h,k (p) := ISZ
h,k (p)− c with c :=

1

|Ω|

∫
Ω
ISZ
h,k (p) ∈ R.

This definition guarantees that the average property is preserved, namely∫
Ω I

SZ
∫ 0

h,k (p) = 0. Using the triangle inequality, the definition of c ∈ R (in
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5.1 Tools for the Stability and A Priori Error Analysis

particular the fact that its derivatives vanish), and the Cauchy–Schwarz inequal-
ity (Thm. 3.1.5), we obtain similar estimates (as for ISZ

h,k) for the error

‖p− ISZ
∫ 0

h,k (p) ‖m,Ω =
∣∣∣∣p− (ISZ

h,k (p)− c
)∣∣∣∣
m,Ω

6
∣∣∣∣p− ISZ

h,k (p)
∣∣∣∣
m,Ω

+ ||c||m,Ω
=
∣∣∣∣p− ISZ

h,k (p)
∣∣∣∣
m,Ω

+ |c|||1||0,Ω

=
∣∣∣∣p− ISZ

h,k (p)
∣∣∣∣
m,Ω

+ |Ω|−
1
2

∣∣(ISZ
h,k (p)− p, 1

)∣∣
6
∣∣∣∣p− ISZ

h,k (p)
∣∣∣∣
m,Ω

+
∣∣∣∣ISZ
h,k (p)− p

∣∣∣∣
0,Ω

6 2
∣∣∣∣p− ISZ

h,k (p)
∣∣∣∣
m,Ω

.

Note that in the third line we have subtracted
∫
Ω p, which is zero by assumption

p ∈ L2
0 (Ω).

Quadrature on an Interval

Theorem 5.1.1 (Simpson’s Rule).
The integral of a cubic polynomial v : [a, b] −→ R, on an interval [a, b] ⊂ R can
be computed exactly using the quadrature formula called Simpson’s rule:∫

[a,b]
v (x) dx =

(b− a)

6

(
v (a) + 4v

(
a+ b

2

)
+ v (b)

)
. (5.1.3)

Proof: The equality is straightforward by simply using a general definition of a
polynomial of degree three.

Scaling Arguments - Coordinate Transformations, Linear Polynomials, and
Triangles

For the analysis it will be useful to employ several (in)equalities based on so-
called scaling arguments. These concern the integrals of finite element functions
and the integrals of their derivatives, and can be derived via coordinate trans-
formations.

Let us define the reference triangle T̂ ⊂ R2 by

T̂ :=
{

(ξ, η)T ∈ R2 : 0 6 ξ 6 1, 0 6 η 6 1− ξ
}

= conv
{

(0, 0)T , (1, 0)T , (0, 1)T
}
,

see Figure 5.1.
For any non-degenerate triangle T := conv {x0,x1,x2} ⊂ R2, with x =

(x, y)T , we can introduce an affine linear (bijective) map that satisfies w.l.o.g.
FT (0, 0) = (x0, y0)T , FT (1, 0) = (x1, y1)T , and FT (0, 1) = (x2, y2)T :

FT : T̂ −→ T ,

(ξ, η)T 7→ (x, y)T = FT (ξ, η) := ξx1 + ηx2 + (1− ξ − η)x0

= BT

(
ξ
η

)
+

(
x0

y0

)
,

(5.1.4a)
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5 A Robust Finite Element Method for the Brinkman Problem

where

BT :=

(
x1 − x0 x2 − x0

y1 − y0 y2 − y0

)
, (5.1.4b)

see Figure 5.1. In fact, the transformation matrix BT is non-singular, i.e.,
det (BT ) 6= 0.

ξ

η

T̂

(0, 0) (1, 0)

(0, 1)

x

y

T

(x0, y0)

(x1, y1)

(x2, y2)
FT

F−1
T

Figure 5.1: Reference map FT and its inverse F−1
T .

Using FT , we can apply the integral transform (see, e.g., [Joh16, Sect. B.5], also
referred to as integration by substitution or change of variables)∫

FT (T̂ )
v (x) dx =

∫
T̂
v̂ (x̂) |det (JFT (x̂))| dx̂, (5.1.5)

with x̂ := (ξ, η)T , v̂ (x̂) := v (FT (x̂)), J denoting the Jacobian, and v : T −→ R
integrable. Via (5.1.4), we can deduce

JFT (x̂) :=

(
∂x
∂ξ

∂x
∂η

∂y
∂ξ

∂y
∂η

)
= BT , (5.1.6)

which is constant in space. With v = 1 in (5.1.5) and using the fact
∣∣T̂ ∣∣ = 1

2 ,
we obtain∫

T
dx= |det (BT )|

∫
T̂

dx̂ ⇐⇒ |det (JFT )|= |det (BT )|= |T |∣∣T̂ ∣∣ = 2 |T | . (5.1.7)

This shows that BT is non-singular for non-degenerate triangles (|T | 6= 0).
Combining (5.1.6) and (5.1.7) yields

|det (JFT )| = 2|T |. (5.1.8)

Let us consider now an affine linear function φ : T −→ R which has the general
form

φ (x, y) = ax+ by + c, (5.1.9)

with a, b, c ∈ R. In fact, the coefficients are uniquely determined by the values
of φ at the vertices xi of T :

φ (xi) = axi + byi + c, for i = 0, 1, 2. (5.1.10)
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5.1 Tools for the Stability and A Priori Error Analysis

Lemma 5.1.2 (Norm Estimates for Linear Functions on Triangles and Edges).
Let φ : T −→ R be a linear function (as described in (5.1.9) and (5.1.10)) on
T := conv {x0,x1,x2}. Using the notation φi := φ (xi), for i = 0, 1, 2, and
Eij := xixj, for an edge between xi and xj, i 6= j, we have

(i) ||φ||20,T =
|T |
6

(
φ2

0 + φ2
1 + φ2

2 + φ0φ1 + φ0φ2 + φ1φ2

)
, (5.1.11a)

(ii) ||∇φ||20,T 6 c
(

(φ1 − φ0)2 + (φ2 − φ0)2
)
, (5.1.11b)

(iii) ||φ||20,Eij =
hEij

3

(
φ2
i + φiφj + φ2

j

)
, (5.1.11c)

where the constant c > 0 depends only on the mesh regularity constant given in
(4.1.2).

Proof: (i): Applying the transform of integrals (5.1.5) together with (5.1.8) and
(5.1.9), we can rewrite

||φ||20,T
2|T |

=
1

2|T |

∫
T
|φ (x)|2 dx =

1

2|T |

∫
FT (T̂ )

|φ (x, y)|2 d (x, y)

=
1

2|T |

∫
T̂

∣∣∣φ (FT (ξ, η))
∣∣∣2∣∣∣det (JFT (ξ, η))

∣∣∣d (ξ, η)

=

∫
T̂

∣∣∣φ (ξx1 + ηx2 + (1− ξ − η)x0, ξy1 + ηy2 + (1− ξ − η) y0)
∣∣∣2d (ξ, η)

=

∫
T̂

∣∣∣a (ξx1 + ηx2 + (1− ξ − η)x0)

+ b (ξy1 + ηy2 + (1− ξ − η) y0) + c
∣∣∣2d (ξ, η)

=

∫
T̂

∣∣∣φ1ξ + φ2η + φ0 (1− ξ − η)
∣∣∣2d (ξ, η)

=

∫ 1

0

∫ 1−ξ

0

∣∣∣φ1ξ + φ2η + φ0 (1− ξ − η)
∣∣∣2dηdξ

=
1

12

(
φ2

0 + φ2
1 + φ2

2 + φ0φ1 + φ0φ2 + φ1φ2

)
.

(ii): The linearity of φ implies that its gradient is constant on T . The transfor-
mation of derivatives according to the chain rule is given by

∂

∂ξ
φ̂ (x̂) =

∂

∂ξ
φ (FT (ξ, η)) =

∂

∂x
φ (x)

∂x

∂ξ
+

∂

∂y
φ (x)

∂y

∂ξ
,

∂

∂η
φ̂ (x̂) =

∂

∂η
φ (FT (ξ, η)) =

∂

∂x
φ (x)

∂x

∂η
+

∂

∂y
φ (x)

∂y

∂η
,

resulting in,

∇̂φ̂ (x̂) = ∇̂φ (x (ξ, η)) = (JFT (x̂))T ∇φ (x) = (BT )T ∇φ (x) , (5.1.12)

where x := FT (ξ, η) and x̂ = (ξ, η)T . Further it holds

(
BT
T

)−1
=
(
det
(
BT
T

))−1 (
BT
T

)adj det(BT
T )=det(BT )

============⇒ B−TT =
|T̂ |
|T |

(
BT
T

)adj
,
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5 A Robust Finite Element Method for the Brinkman Problem

with (·)adj denoting the adjunct. Using the reference map (5.1.4), the integral
transform (5.1.5), the transformation of the gradient (5.1.12), Corollary 3.1.3,
(a− b)2 6 2(a2 + b2), for a, b ∈ R, and a2 + b2 6 (a+ b)2, for a, b ∈ R>0 we can
estimate

||∇φ||20,T =

∫
T
|∇φ (x)|2 dx =

∫
FT (T̂ )

|∇φ (x, y)|2 d (x, y)

=

∫
T̂

∣∣∣(B−TT )
∇̂φ (FT (ξ, η))

∣∣∣2 ∣∣∣det (JFT (ξ, η))
∣∣∣d (ξ, η)

= |det (BT )|
∫
T̂

∣∣∣(B−TT )
∇̂ (φ1ξ + φ2η + φ0 (1− ξ − η))

∣∣∣2 d (ξ, η)

=
|T |
|T̂ |

∫
T̂

∣∣∣∣(B−TT )(φ1 − φ0

φ2 − φ0

)∣∣∣∣2︸ ︷︷ ︸
const.

d (ξ, η) = |T |
∣∣∣∣(B−TT )(φ1 − φ0

φ2 − φ0

)∣∣∣∣2

= |T |

(
|T̂ |
|T |

)2 ∣∣∣∣(BT
T

)adj (φ1 − φ0

φ2 − φ0

)∣∣∣∣2
=

1

4|T |

∣∣∣∣( y2 − y0 −(y1 − y0)
−(x2 − x0) x1 − x0

)(
φ1 − φ0

φ2 − φ0

)∣∣∣∣2

6
1

2|T |

||x2 − x0||2︸ ︷︷ ︸
=|E02|2

(φ1 − φ0)2 + ||x1 − x0||2︸ ︷︷ ︸
=|E01|2

(φ2 − φ0)2


6

(|E01|+ |E02|)2

2|T |︸ ︷︷ ︸
=:cT

(
(φ1 − φ0)2 + (φ2 − φ0)2

)
,

where |Eij | := ||xi − xj || denotes the length (Euclidean norm) of the edge Eij .
Since |T | 6 1

2h
2
T and the radius of the largest inscribed circle in T is given by

ρT = 2|T |
|E01|+|E02|+|E12| , we can use the shape-regularity assumption (4.1.2) in

order to further estimate the coefficient as

cT 6
(|E01|+ |E02|+ |E12|)2

2|T |
6

(|E01|+ |E02|+ |E12|)2

2|T |
h2
T

2|T |
=
h2
T

ρ2
T

6 C2
SR,

which gives the desired result with c := C2
SR.

(iii): Given an edge Eij := xixj of the triangulation (with length |Eij | :=

||xi − xj ||), consider a linear mapping from the reference edge Ê := [0, 1] onto
Eij

FEij : [0, 1] −→ Eij ,

ξ 7→ FEij (ξ) := (xj − xi) ξ + xi.
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5.2 The Discrete Formulation

By the linearity of φ on Eij , one can rewrite∫
Eij

|φ (x) |2ds =

∫
FEij (Ê)

|φ (x) |2ds =

∫ 1

0

∣∣∣φ (FEij (ξ)
) ∣∣∣2∣∣∣det

(
JFEij (ξ)

) ∣∣∣dξ
= |Eij |

∫ 1

0

∣∣∣φ (xi) (1− ξ) + φ (xj) ξ
∣∣∣2dξ

= |Eij |

(
φ2
i

3
+
φiφj

3
+
φ2
j

3

)
.

Note that this is exactly what we get from Simpson’s rule (5.1.3) with v (x) =
φ (x)2.

5.2 The Discrete Formulation

The purpose of this section is to introduce the stabilized penalty-free non-
symmetric Nitsche method for the Brinkman problem.

5.2.1 The Mesh and Related Notation

For a Lipschitz domain Ω ∈ R2, assumed to be in particular polygonal and
connected, we consider a shape-regular (satisfying the condition (4.1.2)) family
of boundary conforming[1], simplicial triangulations {Th}h>0. Recalling the
notation introduced in Section 4.1, an element T ∈ Th refers to a generic
triangular mesh cell and E denotes a generic edge.

Moreover, define the set of corner nodes of Th by

C :=
{
x ∈ Γ : ∃E,E′ ∈ Gh such that x = E ∩ E′ and nE 6= nE′

}
, (5.2.1)

where Gh is defined in (4.1.1). For a visualization of the notation, see Figure 5.2.

Ω
Γ

E′

nE′

E

nE x

Figure 5.2: Sketch of a corner node x ∈ C.

Three further properties of the mesh will be important ingredients in the
upcoming analysis:

[1] This is also termed fitted mesh and allows to exclude errors due to the discretization of the
domain from the following analysis.
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5 A Robust Finite Element Method for the Brinkman Problem

(M1) Firstly we assume that the length ratio of neighboring boundary edges
is bounded from above, i.e.,

∀E,E′ ∈ Gh with E ∩ E′ 6= ∅ :
hE
hE′

6 η0 < 7 + 4
√

3, (5.2.2)

where the particular value of the bound will become clear in the analysis (proof
of Lem. 5.3.10).

We observe that this assumption is weaker than quasi-uniformity of the
boundary mesh, as it only restricts the ratio between the lengths of adjacent
boundary edges. In 2D, this condition assures that the distance of neighboring
vertices along the boundary mesh does not differ too much, see Figure 5.3.

hE hE′

hE′

Figure 5.3: Illustration of edge relations that respect (green dashed line) and
violate (green dashed line extended into the red dashed line) the
condition (5.2.2).

(M2) Secondly, collecting the boundary elements, i.e., those mesh cells
which have at least one vertex on the boundary, in

Bh :=
⋃
T∈Th
T∩Γ6=∅

T , (5.2.3)

we presuppose that there exists ω < 1 such that

∀h :
|Bh|
|Ω|

6 ω. (5.2.4)

This means that the triangulation comprises elements which are strictly
contained in the interior of the domain, independent of the mesh-size h, see
Figure 5.4. This condition can always be satisfied by carrying out appropriate
mesh refinements.

Ω \Bh

Figure 5.4: Illustration of a mesh that respects (green, dashed) and violates
(red) the condition (5.2.4).
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(M3) Thirdly, we assume that there are no triangles whose vertices are all
contained in the boundary.

If present, such a triangle can be split by introducing a vertex on the edge
which is not contained in the boundary, resulting in two triangle splits (for the
triangle itself and its neighbor).

Inspired by [BC09], we define an auxiliary viscosity via:

µ̂ := µeff + σ`2Ω. (5.2.5)

To be precise, µ̂ is a linear combination of the effective viscosity and the fluid
viscosity, where the latter is weighted by the dimensionless quantity l2ΩK−1

(recall the definition σ := µK−1). Here, lΩ > 0 represents a typical length scale
of the problem and it is assumed to satisfy the condition

`Ω > hT , ∀T ∈ {Th}h>0 . (5.2.6)

Apart from the condition (5.2.6), the argumentation in the analysis will be
independent from the choice of `Ω.

An important property of the auxiliary viscosity in (5.2.5) is that µ̂ 6= 0 as
long as µeff , σ > 0 and µeff + σ > 0. Thus division by µ̂ is well-defined, even in
the Stokes and Darcy limits.

Combining (5.2.5) and (5.2.6), the following inequalities hold:

µeff

µ̂
6 1 and

σh2
T

µ̂
6
σ`2Ω
µ̂

6 1, ∀T ∈ {Th}h>0 . (5.2.7)

Furthermore, we consider a dimensionally consistent version of the Sobolev
norms taking into account the characteristic length:

|| · ||2k :=

k∑
i=0

`2iΩ | · |
2
i , (5.2.8)

The definition (5.2.8) will be used throughout this chapter in place of the
standard definitions (using the same notation).

5.2.2 A Robust Finite Element Method for the Brinkman Problem

In the following we will focus on the linear-linear finite element pair

V 1
h := {vh ∈H1 (Ω) ∩C0

(
Ω
)

: vh|T ∈ P1 (T ) , ∀T ∈ Th}, (5.2.9a)

Q1
h := {qh ∈ L2

0 (Ω) ∩ C0
(
Ω
)

: qh|T ∈ P1 (T ) , ∀T ∈ Th} (5.2.9b)

and assume, for simplicity of notation, that f ∈ L2 (Ω) and g ∈ L2 (Ω).

The penalty-free non-symmetric Nitsche/nsGLS/grad-div formulation
of the Brinkman problem (3.2.8) is given by:
Find (uh, ph) ∈ V 1

h ×Q1
h such that

Ah [(uh, ph) ; (vh, qh)] = Lh [(vh, qh)] , ∀ (vh, qh) ∈ V 1
h ×Q1

h (5.2.10a)
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with

Ah [(uh, ph) ; (vh, qh)] := A(+)
h [(uh, ph) ; (vh, qh)]

+ SGLS,lhsh,α [(uh, ph) ; (vh, qh)]

− 〈(µeff∇uh − phI) · n,vh〉
+ 〈(µeff∇vh − qhI) · n,uh〉

+ SGD,lhsh,δ [(uh,vh)] + SC,lhsh,ρ [(uh,vh)] ,

(5.2.10b)

and

Lh [(vh, qh)] := F (+)
h [(vh, qh)]+ SGLS,rhsh,α [(vh, qh)]+ SGD,rhsh,δ [vh] , (5.2.10c)

where A(+)
h [(·, ·) ; (·, ·)] and F (+)

h [(·, ·)] are defined as in (4.2.1).[2] Further, there
are terms belonging to the stabilizations, containing non-negative dimensionless
stabilization parameters α, δ, ρ > 0, which are independent from the mesh size
and constant in space. The expressions corresponding to the non-symmetric
GLS method are defined as

SGLS,lhsh,α [(uh, ph) ; (vh, qh)] := α
∑
T∈Th

h2
T

µ̂
(ζh (uh, ph) , ζh (vh, qh))T ,

SGLS,rhsh,α [(vh, qh)] := α
∑
T∈Th

h2
T

µ̂
(f , ζh (vh, qh))T ,

(5.2.10d)

and

ζh (vh, qh) := −µeff∆vh +∇qh + σvh. (5.2.10e)

The grad-div stabilization terms are represented by

SGD,lhsh,δ [(uh,vh)] := δµ̂ (∇ · uh,∇ · vh) ,

SGD,rhsh,δ [vh] := δµ̂ (g,∇ · vh) ,
(5.2.10f)

and the corner stabilization, which aims at stabilizing jumps of the normal
velocity across corners x ∈ C of the discrete boundary, is given by

SC,lhsh,ρ [(uh,vh)] := ρµ̂
∑
x∈C

Juh · nK (x) · Jvh · nK (x) . (5.2.10g)

Here,

Juh · nK (x) := uh (x) · nE − uh (x) · nE′
= uh (x) · (nE − nE′) = uh (x) · JnK

(5.2.10h)

denotes the jump of u · n at a corner node x ∈ C.
[2] The indices lhs and rhs indicate the affiliation with the left-hand side and right-hand side,

respectively.
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Remark 5.2.1 (On Non-Homogeneous Essential Boundary Conditions).
In the case of non-homogeneous boundary conditions, the right-hand sides,
consistent with the additional boundary term associated with the Nitsche method
and with the corner stabilization (5.2.10g), have to be taken into account. If
u|Γ = ue for µeff > 0, respectively (u · n) |Γ = ue · n for µeff = 0, then for
consistency, the right-hand side (5.2.10c) has to be replaced by

Lh [(vh, qh)] + 〈(µeff∇vh − qhI) · n,ue〉+ SC,rhsh,ρ [vh] ,

with SC,rhsh,ρ [vh] := ρµ̂
∑
x∈C

Jue · nK (x) · Jvh · nK (x).

Remark 5.2.2 (On the Non-Symmetric GLS Method).
Note that since the velocity is element-wise approximated by a linear polynomial,
it holds (∆uh) |T = 0.

For the special case σ = 0 (Stokes limit) we have recognized in 4.3.7, that the
non-symmetric GLS method coincides with the symmetric GLS method and the
PSPG method (for V 1

h). However, there were no boundary terms present in the
discrete formulation. Formally replacing qh by −qh in the method (5.2.10a), has
here also an influence on the Nitsche term 〈(µeff∇vh − qhI) · n,uh〉. For the
test function −qh, the mixed boundary integrals in (5.2.10b) become symmetric,
while the boundary terms that couple velocities stay non-symmetric.

In presence of the Darcy term (σ 6= 0), the transformation qh 7→ −qh does not
yield equivalence of the methods, even not in absence of the Nitsche terms.

Remark 5.2.3 (On the Grad-Div Stabilization).
The usage of a grad-div stabilization (5.2.10f), originally proposed in [FH88] (see
also, e.g., [Joh+17] for further detailed, more recent discussions), is motivated
here by the desire to control the L2-norm of the divergence of the velocity in the
Darcy limit (see Subsection 4.2.2).

In addition, this term is also exploited in the following analysis (see Lem.
5.3.11 and Rem. 5.3.13) in order to obtain stability of the normal velocity on
the boundary in the Darcy limit.

Remark 5.2.4 (On the Corner Stabilization).
The corner stabilization (5.2.10g) is an important ingredient of the proposed
method, since it is used in order to prove robust stability, in particular in
the Darcy limit (µeff = 0), in absence of a Nitsche penalty term (of the form
γN

∑
E∈Gh

h−1
E 〈uh · n,vh · n〉E). More precisely, control on the normal velocity at

the boundary in the Darcy limit will be proven using the Nitsche term 〈qhn,uh〉.
The corner stabilization contains jump terms (5.2.10h) which are proportional

to the jump of the normal vector at the boundary in corner points. In particular,
for a continuous pressure space (together with a continuous velocity space), the
control of the normal velocity at the boundary in corner points via 〈qhn,uh〉 is
nontrivial (see Rem. 5.3.15).

Note that the order of the corner edges E and E′ does not have an impact on
the value of the corner stabilization (i.e., the sign of (5.2.10h)) since

(a · (nE − nE′)) (b · (nE − nE′)) = (a · (nE′ − nE)) (b · (nE′ − nE)) .
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5 A Robust Finite Element Method for the Brinkman Problem

Remark 5.2.5 (On the Discrete Setting).
The non-symmetric GLS, the grad-div, as well as the corner stabilizations are
motivated by our choice of the discrete spaces (V 1

h/Q
1
h). It is worth noticing that

the stability estimates which will be proven for the penalty-free non-symmetric
Nitsche method and are based on the usage of linear finite elements for velocity
and pressure, do not rely on the particular choice of the pressure stabilization, and
therefore can be straightforwardly extended to other approaches (e.g., symmetric
GLS or PSPG, see Rem. 4.3.6).

5.2.3 The Norm for the Analysis

The discrete velocity space - although V 1
h ⊂ H1 (Ω) - is not a subset of the

weak velocity space, V 1
h 6⊂ V , neither in the Stokes limit nor in the Darcy limit

(see Section 3.3). In fact, the weak imposition of essential boundary conditions
results in non-conformity of the discrete velocity space which however only
concerns the boundary. Therefore, a proper norm shall be considered that is
able to explicitly control the velocity on the boundary.

We define the following mesh-dependent norm

|||(u, p)|||2h := |||u|||2 +
∑
E∈Gh

θ
µeff

hE
||u||20,E +

∑
E∈Gh

µ̂

hE
||u · nE ||20,E

+ ρ µ̂
∑
x∈C
|Ju · nK (x)|2 +

||p||20
µ̂

+ α
∑
T∈Th

h2
T

µ̂
||∇p||20,T ,

(5.2.11a)

with

θ :=
µeff

µ̂
∈ [0, 1] (5.2.11b)

and

|||u|||2 := µeff ||∇u||20 + σ ||u||20 + δ µ̂||∇ · u||20. (5.2.11c)

Later, we will refer to |||(·, ·)|||2h as the energy norm.

Lemma 5.2.6. For µeff + σ > 0, the expression (5.2.11a) defines a norm on
V 1
h/Q

1
h.

Proof: The proof is valid for the more general case of any polynomial order k > 1,
i.e., for V k

h ×Qkh. Since all summands in the norm (5.2.11a) are semi-norms, it
remains to prove definiteness, i.e., for (uh, ph) ∈ V k

h ×Qkh it holds

|||(uh, ph)|||2h = 0
!

=⇒ (uh, ph) = (0, 0) .

Let us assume that the norm is zero, then indeed all summands have to be zero
due to their non-negativity. By the definition of V k

h we have uh|T ∈ Pk (T ).
If µeff 6= 0, then

0 = ||∇uh||20 =
∑
T∈Th

||∇uh||20,T =
∑
T∈Th

∫
T
|∇uh|2 =⇒ (∇uh) |T = 0, ∀T ∈ Th,
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which states that uh|T is constant on each T ∈ Th. Moreover,

0 =
∑
E∈Gh

||uh||20,E =
∑
E∈Gh

∫
E
|uh|2 =⇒ uh|E = 0, ∀E ∈ Gh,

which, together with the continuity of uh ∈ V k
h implies uh = 0.

In case of σ 6= 0, we have

0 = ||uh||20 =
∑
T∈Th

||uh||20,T =
∑
T∈Th

∫
T
|uh|2 =⇒ uh|T = 0, ∀T ∈ Th,

which implies uh = 0.
Similarly, for µeff + σ > 0 we deduce ||p||20 = 0 =⇒ p = 0.

As it will be shown in the stability analysis, the scaling by θ is important
in order to obtain robust estimates (see Rem. 5.3.9), which are also valid in
the Darcy limit (µeff = 0). Note, that the terms scaled by θ vanish for µeff = 0
(Darcy limit), and we obtain θ = 1, if σ = 0 (Stokes limit).

Remark 5.2.7 (On the Limit Cases of the Norm (5.2.11a)).
In order to gain insight into the behavior of the weighted norm (5.2.11a), let us
discuss the limit cases.
(i) The Darcy limit: For µeff = 0, the norm (5.2.11a) reduces to

|||(u, p)|||2h = σ

||u||20 + `2Ω

δ ||∇ · u||20 +
∑
E∈Gh

1

hE
||u · nE ||20,E

+ρ
∑
x∈C
|Ju · nK (x)|2

))
+

1

σ`2Ω

||p||20 + α
∑
T∈Th

h2
T||∇p||

2
0,T

 .

Hence, control of the gradient of the velocity and control of the tangential velocity
at the boundary are lost which is in line with u ∈Hdiv.

Control on the divergence of the velocity is provided by the grad-div stabilization,
δ 6= 0.

We observe that the norms of the pressure scale with σ−1 and the norms of
the velocity are weighted with σ, i.e., they are scaled inversely compared to each
other. Except for the L2 norm of the velocity, a similar behavior is given with
respect to `2Ω.
(ii) The Stokes limit: For σ = 0, the corresponding norm (5.2.11a) reduces to

|||(u, p)|||2h = µeff

||∇u||20 + δ ||∇ · u||20 +
∑
E∈Gh

1

hE

(
||u||20,E + ||u · nE ||20,E

)

+ρ
∑
x∈C
|Ju · nK (x)|2

)
+

1

µeff

||p||20 + α
∑
T∈Th

h2
T||∇p||

2
0,T

 .

Also in this case, the parts of the norm corresponding to the velocity and the
parts corresponding to the pressure are scaled inversely by the physical coefficient
µeff . Note that the length scale `Ω has disappeared.
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5 A Robust Finite Element Method for the Brinkman Problem

5.3 Stability and Convergence

This section is dedicated to the stability and convergence of the proposed sta-
bilized penalty-free non-symmetric Nitsche method (5.2.10). Before discussing
the technical proofs in detail, let us state the main results that will be shown.

(1) Inf-sup stability for α, δ, ρ > 0, and µeff , σ > 0 with µeff +σ > 0, i.e., the
existence of a constant βh > 0, independent of h and of the physical parameters,
such that

inf
(uh,ph)∈V 1

h×Q1
h\{(0,0)}

(
sup

(vh,qh)∈V 1
h×Q1

h\{(0,0)}

(
Ah [(uh, ph) ; (vh, qh)]

|||(uh, ph)|||h|||(vh, qh)|||h

))
> βh.

The inf-sup constant βh depends on the stabilization parameters and on the
shape regularity of the mesh.

This statement assesses unconditional stability with respect to the physical
parameters, including the limit cases µeff = 0 or σ = 0. In particular, for small

values of the stabilization parameters, it holds β−1
h = O

(
α−1

(
α−1 (ρ+ δ)−1

))
.

(2) A priori error estimates for α, δ, ρ > 0 and µeff , σ > 0 with µeff +σ > 0,
i.e.,

|||(u− uh, p− ph)|||h 6 h (Cu |u|2 + Cp |p|1) ,

for (u, p) ∈H2 (Ω)×H1 (Ω) solving (3.2.8) and (uh, ph) solving (5.2.10). The
constants Cu and Cp are independent of h and for small respectively moderate
values of stabilization parameters, it holds

Cu = O

(
µ̂

1
2

βh

)
, Cp = O

(
1

µ̂
1
2 δ

1
2βh

)
.

This a priori estimate is optimal with respect to the chosen norm.

Remark 5.3.1 (On (1) and (2)).
The above results imply that the penalty-free Nitsche formulation possesses a
convergence and stability behavior that is comparable to that of the classical for-
mulation (strong imposition of essential boundary conditions, see, e.g., [BC09])
and to that of the classical Nitsche method (where a penalty is present, see, e.g.,
[HJ09] and [JS10]).

The scaling of the stabilization terms with the auxiliary viscosity µ̂ defined in
(5.2.5) is an important requirement in order to obtain the robust convergence
estimate. Alternative scalings were analyzed, e.g., in [BC09], for the Brinkman
problem with strong imposition of essential boundary conditions. There, it was
shown that stability and optimal error estimates can also be obtained by scaling
the stabilization of the Darcy terms with respect to the mesh, replacing µ̂ by
µ̂T := µeff +σh2

T on each triangle T ∈ Th. A similar scaling has been analyzed in
[JS10] in the context of a rescaled Brinkman problem with the classical Nitsche
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method (limited to the case σ > 0). However, as it will be shown in the next
subsections, the scaling with (5.2.5) is crucial for the given proof of uniform
control on velocity at the boundary for µeff , σ > 0 (see also Rem. 5.3.14).

5.3.1 Well-Posedness

The goal in this subsection is to show that the problem (5.2.10) has exactly
one solution (uh, ph) ∈ V 1

h × Q1
h. As discussed in Section 4.1, the condition

we have to prove is the inf-sup stability of the discrete bilinear form (5.2.10b)
with respect to the mesh-dependent norm (5.2.11a). In fact, we will prove
unconditional stability with respect to the physical parameters, including the
limit cases µeff = 0 or σ = 0.

The proof will pursue the following strategy: Find a pair of test functions
(v?h, q

?
h) ∈ V 1

h ×Q1
h \ {(0, 0)} such that there exist two constants βh,1 > 0 and

βh,2 > 0 satisfying the two inequalities:

(I) Ah [(uh, ph) ; (v?h, q
?
h)] > βh,1|||(uh, ph)|||2h,

(II) |||(uh, ph)|||h > βh,2|||(v?h, q?h)|||h.

Combining the two estimates (I) and (II) we get

sup
(vh,qh)∈V 1

h×Q1
h\{(0,0)}

Ah [(uh, ph) ; (vh, qh)]

|||(vh, qh)|||h
>
Ah [(uh, ph) ; (v?h, q

?
h)]∣∣∣∣∣∣(v?h, q?h)∣∣∣∣∣∣h

> βh |||(uh, ph)|||h,

for all (uh, ph) ∈ V 1
h ×Q1

h \ {(0, 0)}, which implies the inf-sup condition with
βh := βh,1βh,2.

The construction of an appropriate test function pair satisfying conditions (I)
and (II) will be split into four steps, each involving its own pair of test functions.
Control of the bulk norms will be shown in Parts I and II, whereas control
of the boundary norms in Parts III and IV. Subsequently, the four test pairs
will be linearly combined such that the result additionally satisfies condition (II).

Throughout the proofs, the introduced constants depending on the physical
parameters or on the stabilization parameters will be discussed in detail, in order
to allow the reader to follow the derivation and, eventually, to clearly assess the
role of the physical parameters within the derived estimates (especially in the
limit cases).

Bulk Control

The first result concerns the coercivity of the bilinear form (5.2.10b) in a norm
which is weaker than (5.2.11a) and yields control on all symmetric parts of the
bilinear form Ah [(·, ·) , (·, ·)].
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5 A Robust Finite Element Method for the Brinkman Problem

Lemma 5.3.2 (Part I – Coercivity in a Weaker Norm).
Let α, δ, ρ > 0 and µeff , σ > 0 with µeff + σ > 0. Then there exists a constant
C0 = C0(α) > 0, independent of the physical parameters and h, such that

Ah [(vh, qh) ; (vh, qh)] > C0

|||vh|||2+ ρµ̂
∑
x∈C
|Jvh · nK(x)|2+ α

∑
T∈Th

h2
T

µ̂
||∇qh||20,T

,
for all (vh, qh) ∈ V 1

h ×Q1
h.

Proof: Let (vh, qh) ∈ V 1
h ×Q1

h, then it is

Ah [(vh, qh) ; (vh, qh)] = µeff||∇vh||20 + σ||vh||20 + α
∑
T∈Th

h2
T

µ̂
||∇qh||20,T

+ ασ2
∑
T∈Th

h2
T

µ̂
||vh||20,T + 2ασ

∑
T∈Th

h2
T

µ̂
(∇qh,vh)T

+ δ µ̂||∇ · vh||20 + ρ µ̂
∑
x∈C
|Jvh · nK (x)|2 ,

where the boundary integrals and the terms corresponding to the bilinear form
bh (·, ·) (defined in (4.2.1)) have canceled. If α = 0, we are already done with
any C0 6 1. For α > 0 we can use the Cauchy–Schwarz and Young inequalities
(Theorems 3.1.5 and 3.1.1) to obtain

2ασ
∑
T∈Th

h2
T

µ̂
(∇qh,vh)T > −εα

∑
T∈Th

h2
T

µ̂
||∇qh||20,T − σ

α

ε

∑
T∈Th

σh2
T

µ̂
||vh||20,T

and further

Ah [(vh, qh) ; (vh, qh)] > µeff||∇vh||20 + σ||vh||20 + δ µ̂||∇ · vh||20

+ ρ µ̂
∑
x∈C
|Jvh · nK (x)|2 + σ

(
α− α

ε

) ∑
T∈Th

σh2
T

µ̂
||vh||20,T

+ (1− ε)α
∑
T∈Th

h2
T

µ̂
||∇qh||20,T ,

for any ε > 0. The coefficient in front of the last term, (1− ε), is strictly positive
for any ε < 1, which implies α− α

ε < 0, such that with (5.2.7) we can estimate

Ah [(vh, qh) ; (vh, qh)] > µeff ||∇vh||20 +
(

1 + α− α

ε

)
σ||vh||20 + δ µ̂||∇ · vh||20

+ ρ µ̂
∑
x∈C
|Jvh · nK (x)|2 + (1− ε)α

∑
T∈Th

h2
T

µ̂
||∇qh||20,T .

In order to guarantee strict positivity of the coefficient in front of the L2-norm of
the velocity, namely

(
1 + α− α

ε

)
, we further have to choose ε such that α

α+1 < ε

is satisfied. Taking ε? :=
√

α2

4 + α− α
2 is an appropriate choice (since α > 0),
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which moreover implicates that the two ε-dependent coefficients coincide. Thus,
we obtain

Ah [(vh, qh) ; (vh, qh)] > µeff||∇vh||20 + δ µ̂||∇ · vh||20 + ρ µ̂
∑
x∈C
|Jvh · nK (x)|2

+ (1− ε?)

σ||vh||20 + α
∑
T∈Th

h2
T

µ̂
||∇qh||20,T

 .

The proof is concluded defining

C0 := 1− ε? = 1−
√
α2

4
+ α+

α

2
(5.3.1)

and using the fact that C0 6 1.

Remark 5.3.3 (On the Behavior of C0).
Notice that the constant C0 = C0 (α) introduced in (5.3.1) is a decreasing
function of α satisfying C0 (0) = 1 and C0 (α) ∈ (0, 1) for α > 0. In particular,
C0 = O (1) for small and moderate values of α. Note that the estimate in Lemma
5.3.2 holds also for α = 0, i.e., without GLS stabilization.

The following lemma provides stability of the pressure in the L2-norm.

Lemma 5.3.4 (Part II – Pressure Control).
Let α > 0, δ, ρ > 0, and µeff , σ > 0 with µeff + σ > 0. Then, there exists a
constant C1 = C1 (α, δ) > 0, independent of the physical parameters and h, such
that, for all (uh, ph) ∈ V 1

h ×Q1
h, we can find a function vh ∈ V 1

h that satisfies

Ah [(uh, ph) ; (vh, 0)] >
1

2

||ph||20
µ̂

− C1

|||uh|||2 + α
∑
T∈Th

h2
T

µ̂
||∇ph||20,T +

∑
E∈Gh

θ
µeff

hE
||uh||20,E

 .

Proof: Let (uh, ph) ∈ V 1
h × Q1

h. Since ph ∈ Q1
h ⊂ L2

0 (Ω) (due to conformity),
according to Theorem 3.1.10 there exists a function vph ∈ H1

0 (Ω) and a
dimensionless constant ĉΩ (that only depends on Ω) such that

∇ · vph = − 1

µ̂
ph, (5.3.2a)

||∇vph ||0 6
ĉΩ
µ̂
||ph||0. (5.3.2b)

Let now

vh := ISZ
h,1 (vph) ∈ V 1

h (5.3.3)

be the Scott–Zhang interpolation of the function vph . Due to the H1-stability
of the Scott–Zhang interpolation operator (5.1.2a) (with l = 1), (5.2.8), the
Poincaré inequality (Thm. 3.1.8 with the Poncaré constant decomposed into
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5 A Robust Finite Element Method for the Brinkman Problem

a non-dimensional and a dimensional part, i.e. CP = CP `Ω), and property
(5.3.2b), there also holds

||∇vh||0 6
cΩ
µ̂
||ph||0 and ||vh||0 6

`ΩcΩ
µ̂
||ph||0, (5.3.4)

with a dimensionless constant cΩ := cSZ

(
C

2
P + 1

) 1
2
ĉΩ that only depends on

the domain and on the (shape-)regularity of the mesh. Moreover, according to
(5.1.2b) (with l = 1 and m = 0), it holds∑

T∈Th

1

h2
T

||vph − vh||
2
0,T 6

∑
T∈Th

1

h2
T

c2
SZh

2
T||∇vph ||

2
0,S(T ) 6 c̃SZ

2||∇vph ||
2
0, (5.3.5)

with c̃SZ
2 := c2

SZ (maxT∈Th {#S (T )}). Here, #S (T ) denotes the number of
triangles contained in S (T ) which depends on the regularity of the mesh. Since
the Scott–Zhang interpolation operator preserves essential boundary conditions,
it holds vh ∈H1

0 (Ω) ∩ V 1
h such that the boundary terms involving vh vanish.

Using the decomposition vh = vph − (vph − vh) and integration by parts for the
term involving (vph − vh) ∈H1

0 (Ω) we get

Ah [(uh, ph) ; (vh, 0)] = µeff (∇uh,∇vh) + σ (uh,vh)− (ph,∇ · vh)

+ α
∑
T∈Th

h2
T

µ̂
(σuh +∇ph, σvh)T + δ µ̂ (∇ · uh,∇ · vh)

+ 〈µeff∇vh · n,uh〉
= µeff (∇uh,∇vh) + σ (uh,vh)− (ph,∇ · vph)

− (∇ph,vph − vh) + α
∑
T∈Th

h2
T

µ̂
(σuh +∇ph, σvh)T

+ δ µ̂ (∇ · uh,∇ · vh) + 〈µeff∇vh · n,uh〉 .

Using the Cauchy–Schwarz inequality (Thm. 3.1.5), the equality (5.3.2a), the
Cauchy–Schwarz inequality for sums (Lem. 3.1.2), the inequality (5.3.5), and
Corollary 3.1.4, we obtain

Ah [(uh, ph) ; (vh, 0)] > −µ
1
2
eff

(
µ

1
2
eff||∇uh||0

)
||∇vh||0 − σ

1
2

(
σ

1
2||uh||0

)
||vh||0

+
||ph||20
µ̂
− c̃SZ

∑
T∈Th

h2
T||∇ph||

2
0,T

 1
2

||∇vph ||0

− ασ
∑
T∈Th

σh2
T

µ̂
||uh||0,T||vh||0,T︸ ︷︷ ︸

=:T1

− α
∑
T∈Th

σh2
T

µ̂
||∇ph||0,T||vh||0,T︸ ︷︷ ︸
=:T2

− δ µ̂||∇ · uh||0N
1
2||∇vh||0 + 〈µeff∇vh · n,uh〉 . (5.3.6)
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The terms T1 and T2, introduced above, can be estimated using (5.2.7), the
Cauchy–Schwarz inequality for sums (Lem. 3.1.2), and the second inequality of
(5.3.4), yielding

T1 6 ασ
1
2||uh||0 σ

1
2||vh||0 6 cΩ ασ

1
2||uh||0

||ph||0
µ̂

1
2

(5.3.7)

and

T2 = α
∑
T∈Th

σ
1
2

(
h2
T

µ̂

) 1
2
(
σh2
T

µ̂

) 1
2

||∇ph||0,T||vh||0,T

6 α

∑
T∈Th

h2
T

µ̂
||∇ph||20,T

 1
2

σ
1
2||vh||0

6 cΩ α

∑
T∈Th

h2
T

µ̂
||∇ph||20,T

 1
2

||ph||0
µ̂

1
2

. (5.3.8)

For the boundary term we apply the Cauchy–Schwarz inequality (Thm. 3.1.5),
the Cauchy–Schwarz inequality for sums (Lem. 3.1.2), the inequality (4.1.6c),
and the first estimate in (5.3.4) to derive

〈µeff∇vh · n,uh〉 6

µeff

∑
E∈Gh

hE||∇vh · nE ||20,E

 1
2
∑
E∈Gh

µeff

hE
||uh||20,E

 1
2

6
(
µeff c̃DTI||∇vh||20,Ω

) 1
2

∑
E∈Gh

µeff

hE
||uh||20,E

 1
2

6 cΩc̃
1
2
DTI

||ph||0
µ̂

1
2

(
µeff

µ̂

) 1
2

︸ ︷︷ ︸
=θ

1
2

∑
E∈Gh

µeff

hE
||uh||20,E

 1
2

. (5.3.9)

Inserting (5.3.7), (5.3.8), and (5.3.9) into (5.3.6), using the estimates (5.3.4),
(5.3.2b), (5.2.7), and rearranging the terms one obtains

Ah [(uh, ph) ; (vh, 0)] >
||ph||20
µ̂
− cΩ (Nδ)

1
2

(
δ µ̂||∇ · uh||20

) 1
2 ||ph||0

µ̂
1
2

− cΩ
(
µ

1
2
eff||∇uh||0

)
||ph||0
µ̂

1
2

− cΩ (1 + α)σ
1
2||uh||0

||ph||0
µ̂

1
2

−
(
c̃SZĉΩα

− 1
2 + cΩα

1
2

)α ∑
T∈Th

h2
T

µ̂
||∇ph||20,T

 1
2

||ph||0
µ̂

1
2

− cΩc̃
1
2
DTI

∑
E∈Gh

θ
µeff

hE
||uh||20,E

 1
2

||ph||0
µ̂

1
2

.
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We now define

C ′1 := max

{
c2
Ω (1 + α)2 ,

(c̃SZĉΩ + cΩα)2

α
, c2

ΩNδ, c
2
Ωc̃DTI

}
and using the Young inequality (Thm. 3.1.1 (ii)) with ε = 5, we obtain the
estimate

Ah [(uh, ph) ; (vh, 0)] >
1

2

||ph||20
µ̂

− C1

|||uh|||2 + α
∑
T∈Th

h2
T

µ̂
||∇ph||20,T +

∑
E∈Gh

θ
µeff

hE
||uh||20,E

 ,

with C1 := 3C ′1.

Remark 5.3.5 (On the Behavior of C1).
The constant C1 in Lemma 5.3.4 depends only on the stabilization parameters α
and δ, and on the domain Ω and its discretization (through the constants N, cΩ,
ĉΩ, c̃SZ, and c̃DTI). In particular C1 ∼ 1

α for α� 1.

Boundary Control

The next steps concern the stability of the proposed formulation with respect to
the velocity at the boundary. Therefore, we will construct two test functions,
which can be used to show that the Nitsche terms in (5.2.10b) together with
the corner stabilization term, provide sufficient control on the boundary norms
of the velocity.

The construction of the first test function and its main properties are stated
in the following lemma.

Lemma 5.3.6. Let us assume that the family of triangulations {Th}h>0 satisfies
assumption M3. For any uh ∈ V 1

h we define wuhh ∈ V 1
h such that, for each

mesh node x, it holds

wuhh (x) :=

{
uh (x) , for x ∈ Γ,

0, for x ∈ Ω \ Γ.
(5.3.10)

Then the function wuhh satisfies the following properties:
(1) There exist two positive constants c0 and c1, depending only on the regularity

of the mesh, such that〈
µeff∇wuhh · n,uh

〉
> c0

∑
E∈Gh

µeff

hE
||uh||20,E − c1µeff||∇uh||20. (5.3.11)

(2) There exists a constant c2 > 0, depending only on the regularity of the mesh,
such that

µeff

∣∣∣∣∇wuhh ∣∣∣∣20 6 c2

∑
E∈Gh

µeff

hE
||uh||20,E . (5.3.12)
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(3) There exists a constant c3 > 0, depending on the mesh regularity, such that∣∣∣∣wuhh ∣∣∣∣0 6 c3 ||uh||0. (5.3.13)

(4) There exists a constant c̃3 > 0, depending on the mesh regularity, such that∣∣∣∣wuhh ∣∣∣∣20,T 6 c̃3h
2
T

∣∣∣∣∇wuhh ∣∣∣∣20,T , ∀T ∈ Th . (5.3.14)

Proof: Let us consider uh ∈ V 1
h and let wuhh ∈ V

1
h be defined as in (5.3.10) and

sketched in Figure 5.5.
(1): In order to prove (5.3.11), let us introduce the following notation. For
an edge E ∈ Gh with vertices x1 and x2 we will denote the (unique) attached
triangle by TE = conv {x0,x1,x2} and introduce wE : R2 → R2 as the linear
function that coincides with wuhh in TE and extends it everywhere in R2.

TE

Γ

x2

x1

x0

w
uh
h (x2) = uh (x2) w

uh
h (x1) = uh (x1)

w
uh
h (x0) = 0

E
x⊥

w
uh
h (x⊥)

Figure 5.5: Illustration of the function wuhh on TE with x0 ∈ Ω\Γ and x⊥ ∈ E.

By assumption M3 (see Subsection 5.2.1) and without loss of generality, let
x0 ∈ Ω \ Γ such that by definition (5.3.10) it is wuhh (x0) = 0. Then it holds(

∇wuhh · nE
)∣∣
E

=
wE (x⊥)

hE,⊥
, (5.3.15)

where x⊥ is the perpendicular foot of the vertex x0 and hE,⊥ is the height of
the triangle TE with respect to the edge E. Depending on the shape of TE , x⊥
might fall inside or outside the edge E. Formally, there exists an a ∈ R, such
that

x⊥ = x2 + a (x1 − x2) = ax1 + (1− a)x2, |a|+ |1− a| 6M, (5.3.16)

where M > 0 depends only on the mesh regularity constant in (4.1.2). Hence,
by adding and subtracting uh and using (5.3.15), we can reformulate〈
∇wuhh · n,uh

〉
E

=
1

hE,⊥
〈wE (x⊥) ,uh〉E

=
1

hE,⊥
(〈uh,uh〉E − 〈uh −wE (x⊥) ,uh〉E)

=
hE
hE,⊥

(
||uh||20,E
hE

)
− 1

hE,⊥
〈uh −wE (x⊥) ,uh〉E . (5.3.17)
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Exploiting (5.3.16), the linearity of wE , and the fact that wE coincides with
uh on E (by definition), we get with 1 = a+ (1− a) and the triangle inequality,
for all x ∈ E,

|uh (x)−wE (x⊥)| = |uh (x)− (auh (x1) + (1− a) uh (x2))|
6 |a| |uh (x)− uh (x1)|+ |1− a| |uh (x)− uh (x2)|
6M (|uh (x)− uh (x1)|+ |uh (x)− uh (x2)|)

6 2M hE

∣∣∣(∇uh) |TE
∣∣∣ ,

where | · | stands for the Euclidean norm (3.1.1). Since ∇uh is constant on TE ,
it also holds

||∇uh||0,TE = |TE |
1
2

∣∣∣(∇uh) |TE
∣∣∣ ,

from which we deduce ∣∣∣(∇uh) |TE
∣∣∣ 6 ch−1

E ||∇uh||0,TE ,

where the constant c > 0 only depends on the regularity of the mesh. The above
arguments allow to conclude

||uh −wE (x⊥)||0,E 6 h
1
2
E max
x∈E
|uh (x)−wE (x⊥)| 6 2Mh

3
2
E

∣∣∣(∇uh) |TE
∣∣∣

6 cΓ h
1
2
E||∇uh||0,TE , (5.3.18)

with cΓ := 2Mc. Thus, applying the Cauchy–Schwarz inequality (Thm. 3.1.5),
the inequality (5.3.18), and the Young inequality (Thm. 3.1.1 (ii)) with ε = 1
yields

〈uh −wE (x⊥) ,uh〉E 6 cΓ h
1
2
E||∇uh||0,TE||uh||0,E 6

1

2
||uh||20,E + c2

Γ

hE
2
||∇uh||20,TE .

Combining this inequality with (5.3.17) leads to〈
µeff∇wuhh · n,uh

〉
E
>

1

2

hE
hE,⊥

(
µeff

hE
||uh||20,E

)
− c2

Γ

hE
2hE,⊥

(
µeff||∇uh||20,TE

)
.

The proof is concluded by taking the sum over all boundary edges and defining

c0 :=
1

2
min
E∈Gh

{
hE
hE,⊥

}
, c1 :=

c2
Γ

2
max
E∈Gh

{
hE
hE,⊥

}
,

which are only dependent on the shape regularity of the mesh.
(2): Let us consider a triangle T = conv {x0,x1,x2} such that by assumption M3

(see Subsection 5.2.1) and without loss of generality, x0 6∈ Γ, i.e., wuhh (x0) = 0.
Then we can show as an immediate consequence of the scaling argument (5.1.11b)
and the definition of wuhh in (5.3.6) (in particular wuhh (x0) = 0), that there
exists a constant c > 0 depending only on the mesh regularity, such that

∣∣∣∣∇wuhh ∣∣∣∣20,T 6

c
N∑
i=1
|uh (xi)|2 , if T ∩ Γ 6= ∅,

0, otherwise,
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where N ∈ {1, 2} is the number of vertices of T which are on the boundary.
Hence, denoting byNΓ the total number of boundary nodes, by cNB the maximum
number of triangles adjacent to a boundary node (which is bounded depending
on the smallest angle of the triangulation Th), using the inequality a2 + b2 6
2(a2 + b2 + ab), for a, b ∈ R, and (5.1.11c) component-wise, one can write

µeff

∣∣∣∣∇wuhh ∣∣∣∣20 6 µeffcNBc

NΓ∑
i=1

|uh (xi)|2 6 2µeffcNBc
∑
E∈Gh

3

hE
||uh||20,E .

Defining c2 := 6cNBc, which depends on the regularity of the mesh, gives the
desired estimate.
(3): The inequality (5.3.13) can be proven using scaling arguments (Lem.
5.1.2) similar to the previous ones. If all three vertices of a triangle T =
conv {x0,x1,x2} lie in the interior, then by the definition of wuhh (5.3.6) we
have

∣∣∣∣wuhh ∣∣∣∣0,T = 0. Otherwise, by assumption M3 and without loss of generality,

let x0 be an interior node, i.e., wuhh (x0) = 0. Then (5.1.11a) and the definition

of wuhh in (5.3.6) imply for each component wuh,ih of wuhh , i = 1, . . . , n,∣∣∣∣∣∣wuh,ih

∣∣∣∣∣∣2
0,T

=
|T |
6

(
wuh,ih (x1)2 + wuh,ih (x2)2 + wuh,ih (x1)wuh,ih (x2)

)
=
|T |
6

(
uih (x1)2 + uih (x2)2 + uih (x1)uih (x2)

)
,

(5.3.19)

where uih denotes the ith component of uh. Let us consider the polynomial

p (x, y, z) := (x+ y)2 + (x+ z)2 + (y + z)2 , x, y, z ∈ R,

which is non-negative and quadratic, thus has a local minimum. Let us calculate
z such that ∂p

∂z = 0:

0 =
∂p

∂z
= 2 (x+ z) + 2 (y + z) ⇐⇒ z? = −1

2
(x+ y) .

Then,

1

2
p (x, y, z) >

1

2
p (x, y, z?) =

1

2

(
3

2
x2 + xy +

3

2
y2

)
>

1

2

(
x2 + xy + y2

)
.

Using (5.1.11a), the above result with x ≡ uih (x1), y ≡ uih (x2), and z ≡ uih (x0),
and (5.3.19), we can estimate component-wise∣∣∣∣uih∣∣∣∣20,T =

|T |
6

1

2

[(
uih (x2)+uih (x1)

)2
+
(
uih (x2)+uih (x0)

)2
+
(
uih (x1)+uih (x0)

)2]
>
|T |
6

1

2

[
uih (x1)2+uih (x1)uih (x2)+uih (x2)2

]
=

1

2

∣∣∣∣∣∣wuh,ih

∣∣∣∣∣∣2
0,T
.

If only one vertex of T is on Γ we can further use a2 6 2
(
a2 + b2 + ab

)
and

obtain then, after summation over all T ∈ Th, the desired result with c3 := 4.
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(4): Let us recall that for a real, symmetric matrix M ∈ Rn×n, the Rayleigh
quotient for x ∈ Rn, defined as the ratio

RM (x) :=
xTMx

xTx
,

satisfies the property (known as theorem of Courant–Fischer/Min-Max principle
[CL02, Thm. 5.2])

λmin (M) 6 RM (x) 6 λmax (M) , ∀x ∈ Rn,

which is equivalent to

λmin (M)xTx 6 xTMx 6 λmax (M)xTx. (5.3.20)

Here λmin (M) and λmax (M) denote the smallest and largest eigenvalue of M ,
respectively. Note that if M is symmetric and positive semi-definite, then all
its eigenvalues are real and non-negative. Let us consider, w.l.o.g., the case
wuhh (x0) = 0 (we can argue analogous for two vertices in the interior) and a

component wuh,ih of wuhh , i = 1, . . . , n, with the notation wk := wuh,ih (xk), i.e.,
w0 = 0. As in the proof of Lemma 5.1.2 and with (5.3.20), we have

∣∣∣∣∣∣∇wuh,ih

∣∣∣∣∣∣2
0,T

= |T |
∣∣∣∣(B−TT )(w1

w2

)∣∣∣∣2 = |T |

(w1

w2

)T (
B−TT

)T (
B−TT

)
︸ ︷︷ ︸

=:M

(
w1

w2

)
> |T |

(
λmin (M)

(
w1

w2

)T (
w1

w2

))
= |T |λmin (M)

(
w2

1 + w2
2

)
> |T |λmin (M)

2

3

(
w2

1 + w2
2 + w1w2

)︸ ︷︷ ︸
= 6
|T |

∣∣∣∣∣∣wuh,i

h

∣∣∣∣∣∣2
0,T

=
4

λmax (M−1)

∣∣∣∣∣∣wuh,ih

∣∣∣∣∣∣2
0,T
, (5.3.21)

where we have used a2 + b2 > 2
3

(
a2 + b2 + ab

)
and that M symmetric, positive

semi-definite, and moreover invertible (since BT is invertible). By definition
M−1 = BT

TBT we can use (5.1.4) to obtain

M−1 =

(
||x1 − x0||2 (x2 − x0)T (x1 − x0)

(x2 − x0)T (x1 − x0) ||x2 − x0||2

)
=:

(
mT

1m1 mT
2m1

mT
2m1 mT

2m2

)
with m1 := x1 −x0 and m2 := x2 −x0. Therefore, the maximum eigenvalue of
M−1 is given by

λmax

(
M−1

)
=
||m1||2+||m2||2

2
+

√√√√√√
(
||m1||2+||m2||2

)2

4
−
(
||m1||2||m2||2− (mT

2m1︸ ︷︷ ︸
||m1||||m2||cos (∠ (m1,m2)) =

)2

)

6
||m1||2+||m2||2

2
+

√
||m1||4− 2||m1||2||m2||2+ ||m2||4+ 4||m1||2||m2||2

4

= ||m1||2+||m2||2 6 2h2
T , (5.3.22)
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where we have used cos (∠ (m1,m2))2 ∈ (0, 1) (for non-degenerate triangles)
and the fact that ||xi − xj || 6 hT for i, j = 0, 1, 2, i 6= j. Inserting (5.3.22)
into (5.3.21) and summing up the components yields the desired result with
c̃3 := 1

2 .

Utilizing the function wuhh defined in (5.3.10), the next lemma states stability
of the boundary velocity.

Lemma 5.3.7 (Part III – Boundary Control I).
Let α, δ, ρ, µeff , σ > 0 with µeff + σ > 0. For any (uh, ph) ∈ V 1

h×Q1
h, there exist

a function wh ∈ V 1
h and a constant C2 = C2 (α, δ) > 0 which is independent of

the physical parameters, of uh, and of h, such that

Ah [(uh, ph) ; (wh, 0)] >
c0

4

∑
E∈Gh

θ
µeff

hE
||uh||20,E − C2

|||uh|||2 +α
∑
T∈Th

h2
T

µ̂
||∇ph||20,T

 ,

where c0 is the constant defined in Lemma 5.3.6 and θ is given in (5.2.11b).

Proof: For a given pair (uh, ph) ∈ V 1
h ×Q1

h, let wh := θwuhh , where wuhh is the
function defined in Lemma 5.3.6. Then, we get

Ah [(uh, ph) ; (wh, 0)] = θµeff

(
∇uh,∇wuhh

)
+ θ

(
σuh,w

uh
h

)
− θ

〈
µeff∇uh · n,wuhh

〉
+ θ

〈
µeff∇wuhh · n,uh

〉
− θ

(
ph,∇ ·wuhh

)
+ θ

〈
phn,w

uh
h

〉
+ αθ

∑
T∈Th

h2
T

µ̂

(
σuh +∇ph, σwuhh

)
T

+ δ µ̂θ
(
∇ · uh,∇ ·wuhh

)
+ ρ µ̂θ

∑
x∈C
|Juh · nK (x)|2 .

Observing that the last term (corresponding to the corner stabilization) is always
non-negative, that θ 6 1, using the Cauchy–Schwarz inequality (Thm. 3.1.5),
and the inequalities (5.3.11), (5.3.12), and (5.3.13) leads to

Ah [(uh, ph) ; (wh, 0)] > −c
1
2
2 µ

1
2
eff||∇uh||0 θ

1
2︸︷︷︸

61

∑
E∈Gh

θ
µeff

hE
||uh||20,E

 1
2

− σc3||uh||20

− θ
〈
µeff∇uh · n,wuhh

〉︸ ︷︷ ︸
=:Q0

+c0

∑
E∈Gh

θ
µeff

hE
||uh||20,E

− c1µeff||∇uh||20−θ
(
ph,∇ ·wuhh

)
+ θ

〈
phn,w

uh
h

〉︸ ︷︷ ︸
=:Q1

+ αθ
∑
T∈Th

h2
T

µ̂

(
σuh +∇ph, σwuhh

)
T︸ ︷︷ ︸

=:Q2

+ δ µ̂θ
(
∇ · uh,∇ ·wuhh

)︸ ︷︷ ︸
=:Q3

. (5.3.23)
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Combining the Cauchy–Schwarz inequality (Thm. 3.1.5), the Cauchy–Schwarz
inequality for sums (Lem. 3.1.2), the trace inequality (4.1.6c), and the fact∣∣∣∣wuhh ∣∣∣∣0,E = ||uh||0,E we obtain

Q0 6 θµeff

∑
E∈Gh

(
hE
hE

) 1
2

||∇uh · nE ||0,E
∣∣∣∣wuhh ∣∣∣∣0,E

6 (c̃DTIµeff)
1
2 ||∇uh||0 θ

1
2︸︷︷︸

61

∑
E∈Gh

θ
µeff

hE
||uh||20,E

 1
2

. (5.3.24)

In order to bound the term Q1, we use the integration by parts formula, the
Cauchy–Schwarz inequality (Thm. 3.1.5), the Cauchy–Schwarz inequality for
sums (Lem. 3.1.2), the inequalities (5.3.14), (5.3.12), θµ̂ = µeff , and θ 6 1 to
obtain

Q1 =
∑
T∈Th

θ
(
∇ph,wuhh

)
T
6 θ

α ∑
T∈Th

h2
T

µ̂
||∇ph||20,T

 1
2
∑
T∈Th

µ̂

αh2
T

∣∣∣∣wuhh ∣∣∣∣20,T
 1

2

6

α ∑
T∈Th

h2
T

µ̂
||∇ph||20,T

 1
2 (

θ2µ̂c̃3

α

∣∣∣∣∇wuhh ∣∣∣∣20)
1
2

6

(
c2c̃3

α

) 1
2

α ∑
T∈Th

h2
T

µ̂
||∇ph||20,T

 1
2
∑
E∈Gh

θ
µeff

hE
||uh||20,E

 1
2

. (5.3.25)

Next, we observe that the term Q2, coming from the pressure stabilization, can
be bounded using the Cauchy–Schwarz inequality (Thm. 3.1.5), (5.2.7), θ 6 1,
the Cauchy–Schwarz inequality for sums (Lem. 3.1.2), Young’s inequality (Thm.
3.1.1 (ii)) with ε = 2, and (5.3.13) as

Q2 > −θα
1
2

α ∑
T∈Th

h2
T

µ̂
||∇ph||20,T

 1
2

∑
T∈Th

σh2
T

µ̂︸︷︷︸
61

σ
∣∣∣∣wuhh ∣∣∣∣20,T


1
2

− θασc3||uh||20

> −

α ∑
T∈Th

h2
T

µ̂
||∇ph||20,T

 1
2

(ασ)
1
2 c3||uh||0 − ασc3||uh||20

> −1

4
α
∑
T∈Th

h2
T

µ̂
||∇ph||20,T −

(
c2

3 + c3

)
ασ||uh||20. (5.3.26)

Finally, the Cauchy–Schwarz inequality (Thm. 3.1.5), Corollary 3.1.4, (5.3.12),
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and (µ̂θ)
1
2 = µ

1
2
eff allow also to conclude

Q3 > −δ (µ̂θN)
1
2 ||∇ · uh||0 (µ̂θ)

1
2
∣∣∣∣∇wuhh ∣∣∣∣0

> − (δNc2)
1
2

(
δ µ̂||∇ · uh||20

) 1
2

∑
E∈Gh

θ
µeff

hE
||uh||20,E

 1
2

. (5.3.27)

Inserting (5.3.24), (5.3.25), (5.3.26), and (5.3.27) into (5.3.23), and reordering
the terms yields

Ah [(uh, ph) ; (wh, 0)] > c0

∑
E∈Gh

θ
µeff

hE
||uh||20,E − c1µeff||∇uh||20

−
(
c3 + α

(
c2

3 + c3

))
σ||uh||20

−
(
c

1
2
2 + c̃

1
2
DTI

)
µ

1
2
eff||∇uh||0

∑
E∈Gh

θ
µeff

hE
||uh||20,E

 1
2

− 1

4
α
∑
T∈Th

h2
T

µ̂
||∇ph||20,T

−
(
c2c̃3

α

) 1
2

α∑
T∈Th

h2
T

µ̂
||∇ph||20,T

 1
2
∑
E∈Gh

θ
µeff

hE
||uh||20,E

 1
2

− (δNc2)
1
2

(
δ µ̂||∇ · uh||20

) 1
2

∑
E∈Gh

θ
µeff

hE
||uh||20,E

 1
2

.

Applying three times the Young inequality yields, for any ε > 0,

Ah [(uh, ph) ; (wh, 0)] > c0

∑
E∈Gh

θ
µeff

hE
||uh||20,E − c1µeff||∇uh||20

−
(
c3 + α

(
c2

3 + c3

))
σ||uh||20 −

(
c

1
2
2 + c̃

1
2
DTI

)2µeff

2ε
||∇uh||20

− ε

2

∑
E∈Gh

θ
µeff

hE
||uh||20,E −

1

4
α
∑
T∈Th

h2
T

µ̂
||∇ph||20,T

− c2c̃3

2αε
α
∑
T∈Th

h2
T

µ̂
||∇ph||20,T −

ε

2

∑
E∈Gh

θ
µeff

hE
||uh||20,E

− δNc2

2ε
δ µ̂||∇ · uh||20 −

ε

2

∑
E∈Gh

θ
µeff

hE
||uh||20,E .

123



5 A Robust Finite Element Method for the Brinkman Problem

Choosing ε = c0
2 allows to conclude

Ah [(uh, ph) ; (wh, 0)] >
c0

4

∑
E∈Gh

θ
µeff

hE
||uh||20,E

−

c1 +

(
c

1
2
2 + c̃

1
2
DTI

)2

c0

µeff||∇uh||20

−
(
c3 + α

(
c2

3 + c3

))
σ||uh||20 −

δNc2

c0

(
δ µ̂||∇ · uh||20

)
−
(

1

4
+
c2c̃3

αc0

)
α
∑
T∈Th

h2
T

µ̂
||∇ph||20,T .

The proof is completed by defining

C2 := max

c1 +

(
c

1
2
2 + c̃

1
2
DTI

)2

c0
,
(
c3 + α

(
c2

3 + c3

))
,
δNc2

c0
,
1

4
+
c2c̃3

αc0

 .

Remark 5.3.8 (On the Behavior of C2).
The constant C2 depends on the stabilization parameters α and δ, and for α� 1
we have C2 ∼ 1

α .

Remark 5.3.9 (On the Role of θ).
We observe that the scaling of the velocity test function in Lemma 5.3.7 (and the
norm of the velocity at the boundary) by θ allows to derive robust (independent
of the physical parameters) stability estimates for the terms involving µ̂∇ ·wh.
In detail, this scaling (and the equality µ̂θ = µeff) is in particular crucial for
obtaining the estimates for Q1 and Q3 in the proof of Theorem 5.3.7, which are
valid for µeff −→ 0. Notice as well that the scaling by θ implies that the test
function θwuhh vanishes in the Darcy limit (µeff = 0).

The fourth test function pair, utilized to show the fulfillment of the inf-sup
condition, is related to the control of the normal velocity at the boundary, which
is particularly important in order to guarantee stability towards the Darcy limit,
i.e., for µeff = 0.

For the proof of the subsequent lemma, in particular the assumptions M1 and
M2 on the mesh ((5.2.2) and (5.2.4)) will be used.

Lemma 5.3.10. Let us assume that the family of triangulations {Th}h>0 sat-
isfies M1, M2 ( (5.2.2), (5.2.4)), and assumption M3. For a given uh ∈ V 1

h,
let us define quhh ∈ Q

1
h as the function whose values at the boundary nodes are

uniquely defined to satisfy the L2-projection property〈
quhh , ϕh

〉
= −

∑
E∈Gh

1

hE
〈uh · nE , ϕh〉E , ∀ϕh ∈ Q1

h, (5.3.28)
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and its value at the interior nodes is given by a constant cq, chosen in order to
satisfy

∫
Ω q

uh
h = 0.

Then the function quhh has the following properties:

1. There exists a constant c4 > 0, depending only on η0, such that∑
E∈Gh

hE
∣∣∣∣quhh ∣∣∣∣20,E 6 c4

∑
E∈Gh

1

hE
||uh · nE ||20,E . (5.3.29)

2. There exists a constant c5 > 0, depending only on η0, such that

−
〈
quhh ,uh ·n

〉
>

1

2

∑
E∈Gh

1

hE
||uh ·nE ||20,E − c5

∑
x∈C
|Juh · nK (x)|2 . (5.3.30)

3. There exists a constant c6 > 0, depending only on the properties of the
mesh, such that ∣∣∣∣quhh ∣∣∣∣20 6 c6

∑
E∈Gh

1

hE
||uh · nE ||20,E (5.3.31)

and ∑
T∈Th

h2
T

∣∣∣∣∇quhh ∣∣∣∣20,T 6 c6c
2
I

∑
E∈Gh

1

hE
||uh · nE ||20,E . (5.3.32)

Proof:
(1): In order to prove (5.3.29), for simplicity and without loss of generality,
consider the case of a boundary with a single connected component. In this
case, let us number the boundary nodes as x1, . . . ,xNΓ

and the boundary edges
as E1, . . . , ENΓ

such that the edge Ei connects the nodes xi and xi+1, for all
i ∈ {1, . . . , NΓ}. Moreover, we identify xNΓ+1 with x1, so that the above defined
convention is well-defined also for i = NΓ. To simplify the notation, let us
abbreviate hi = hEi and qi = quhh (xi). We now consider a function ϕh ∈ Q1

h

defined at each node xi of the mesh by

ϕh (xi) :=

{
hiqi, xi ∈ Γ,

cϕ, otherwise,

where cϕ is a constant defined in order to have
∫

Ω ϕh = 0.
We will first prove that there exists a constant ĉ > 0, independent of quhh and

hi, such that for any Ei ∈ Gh it holds

hi

∫
Ei

|quhh |
2 6 ĉ

∫
Ei

quhh ϕh. (5.3.33)

This will justify the particular bound in assumption (5.2.2). On any boundary
edge Ei, by the linearity of quhh and ϕh, the application of Simpson’s rule (Thm.
5.1.1) yields∫

Ei

quhh ϕh =
hi
6

(
2hiq

2
i + (hi + hi+1) qiqi+1 + 2hi+1q

2
i+1

)
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and ∫
Ei

|quhh |
2 =

hi
3

(
q2
i + qiqi+1 + q2

i+1

)
.

If qi = 0, (5.3.33) holds if hi
hi+1

6 ĉ, i.e., with ĉ > η0 in (5.2.2). Assume now that

qi 6= 0 and set η := hi+1

hi
and t := qi+1

qi
. The inequality (5.3.33) is then equivalent

to the inequality

1 + t+ t2 6
ĉ

2

(
2 + (1 + η) t+ 2ηt2

)
.

Since η > 0, 1+t+t2 > 0, for all t ∈ R, and (by assumption (5.2.2)) η ∈ [1/η0, η0],
the above condition is equivalent to

inf
1
η0

6η6η0

t∈R

2 + (1 + η) t+ 2ηt2

1 + t+ t2
> 0.

Since the polynomial in the denominator is always strictly positive, the whole
infimum is strictly positive if the numerator as a polynomial in t is strictly
positive for all t ∈ R and for all η ∈ [1/η0, η0]. We observe that it has a strictly
positive value for t = 0. Hence, this polynomial is strictly positive for all
t ∈ R if and only if it has no zeros, which is equivalent to its discriminant
D (η) := (1 + η)2 − 16η having no real square roots for the selected range of
η. The discriminant D (η) vanishes if η = 7 ± 4

√
3 and is strictly negative

if η ∈
(
7− 4

√
3, 7 + 4

√
3
)

=
(

1
7+4
√

3
, 7 + 4

√
3
)

. Hence, D (η) is negative if

η0 < 7 + 4
√

3, which is exactly the bound given in assumption (5.2.2). Estimate
(5.3.33) is therefore proven by setting

ĉ = ĉ(η0) := max

η0, 2

 inf
1
η0

6η6η0

t∈R

2 + (1 + η) t+ 2ηt2

1 + t+ t2


−1 .

Using Simpson’s rule (Thm. 5.1.1) for ||ϕh||20,Ei and
∣∣∣∣quhh ∣∣∣∣20,Ei , and the assump-

tion hi+1

hi
6 η0, yields on any boundary edge Ei

1

hi
||ϕh||20,Ei =

1

hi

hi
6

(
h2
i |qi|2 + |hiqi + hi+1qi+1|2 + h2

i+1|qi+1|2
)

6
1

hi

(
h2
i

∣∣∣∣quhh ∣∣∣∣20,Ei + hihi+1

∣∣∣∣quhh ∣∣∣∣20,Ei + h2
i+1

∣∣∣∣quhh ∣∣∣∣20,Ei)
= hi

(
1 +

hi+1

hi
+

(
hi+1

hi

)2
)∣∣∣∣quhh ∣∣∣∣20,Ei

6
(
1 + η0 + η2

0

)
hi
∣∣∣∣quhh ∣∣∣∣20,Ei . (5.3.34)

Summing (5.3.33) over all boundary edges and using (5.3.28), the Cauchy–
Schwarz inequality (Thm. 3.1.5), the Cauchy–Schwarz inequality for sums
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(Lem. 3.1.2), (5.3.34), and the Young inequality (Thm. 3.1.1) yields∑
E∈Gh

hE
∣∣∣∣quhh ∣∣∣∣20,E 6 ĉ

〈
quhh , ϕh

〉
= −ĉ

∑
E∈Gh

1

hE
〈uh · nE , ϕh〉E

6 ĉ

∑
E∈Gh

1

hE
||uh · nE ||20,E

 1
2
∑
E∈Gh

1

hE
||ϕh||20,E

 1
2

6 ĉ

ε
2

∑
E∈Gh

1

hE
||uh · nE ||20,E +

(
1 + η0 + η2

0

)
2ε

∑
E∈Gh

hE
∣∣∣∣quhh ∣∣∣∣20,E

 .

Choosing ε := ĉ
(
1 + η0 + η2

0

)
leads to∑

E∈Gh

hE
∣∣∣∣quhh ∣∣∣∣20,E 6 ĉ2

(
1 + η0 + η2

0

) ∑
E∈Gh

1

hE
||uh · nE ||20,E .

Estimate (5.3.29) is obtained defining c4 := ĉ2
(
1 + η0 + η2

0

)
, which only depends

on η0.
(2): To prove the inequality (5.3.30), let us consider the function ϕh ∈ Q1

h such
that, at the mesh nodes x, it holds

ϕh (x) :=


uh · n (x) , for x ∈ Γ \ C,
1
2 (uh · nE (x) + uh · nE′ (x)) ,

for x ∈ C, with
E ∩ E′ = x, E,E′ ∈ Gh,

cϕ, otherwise,

with a constant cϕ defined in order to have
∫

Ω ϕh = 0. Remember that C is the
set of corner nodes at the boundary, see (5.2.1).
Using (5.3.28), the Cauchy–Schwarz inequality (Thm. 3.1.5), and the Young
inequality (Thm. 3.1.1) we obtain, for any ε > 0,

−
〈
quhh ,uh · n

〉
= −

〈
quhh , ϕh

〉
−
〈
quhh ,uh · n− ϕh

〉
=
∑
E∈Gh

1

hE
〈uh · nE , ϕh〉E −

∑
E∈Gh

〈
quhh ,uh · nE − ϕh

〉
E

=
∑
E∈Gh

1

hE
〈uh · nE ,uh · nE − (uh · nE − ϕh)〉E

−
∑
E∈Gh

〈
quhh ,uh · nE − ϕh

〉
E

=
∑
E∈Gh

1

hE
||uh · nE ||20,E −

∑
E∈Gh

1

hE
〈uh · nE ,uh · nE − ϕh〉E

−
∑
E∈Gh

〈
quhh ,uh · nE − ϕh

〉
E

>
∑
E∈Gh

1

hE

((
1− ε

2

)
||uh · nE ||20,E −

1

ε
||uh · nE − ϕh||20,E

)
− ε

2

∑
E∈Gh

hE
∣∣∣∣quhh ∣∣∣∣20,E . (5.3.35)
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By the definition of ϕh, the function (uh · n− ϕh) |E∈Gh might be different from
zero only on boundary edges that are adjacent to a corner. Thus, let us consider
a corner node xc ∈ C with an adjacent edge E = xixc. It holds

|(uh · nE − ϕh) (xc)| =
1

2
|Juh · nEK (xc)| and (uh · nE − ϕh) (xi) = 0,

which yields due to Simpson’s rule (Thm. (5.1.1))

||uh · nE − ϕh||20,E =
1

12
hE |Juh · nEK (xc)|2 . (5.3.36)

Thus, inserting (5.3.29) and (5.3.36) into (5.3.35) and choosing ε := 1
c4+1 we

obtain

−
〈
quhh ,uh · n

〉
>

1

2

∑
E∈Gh

1

hE
||uh · nE ||20,E − c5

∑
x∈C
|Juh · nK (x)|2 ,

with c5 := 2 c4+1
12 (since every corner is contained in two boundary edges), which

only depends on η0.
(3): To prove (5.3.31), let us first introduce a continuous, element-wise linear
function quh0 , which coincides with quhh on the boundary Γ and vanishes at all
the interior nodes, i.e.,

quh0 (xi) :=

{
quhh (xi) , xi ∈ Γ,

0, otherwise,

and a continuous, element-wise linear function ψh vanishing on the boundary
and being equal to 1 at all the interior nodes, i.e.,

ψh (xi) :=

{
0, xi ∈ Γ,

1, otherwise.

By linearity we have the representation

quhh = quh0 + cqψh, (5.3.37)

where cq is described in Lemma 5.3.10.
Integrating (5.3.37) and using the property

∫
Ω q

uh
h = 0 yields

cq = −
∫
Ω q

uh
0∫

Ω ψh
and |cq| 6

||quh0 ||0|Bh|
1
2∫

Ω ψh
,

where for the second estimate the Cauchy–Schwarz inequality (Thm. 3.1.5),
the fact that quh0 is different from 0 only on Bh (defined in (5.2.3)), and∫
Ω ψh > 0 were used. Hence, with the triangle inequality, the definition of ψh,

and assumption (5.2.4) (which guarantees the existence of ω < 1 such that for
all h it holds |Bh| 6 ω|Ω|), it follows∣∣∣∣quhh ∣∣∣∣0 6 ||quh0 ||0 + |cq|||ψh||0 6

(
1 +
||ψh||0|Bh|

1
2∫

Ω ψh

)
||quh0 ||0

6

(
1 +
|Ω|

1
2 |Bh|

1
2

|Ω| − |Bh|

)
||quh0 ||0 6

(
1 +

ω
1
2

1− ω

)
||quh0 ||0. (5.3.38)

128



5.3 Stability and Convergence

Since 0 < ω < 1, the coefficient inside the parentheses is always strictly larger
than one (and it approaches one on fine meshes).

By the definition of quh0 we have

||quh0 ||
2
0 =

∑
T∈Bh

||quh0 ||
2
0,T .

Let us first consider a triangle TE with TE∩Γ = E and without loss of generality
E = x1x2, i.e., in particular x0 is an interior node and thus quh0 (x0) = 0. Then
the scaling arguments (Lem. 5.1.2) yield

||quh0 ||
2
0,TE

=
|TE |

6

(
quhh (x1)2 + quhh (x2)2 + quhh (x1) quhh (x2)

)
and

hE
∣∣∣∣quhh ∣∣∣∣20,E =

h2
E

3

(
quhh (x1)2 + quhh (x2)2 + quhh (x1) quhh (x2)

)
.

The area of the triangle TE is given by |TE | = 1
2hEhE,⊥, with hE,⊥ denoting

the height of TE with respect to the edge E. Including also triangles with only
one vertex at the boundary (recall assumption M3) we obtain

||quh0 ||
2
0 6 cNB

1

4
max
E∈Gh

{
hE,⊥
hE

} ∑
E∈Gh

hE
∣∣∣∣quhh ∣∣∣∣20,E , (5.3.39)

where cNB is the maximum number of triangles adjacent to a boundary node.
Inserting (5.3.39) into (5.3.38) and using (5.3.29) proves (5.3.31) with a constant

c6 := cNB
c4

4
max
E∈Gh

{
hE,⊥
hE

}(
1 +

ω
1
2

1− ω

)2

,

thus depending on cNB, ω, the shape regularity of the mesh, and η0 through c4.
Finally, (5.3.32) can be obtained combining the inverse inequality (4.1.3a) on
each triangle and (5.3.31):

∑
T∈Th

h2
T

∣∣∣∣∇quhh ∣∣∣∣20,T 6 c2
I

∑
T∈Th

∣∣∣∣quhh ∣∣∣∣20,T 6 c6c
2
I

∑
E∈Gh

1

hE
||uh · nE ||20,E .

Finally, we are able to show control of the normal velocity for arbitrary values
of physical parameters.

Lemma 5.3.11 (Part IV – Boundary Control II).
Let δ, ρ > 0, α > 0, and µeff , σ > 0 with µeff + σ > 0 and let us assume that
the family of triangulations {Th}h>0 satisfies (5.2.2), (5.2.4), and assumption
M3. Then, for any (uh, ph) ∈ V 1

h × Q1
h, there exists a function qh ∈ Q1

h and
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a constant C3 = C3 (α, δ, ρ) > 0 independent of the physical parameters, of uh,
and of h, such that

Ah [(uh, ph) ; (0, qh)] >
1

4

∑
E∈Gh

µ̂

hE
||uh · nE ||20,E

− C3

|||uh|||2+ρµ̂∑
x∈C
|Juh · nK(x)|2+α

∑
T∈Th

h2
T

µ̂
||∇ph||20,T

 .

Proof: Let (uh, ph) ∈ V 1
h ×Q1

h and let qh := µ̂ quhh , where quhh is the function
defined in Lemma 5.3.10. Using the Cauchy–Schwarz inequality (Thm. 3.1.5),
Young’s inequality (Thm. 3.1.1), (5.3.30), (5.3.31), (5.3.32), and (5.2.7) we
obtain

Ah [(uh, ph) ; (0, qh)] =
(
∇ · uh, µ̂ quhh

)
−
〈
µ̂ quhh ,uh · n

〉
+ α

∑
T∈Th

h2
T

µ̂

(
σuh +∇ph, µ̂∇quhh

)
T

> − 1

2ε
µ̂δ ||∇ · uh||20 −

εµ̂

2δ

∣∣∣∣quhh ∣∣∣∣20 − µ̂ 〈quhh ,uh · n
〉

− α
∑
T∈Th

h2
T

µ̂

(
σ2 1

2ε′
||uh||20,T + µ̂2 ε

′

2

∣∣∣∣∇quhh ∣∣∣∣20,T)

− α
∑
T∈Th

h2
T

µ̂

(
1

2ε′
||∇ph||20,T + µ̂2 ε

′

2

∣∣∣∣∇quhh ∣∣∣∣20,T)

>

(
1

2
− ε

2δ
c6 − αc2

Ic6ε
′
) ∑
E∈Gh

µ̂

hE
||uh · nE ||20,E

− c5

ρ
ρ µ̂
∑
x∈C
|Juh · nK (x)|2 − 1

2ε
µ̂δ ||∇ · uh||20

− α 1

2ε′

∑
T∈Th

σh2
T

µ̂︸︷︷︸
61

σ||uh||20,T − α
1

2ε′

∑
T∈Th

h2
T

µ̂
||∇ph||20,T ,

for any ε, ε′ > 0. The proof is completed by choosing ε = δ
4c6

, ε′ = 1
8αc6c2I

, and

defining

C3 := max

{
c5

ρ
,
2c6

δ
, 4α2c6c

2
I , 4αc6c

2
I

}
,

which depends on the shape-regularity of the mesh and on the three stabilization
parameters.

Remark 5.3.12 (On the Behavior of C3).
In the proof of Lemma 5.3.11, δ−1 appears in the stability constant C3. This is
due to the fact that the integral

(
∇ · uh, µ̂ quhh

)
has to be estimated in particular

in the Darcy limit (µeff = 0) where the gradient of the velocity has disappeared.
Notice that, in order to assure the validity of Lemma 5.3.11, both, grad-div
and corner stabilization, are required (i.e., δ, ρ > 0). In particular, it holds
C3 = O

(
δ−1 + ρ−1

)
for small values of δ and ρ. Moreover, α > 0 is not required.
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Remark 5.3.13 (On the Role of the Grad-Div Stabilization).
The proof of Lemma 5.3.11 clarifies the importance of the grad-div stabilization.
Its presence provides not only control of the divergence norm of the velocity but
it also allows to control the terms containing the divergence of the velocity in the
formulation in a robust way for µeff , σ > 0. Alternative estimates (without using
a grad-div stabilization) could introduce non-robust dependencies, e.g., on µ−1

eff

(appearing when trying to obtain control via Corollary 3.1.4 through µeff||∇uh||20),
on σ−1 (when trying to control the terms via inverse estimates and σ||uh||20), or
on h−1 (via integration by parts and incorporation into the pressure gradient
term in the energy norm (5.2.11a)).

Remark 5.3.14 (On the Role of µ̂).
The scaling of the stabilization terms by µ̂, depending on the characteristic length
`Ω, allows to obtain stability estimates independent of the physical parameters.
An element-dependent scaling µ̂T := µeff + σh2

T (a suitable alternative for the
case of essential boundary conditions, see, e.g., [BC09]) instead of µ̂ for the
grad-div stabilization (and thus an element-wise divergence norm in (5.2.11a))
would not allow to uniformly bound the term

(
∇ · uh, µ̂ quhh

)
in the proof of

Lemma 5.3.11, since µ̂ > µ̂T and not the opposite. Note that a function qh of
the form qh|T := µ̂T q

uh
h |T is in general not continuous and thus cannot be used

as a pressure test function.

Remark 5.3.15 (On the Role of the Corner Stabilization).
The Lemmata 5.3.10 and 5.3.11 highlight the role of the corner stabilization.
This stabilization is required here in order to allow control on the normal velocity
at the boundary through the integral 〈qhn,uh〉.

Since n (and thus also the normal velocity uh ·n) is discontinuous at corners,
quhh of the form quhh |T := (∇ · uh) |T such that

(
quhh · n

)
|
E∈Gh

= (uh · n) |E∈Gh
- which would yield the desired control in Lemma 5.3.10 in a straightforward
manner - is discontinuous and thus not allowed as test function in Q1

h.

We observe that the corner stabilization is only required to prove stability in
the Darcy limit (µeff = 0). In fact, restricting to the case of a positive effective
viscosity, Lemma 5.3.7 is sufficient to assure the required control on the velocity
at the boundary. In other words, the Lemmata 5.3.10 and 5.3.11 are important
for the stability of the penalty-free non-symmetric Nitsche method for the dual
Darcy problem with continuous, element-wise linear finite element spaces.

Inf-Sup Stability

The previously proven lemmata allow to prove inf-sup stability of the bilinear
form (5.2.10b), which is stated in the following theorem.

Theorem 5.3.16 (Inf-Sup Stability).
Let α, δ, ρ > 0 and µeff , σ > 0 with µeff +σ > 0, and let us assume that the family
of triangulations {Th}h>0 fulfills the assumptions M1, M2 ( (5.2.2), (5.2.4)),
and M3. Then there exists a constant βh > 0, independent of the physical
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parameters and of h, such that

inf
(uh,ph)∈V 1

h×Q1
h\{(0,0)}

(
sup

(vh,qh)∈V 1
h×Q1

h\{(0,0)}

(
Ah [(uh, ph) ; (vh, qh)]

|||(uh, ph)|||h|||(vh, qh)|||h

))
> βh.

Moreover, β−1
h = O

(
α−1

(
α−1 + (δ + ρ)−1

))
for α, δ, ρ� 1.

Proof: Let (uh, ph) ∈ V 1
h ×Q1

h. For the sake of simplicity, let us introduce the
following notation:

ξ0 := |||(uh, ph)|||2h −
||ph||20
µ̂
−
∑
E∈Gh

θ
µeff

hE
||uh||20,E −

∑
E∈Gh

µ̂

hE
||uh · nE ||20,E ,

ξ1 :=
||ph||20
µ̂

,

ξ2 :=
∑
E∈Gh

θ
µeff

hE
||uh||20,E ,

ξ3 :=
∑
E∈Gh

µ̂

hE
||uh · nE ||20,E ,

ξ4 := ρ µ̂
∑
x∈C
|Juh · nK (x)|2 ,

such that ξ0, ξ1, ξ2, ξ3, ξ4 > 0 and |||(uh, ph)|||2h = ξ0 + ξ1 + ξ2 + ξ3 (see (5.2.11a)).
Now we can rewrite and summarize the estimates proven in Lemmata 5.3.2,
5.3.4 (with vh denoting the test function (5.3.3)), 5.3.7, and 5.3.11 as

Ah
[
(uh, ph) ;C−1

0 (uh, ph)
]
> ξ0,

Ah [(uh, ph) ; 2 (vh, 0)] > ξ1 − 2C1 (ξ0 + ξ2 − ξ4)

> ξ1 − 2C1 (ξ0 + ξ2) > ξ1 − 2C1 (ξ0 + ξ2 + ξ3) ,

Ah
[
(uh, ph) ; 4c−1

0

(
θwuhh , 0

)]
> ξ2 −

4C2

c0
(ξ0 − ξ4) > ξ2 −

4C2

c0
ξ0,

Ah
[
(uh, ph) ; 4

(
0, µ̂ quhh

)]
> ξ3 − 4C3ξ0.

Summing up the last two inequalities leads to

Ah
[
(uh, ph) ;

(
4c−1

0 θwuhh , 4µ̂ quhh
)]

> ξ2 + ξ3 − Ĉ2ξ0,

where Ĉ2 := 4C2
c0

+ 4C3. Consider first a test function
(
z1
h, r

1
h

)
∈ V 1

h×Q1
h of the

form (
z1
h, r

1
h

)
:= (1− η1)C−1

0 (uh, ph) + η1

(
4c−1

0 θwuhh , 4µ̂ quhh
)
,

depending on a parameter η1 ∈ (0, 1) (such that both coefficients are strictly
positive) which will be determined later. Then it holds

Ah
[
(uh, ph) ;

(
z1
h, r

1
h

)]
>
(

1− η1 − Ĉ2η1

)
ξ0 + η1 (ξ2 + ξ3) .

132



5.3 Stability and Convergence

Hence, defining

η1 :=
1

Ĉ2 + 2
∈
(

0,
1

2

)
gives 1− η1 − Ĉ2η1 = η1 and thus

Ah
[
(uh, ph) ;

(
z1
h, r

1
h

)]
>

1

Ĉ2 + 2
(ξ0 + ξ2 + ξ3) .

Next, consider a test function
(
z2
h, r

2
h

)
∈ V 1

h ×Q1
h of the form(

z2
h, r

2
h

)
:= (1− η2)

(
Ĉ2 + 2

) (
z1
h, r

1
h

)
+ η2 (2vh, 0) ,

depending on a parameter η2 ∈ (0, 1) to be determined later. This yields

Ah
[
(uh, ph) ;

(
z2
h, r

2
h

)]
> (1− η2 − 2C1η2) (ξ0 + ξ2 + ξ3) + η2ξ1.

Therefore, the choice

η2 :=
1

2C1 + 2
∈
(

0,
1

2

)
gives 1− η2 − 2C1η2 = η2 and leads to

Ah
[
(uh, ph) ;

(
z2
h, r

2
h

)]
>

1

2C1 + 2
(ξ0 + ξ1 + ξ2 + ξ3) =

1

2C1 + 2
|||(uh, ph)|||2h.

It remains to control the norm of the above constructed test function
(
z2
h, r

2
h

)
.

From Corollary 3.1.4, the definition of vh in (5.3.3), its properties stated in
(5.3.4), and (5.2.7) we have

|||(vh, 0)|||2h = µeff||∇vh||20 + σ||vh||20 + δ µ̂||∇ · vh||20 6 c2
Ω (1 +Nδ)

||ph||20
µ̂

.

Moreover, from Lemma 5.3.6 and using θ 6 1 and θµ̂ = µeff , we infer∣∣∣∣∣∣(θwuhh , 0
)∣∣∣∣∣∣2

h
6
(
c2

3 + c2 + δNc2 + 1
)
|||(uh, ph)|||2h,

and (5.3.31) and (5.3.32) result in

∣∣∣∣∣∣(0, µ̂ quhh )∣∣∣∣∣∣2h = µ̂2

∣∣∣∣quhh ∣∣∣∣20
µ̂

+ µ̂2α
∑
T∈Th

h2
T

µ̂

∣∣∣∣∇quhh ∣∣∣∣20,T
6 c6

(
1 + αc2

I

)
|||(uh, ph)|||2h.

Hence, we can estimate with the triangle inequality, Corollary 3.1.3, and since
0 < η1 <

1
2 and 0 < η2 <

1
2 ,∣∣∣∣∣∣(z1

h, r
1
h

)∣∣∣∣∣∣2
h
6 2 (1− η1)2C−2

0 |||(uh, ph)|||2h
+ 2η2

1

(
32c−2

0

∣∣∣∣∣∣(θwuhh , 0
)∣∣∣∣∣∣2

h
+ 32

∣∣∣∣∣∣(0, µ̂ quhh )∣∣∣∣∣∣2h)
6

(
2C−2

0 + 16

((
c2

3 + c2 + δNc2 + 1
)

c2
0

+ c6

(
1 + αc2

I

)))
|||(uh, ph)|||2h,
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∣∣∣∣∣∣(z2
h, r

2
h

)∣∣∣∣∣∣2
h
6 2η2

2|||(2vh, 0)|||2h + 2 (1− η2)2
(
Ĉ2 + 2

)2 ∣∣∣∣∣∣(z1
h, r

1
h

)∣∣∣∣∣∣2
h

6

(
2c2

Ω (1 +Nδ) + 4
(
Ĉ2 + 2

)2 (
C−2

0

+
8
(
c2

3 + c2 + δNc2 + 1
)

c2
0

+ 8c6

(
1 + αc2

I

)))
|||(uh, ph)|||2h.

which allows to conclude

Ah
[
(uh, ph) ;

(
z2
h, r

2
h

)]
> βh |||(uh, ph)|||h

∣∣∣∣∣∣(z2
h, r

2
h

)∣∣∣∣∣∣
h

with

βh = (2C1 + 2)−1

[
2c2

Ω (1 +Nδ)

+ 4
(
Ĉ2 + 2

)2
(
C−2

0 +
8
(
c2

3 + c2 + δNc2 + 1
)

c2
0

+ 8c6

(
1 + αc2

I

))]− 1
2

.

The behavior for small values of stabilization parameters follows from C0 = O(1),
C1 = O

(
α−1

)
, C2 = O(α−1), and C3 = O

(
δ−1 + ρ−1

)
.

Corollary 5.3.17 (Existence of a Unique Solution).
The discrete problem (5.2.10) has a unique solution (is well-posed).

Proof: This is a direct consequence of the inf-sup stability (Thm. 5.3.16), as
described in Theorem 4.1.1.

5.3.2 A Priori Error Analysis

Based on the well-posedness result (Thm. 5.3.16 and Cor. 5.3.17), the approxi-
mation error of the finite element method 5.2.10 can be analyzed. Therefore,
we will discuss the consistency, the Galerkin orthogonality, approximability
properties, and finally derive an error estimate predicting the convergence order.

Consistency and Galerkin Orthogonality

Firstly, let us observe that the proposed stabilized penalty-free non-symmetric
Nitsche method is consistent and satisfies the Galerkin orthogonality property.

Lemma 5.3.18 (Consistency).
The stabilized, penalty-free non-symmetric Nitsche formulation (5.2.10) is con-
sistent with the original problem (3.2.8), i.e., for the solution (u, p) ∈H2 (Ω)×
H1 (Ω) of (3.2.8) it holds

Ah [(u, p) ; (vh, qh)] = Lh [(vh, qh)] , ∀ (vh, qh) ∈ V 1
h ×Q1

h.
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Proof: Let (u, p) ∈H2 (Ω)×H1 (Ω) be the solution of (3.2.8). Integration by
parts can be used to obtain

(µeff∇u,∇vh)− (p,∇ · vh)− 〈(µeff∇u− pI) · n,vh〉 = (−µeff∆u+∇p,vh) .

Further using the momentum balance and the divergence constraint of the
Brinkman problem (3.2.8), combined with the consistency of the Nitsche method
and the stabilizations (see Subsection 4.3.2 and Remarks 5.2.3 and 5.2.4) we
can show

Ah [(u, p) ; (vh, qh)] = (−µeff∆u+∇p+ σu,vh) + (∇ · u, qh)

+ 〈(µeff∇vh − qhI) · n,u〉+ SGLS,lhsh,α [(u, p) ; (vh, qh)]

+ SGD,lhsh,δ [(u,vh)] + SC,lhsh,ρ [(u,vh)]

= (f ,vh) + (g, qh) + 〈(µeff∇vh − qhI) · n,0〉

+ SGLS,rhsh,α [(vh, qh)] + SGD,rhsh,δ [vh] + SC,rhsh,ρ [vh]

= Lh [(vh, qh)] , ∀ (vh, qh) ∈ V 1
h ×Q1

h.

In the last equality, the boundary conditions of problem (3.2.8) were used.

Lemma 5.3.19 (Galerkin Orthogonality).
Assume that (u, p) ∈H2(Ω)×H1(Ω) solves (3.2.8) and let (uh, ph) ∈ V 1

h×Q1
h

be the solution of (5.2.10a). Then,

Ah [(u− uh, p− ph) ; (vh, qh)] = 0, ∀ (vh, qh) ∈ V 1
h ×Q1

h.

Proof: The result follows from the consistency of the discrete formulation (Lem.
5.3.18) and the conformity of the triangulation.

Approximability

The next lemma is related to the quality of approximations in V 1
h/Q

1
h with

respect to the mesh-dependent norm.

Lemma 5.3.20 (Approximability).

Let ILa
h,1 ( · ) be the Lagrange interpolation operator onto V 1

h and ISZ
∫ 0

h,1 ( · ) the

modified Scott–Zhang interpolation operator onto Q1
h (see Section 5.1). Then

for (u, p) ∈H2 (Ω)×H1 (Ω) and σ, µeff > 0 with µeff + σ > 0, it holds∣∣∣∣∣∣∣∣∣∣∣∣(u− ILa
h,1 (u) , p− ISZ

∫ 0

h,1 (p)

)∣∣∣∣∣∣∣∣∣∣∣∣2
h

6 h2

[
c2

Laµ̂ (1 +Nδ + 2cDT) |u|22

+c̃2
SZ

1

µ̂
(1 + α) |p|21

]
,

(5.3.40)

where cLa and cSZ in c̃2
SZ = 2c2

SZ max
T∈Th

{#S (T )} are the constants defined in

(5.1.1) and (5.1.2b).
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Proof: We start by estimating the bulk terms of the norm |||(·, ·)|||2h using Corol-
lary 3.1.4 and the properties of the interpolation operators (5.1.1) and (5.1.2b)
(with l = 1 and m ∈ {0, 1}):

µeff

∣∣∣∣∇ (u− ILa
h,1 (u)

)∣∣∣∣2
0

+ σ
∣∣∣∣u− ILa

h,1 (u)
∣∣∣∣2

0
+ δ µ̂

∣∣∣∣∇ · (u− ILa
h,1 (u)

)∣∣∣∣2
0

+
1

µ̂

∣∣∣∣∣∣∣∣p− ISZ
∫ 0

h,1 (p)

∣∣∣∣∣∣∣∣2
0

+ α
∑
T∈Th

h2
T

µ̂

∣∣∣∣∣∣∣∣∇(p− ISZ
∫ 0

h,1 (p)

)∣∣∣∣∣∣∣∣2
0,T

6 µeffc
2
Lah

2 |u|22 + σc2
Lah

4 |u|22 +Nδ µ̂c2
Lah

2 |u|22

+
1

µ̂
c̃2

SZh
2 |p|21 +

α

µ̂
c̃2

SZh
2 |p|21

6 h2

c2
La

µeff + σh2︸ ︷︷ ︸
6µ̂

+Nδ µ̂

 |u|22 + c̃2
SZ

(
1

µ̂
(1 + α)

)
|p|21

 ,
where c̃2

SZ := 2c2
SZ max
T∈Th

{#S (T )}. For the additional boundary terms related to

the penalty-free non-symmetric Nitsche method we get with (4.1.5) and θ 6 1:∑
E∈Gh

θ
µeff

hE

∣∣∣∣u− ILa
h,1 (u)

∣∣∣∣2
0,E

+
∑
E∈Gh

µ̂

hE

∣∣∣∣(u− ILa
h,1 (u)

)
· nE

∣∣∣∣2
0,E

6 cDT (µeff + µ̂)
∑
TE∈Th
E∈Gh

(
h−2
TE

∣∣∣∣u− ILa
h,1 (u)

∣∣∣∣2
0,TE

+
∣∣∣∣∇(u− ILa

h,1 (u)
)∣∣∣∣2

0,TE

)

6 cDT (µeff + µ̂) c2
Lah

2 |u|22 .

Finally, we observe that the interpolation error due to the corner stabilization
term vanishes since the Lagrange interpolator is exact on mesh nodes. The
inequality (5.3.40) is obtained summing up the above estimates and observing
that µeff , µeff + σh2 6 µ̂.

Error Estimate

Combining the previous results, we can derive an error estimate for the proposed
method.

Theorem 5.3.21 (A Priori Error Estimate).
Let (u, p) be the solution of (3.2.8) and (uh, ph) be the solution of problem
(5.2.10), where α, δ, ρ > 0 and µeff , σ > 0 with µeff + σ > 0. Then for (u, p) ∈
H2 (Ω)×H1 (Ω), it holds

|||(u− uh, p− ph)|||h 6 h (cLaCu |u|2 + c̃SZCp |p|1)

with

Cu := µ̂
1
2

[
(1 +Nδ + 2cDTI)

1
2

+
1

βh

(
(2cDT (cDTI + ĉDTI))

1
2 +N

1
2

(
δ

1
2 +1

)
+1+(2cDT)

1
2 +2α

1
2 +2α

)]
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and

Cp := µ̂−
1
2

[
(1 + α)

1
2 +

1

βh

(
(2cDT)

1
2 + α

1
2 + α+ δ−

1
2

)]
.

Proof: The proof is based on the combination of the inf-sup condition, the
Galerkin orthogonality, Lemma 5.3.20, and the approximation properties of the
interpolation operators. Let us consider the Lagrange respectively Scott–Zhang

interpolants of the solution, vh := ILa
h,1 (u) and qh := ISZ

∫ 0

h,1 (p), and decompose
the error as

|||(u− uh, p− ph)|||h 6 |||(u− vh, p− qh)|||h + |||(vh − uh, qh − ph)|||h. (5.3.41)

Exploiting the inf-sup stability (Thm. 5.3.16) and the Galerkin orthogonality
(Lem. 5.3.19), it holds:

|||(u− uh, p− ph)|||h 6 |||(u− vh, p− qh)|||h

+
1

βh
sup

(wh,rh)∈V 1
h×Q1

h\{(0,0)}

|Ah [(u− vh, p− qh) ; (wh, rh)]|
|||(wh, rh)|||h

.

Next, we bound |Ah [(u− vh, p− qh) ; (wh, rh)]|. For the bulk terms we obtain,
using the Cauchy–Schwarz inequality (Thm. 3.1.5), Corollary 3.1.4, and the
properties (5.1.1) and (5.1.2b) (with l = 1 and m = 0) of the interpolation
operators:

|µeff (∇ (u− vh) ,∇wh)| 6 µ
1
2
eff||∇ (u− vh)||0 µ

1
2
eff||∇wh||0

6 cLaµ
1
2
effh |u|2 |||(wh, rh)|||h,

|σ (u− vh,wh)| 6 σ
1
2||u− vh||0 σ

1
2||wh||0

6 cLaσ
1
2h2 |u|2 |||(wh, rh)|||h,

|− (p− qh,∇ ·wh)| 6 (δ µ̂)−
1
2 ||p− qh||0 (δ µ̂)

1
2 ||∇ ·wh||0

6 c̃SZ (δ µ̂)−
1
2 h |p|1 |||(wh, rh)|||h,

|(∇ · (u− vh) , rh)| 6 µ̂
1
2||∇ · (u− vh)||0µ̂

− 1
2||rh||0

6 cLa (µ̂N)
1
2 h |u|2 |||(wh, rh)|||h,

with c̃2
SZ := 2c2

SZ max
T∈Th

{#S (T )}. The GLS stabilization terms can be estimated

using additionally the Cauchy–Schwarz inequality for sums (Lem. 3.1.2) and
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the estimates (5.2.7), yielding

∣∣∣∣∣∣α
∑
T∈Th

h2
T

µ̂
(σ (u− vh) , σwh)T

∣∣∣∣∣∣ 6 cLaασ
1
2h2 |u|2 |||(wh, rh)|||h,∣∣∣∣∣∣α

∑
T∈Th

h2
T

µ̂
(σ (u− vh) ,∇rh)T

∣∣∣∣∣∣ 6 cLa (ασ)
1
2 h2 |u|2 |||(wh, rh)|||h,∣∣∣∣∣∣α

∑
T∈Th

h2
T

µ̂
(∇ (p− qh) , σwh)T

∣∣∣∣∣∣ 6 c̃SZαµ̂
− 1

2h |p|1 |||(wh, rh)|||h,∣∣∣∣∣∣α
∑
T∈Th

h2
T

µ̂
(∇ (p− qh) ,∇rh)T

∣∣∣∣∣∣ 6 c̃SZα
1
2 µ̂−

1
2h |p|1 |||(wh, rh)|||h,∣∣∣∣∣∣α

∑
T∈Th

h2
T

µ̂
(−µeff∆ (u− vh) , σwh)T

∣∣∣∣∣∣ 6 cLaασ
1
2h2 |u|2 |||(wh, rh)|||h,∣∣∣∣∣∣α

∑
T∈Th

h2
T

µ̂
(−µeff∆ (u− vh) ,∇rh)T

∣∣∣∣∣∣ 6 cLa (αµeff)
1
2 h |u|2 |||(wh, rh)|||h.

For the terms related to the grad-div stabilization, we similarly obtain

∣∣∣∣∣∣δ
∑
T∈Th

µ̂ (∇ · (u− vh) ,∇ ·wh)T

∣∣∣∣∣∣6
∑
T∈Th

(δµ̂)
1
2 ||∇ · (u− vh)||0,T (δµ̂)

1
2 ||∇ ·wh||0,T

6 cLa (Nδ µ̂)
1
2 h |u|2 |||(wh, rh)|||h.

The additional terms related to the penalty-free non-symmetric Nitsche method
can be controlled using further (4.1.5), (4.1.6b), (4.1.6a), and θµ̂ = µeff as
follows:

|〈µeff∇(u− vh) ·n,wh〉|6
µ

1
2
eff

θ
1
2

∑
E∈Gh

hE||∇(u− vh) ·nE ||20,E

1
2
∑
E∈Gh

θ
µeff

hE
||wh||20,E

1
2

6 cLa (2µ̂ cDT)
1
2 h |u|2 |||(wh, rh)|||h,

|〈p− qh,wh · n〉| 6

∑
E∈Gh

hE
µ̂
||p− qh||20,E

 1
2
∑
E∈Gh

µ̂

hE
||wh · nE ||20,E

 1
2

6 c̃SZ (2cDT)
1
2 µ̂−

1
2h |p|1 |||(wh, rh)|||h,
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|〈µeff∇wh · n,u− vh〉| 6 µ
1
2
eff

∑
E∈Gh

1

hE
||u− vh||20,E

1
2
∑
E∈Gh

hEµeff||∇wh · nE ||20,E

1
2

6 (µeffcDTĉDTI)
1
2

 ∑
TE∈Th
E∈Gh

h−2
TE

(
||u− vh||20,TE

+h2
TE
||∇(u− vh)||20,TE

)
1
2

×

∑
TE∈Th
E∈Gh

µeff||∇wh||20,TE


1
2

6 cLa (2µeffcDTĉDTI)
1
2 h |u|2 |||(wh, rh)|||h,

|〈(u− vh) · n, rh〉| 6

∑
E∈Gh

1

hE
||u− vh||20,E

 1
2
∑
E∈Gh

hE||rh||20,E

 1
2

6 (cDTcDTIµ̂)
1
2

 ∑
TE∈Th
E∈Gh

(
h−2
TE
||u− vh||20,TE

+ ||∇ (u− vh)||20,TE
)

1
2

×

 1

µ̂

∑
TE∈Th
E∈Gh

||rh||20,TE


1
2

6 cLa (2cDTcDTIµ̂)
1
2 h |u|2 |||(wh, rh)|||h.

The terms related to the corner stabilization vanish as the Lagrange interpolator
is exact on mesh nodes. The proof is concluded summing up all the contributions,
using (5.2.7), and Lemma 5.3.20 for the first summand in (5.3.41).

5.4 Summary

In this chapter we have proposed a stabilized, penalty-free, non-symmetric
Nitsche method for the Brinkman problem and have proven stability and optimal
convergence in the energy norm for any combination of physical coefficients,
including the Stokes limit and the Darcy limit. The robustness of the method is
a consequence of its ingredients.

Linear equal-order interpolation is chosen with the objective to obtain a low-
order routine with limited computational cost that can be easily implemented
in existing finite element frameworks. This finite element pair necessitates
(pressure-) stabilization in order assure stability, which is the role of the non-
symmetric GLS method.

Based on that choice, we recover control of the divergence of the velocity in
the Darcy limit via a grad-div stabilization which is also important to prove
robust stability in the Darcy limit.
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A parameter-driven transition of the essential boundary conditions is enabled
by using the penalty-free non-symmetric Nitsche method, which weakly imposes
these boundary conditions. Control on the velocity at the boundary in the Darcy
limit concerns solely the normal velocity and is guaranteed by incorporating a
corner stabilization.

For the proof of inf-sup stability, we have constructed a pair of test functions
which yielded the desired control with an inf-sup constant, independent from
the Brinkman coefficients µeff and σ and from the mesh-size.

The error estimation assures convergence of order one (optimal) in the energy
norm and shows a typical scaling in the estimate, concerning the velocity
and pressure coefficients, by the physical coefficients (in form of µ̂

1
2 and µ̂−

1
2 ,

respectively) of the problem.
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6 Numerical Results

The goal of this chapter is to validate with numerical experiments the results
of the analysis of the stabilized penalty-free non-symmetric Nitsche method
(5.2.10) proposed in the previous chapter.

To that end, we will start with two examples, whose analytical solution is
available and which comprise different physical parameter settings, in order
to validate the robustness of the method. A convergence study for different
values of the model parameters is performed and supplemented by studying the
dependence of the condition number of the finite element coefficient matrix on
the stabilization parameters.

The numerical study is enriched by simulation results for three more examples,
which can be interpreted as schematically describing groundwater flow scenarios.
These pose different additional challenges (partly not covered by the theory in
Chapter 5), including heterogeneity with straight, perpendicular, or inclined fluid-
porous interfaces (with respect to the background flow), non-square domains,
and non-uniform, unstructured meshes. The exact solutions to the problems
are not available such that the simulation results will be evaluated qualitatively
and in particular discussed in comparison with results from the literature.

The third example will be used to demonstrate the crucial impact of the
GLS stabilization parameter on the finite element solution and to compare the
method proposed here with publicized results.

In the last two examples, the method (5.2.10) will be numerically investigated
and partly compared with results from the literature, concerning its suitability as
a single domain approach for regions with fluid-porous quasi-interfaces (without
additional imposition of interface conditions).

The simulations were performed using the finite element library ParMooN, see
[Gan+16] and [Wil+17a]. Linear systems of equations were solved directly using
the external library UMFPACK, [Dav04]. Non-uniform and unstructured meshes
were constructed with the free mesh generator Gmsh, [GR09], and Paraview,
[AGL05], was used for the visualizations. For dimensional quantities we consider
SI units if not otherwise stated. Parts of Sections 6.1 and 6.4 are published in
[Bla+18].

6.1 Homogeneous Domains with Analytical Solutions –
Parameter and Convergence Study

The proposed method (5.2.10) will be investigated for two test problems with
known analytical solution in a homogeneous porous medium.
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6 Numerical Results

In order to validate the robustness of the formulation in practice, we consider
firstly an example with µeff > 0 (Stokes regime) and secondly an example with
µeff = 0 (Darcy limit). In both cases the asymptotic behavior (h → 0) of
the computational result is compared with the predicted convergence rates, for
varying physical (µeff respectively σ) and numerical (α, δ, ρ, and `Ω) parameters.

The Family of Meshes

The domain for the convergence studies considered in this section is the unit
square, i.e., Ω := (0, 1)2, whose boundary consists of four straight segments
referred to as Γi, i = 0, 1, 2, 3, with

Γ0 := {(x, 0) : x ∈ [0, 1]} , Γ2 := {(x, 1) : x ∈ [0, 1]} ,
Γ1 := {(1, y) : y ∈ [0, 1]} , Γ3 := {(0, y) : y ∈ [0, 1]} .

(6.1.1)

The spatial discretization of the domain is obtained by regular refinements of the
diagonally split domain and results in uniform triangular meshes, see Figure 6.1.

(0, 0) (1, 0)

(1, 1)(0, 1)

Γ0

Γ1

Γ2

Γ3

(a) Meshes corresponding
to level 0 (black) and
level 1 (black & gray).

level hT # Cells (Triangles) # Dofs (v, p)

0 1.41421 2 (8, 4)

1 0.707107 8 (18, 9)

2 0.353553 32 (50, 25)

3 0.176777 128 (162, 81)

4 0.0883883 512 (578, 289)

5 0.0441942 2048 (2178, 1089)

6 0.0220971 8192 (8450, 4225)

7 0.0110485 32768 (33282, 16641)

8 0.00552427 131072 (132098, 66049)

9 0.00276214 524288 (526338, 263169)

(b) Refinement levels with corresponding characteris-
tic element size, number of elements, and amount
of degrees of freedom.

Figure 6.1: Information about the uniform triangular meshes used in the nume-
rical computations for Examples I and II.

Remark 6.1.1 (On the Meshes).
Concerning the assumptions on the mesh made in the theoretical analysis (see
M1, M2, and M3 in Subsection 5.2.1), the condition (5.2.2) is satisfied for
all refinements (with η0 = 1 due to uniformity). Starting from level 2 also the
condition (5.2.4) is fulfilled. However, there are two triangles present in all
meshes which were excluded from the theory (they violate the assumption (M3)).
Since there are no related perturbations observable in the simulations these are
not altered (by appropriately splitting them into two triangles each). For level 3
and `Ω = 0.1, the assumption (5.2.6) is slightly violated, else - for higher levels
- satisfied.
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6.1 Homogeneous Domains with Analytical Solutions

6.1.1 Example I: A Generalized Poiseuille/Brinkman Flow

The exact solution for the first example, taken from [HJS11], is given by

usol (y) :=
(
usol

1 (y) , 0
)T

,

usol
1 (y) :=


σ−1

1−
exp

(
(1−y)

√
σ
µeff

)
+exp

(
y
√

σ
µeff

)
1+exp

(√
σ
µeff

)
 , if µeff

σ > 0,

σ−1, if µeff
σ = 0,

psol (x, y) := 0.5− x.

(6.1.2)

Note that the velocity solution usol does not depend on x and the pressure
function psol is independent from y.

A straightforward calculation shows that the pair
(
usol, psol

)
in (6.1.2) solves

the Brinkman problem (3.2.8a)-(3.2.8b) (with σ > 0 and µeff > 0) for f = 0,
g = 0, natural (Neumann) boundary conditions on the left and right boundaries

(−µeff∇u+ pI) · n =

{
− 0.5 n on Γ1,
+ 0.5 n on Γ3,

and homogeneous essential (Dirichlet) boundary conditions on the top and
bottom boundaries

u (x, y) = 0 on Γ0 ∪ Γ2. (6.1.3)

Boundary Layers – Strong Versus Weak Boundary Conditions

Figure 6.2 depicts the velocity profile (usol
1 (y)) for a few values of µeff and σ.

Notice that, for smaller values of the ratio µeff
σ , the solution has boundary layers

near the Dirichlet boundaries Γ0 and Γ2, which get steeper if µeff
σ decreases.

Figure 6.2: Example I: The function usol
1 (y) defined in (6.1.2) with fixed µeff = 1

for different values of σ (left) and with fixed σ = 1 for different
values of µeff (right).
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6 Numerical Results

The strong imposition of the essential boundary condition (6.1.3) might lead
to strong unphysical oscillations in the solution - so-called overshoots and
undershoots - near the boundary, if the mesh is not fine enough to resolve the
boundary layer, see also [HJS11].

To examine this phenomenon, the finite element solutions obtained with
the method (5.2.10) are compared with the results for the strong imposition
of essential boundary conditions (method (5.2.10)). Therefore, the absolute
velocity along the line x = 0.5 is computed for (µeff , σ) = (0.0001, 10) and
visualized in Figures 6.3a and 6.3b for different levels of mesh refinement.

(a) Strong imposition of essential boundary conditions on Γ0 and Γ2.

(b) Weak imposition of essential boundary conditions (via the penalty-free non-
symmetric Nitsche method) on Γ0 and Γ2.

Figure 6.3: Example I: Magnitude of the finite element velocity along the line
x = 0.5. The parameters (µeff , σ) = (0.0001, 10) and levels 3, 4, 5,
and 6 were considered, with α = δ = 0.1, ρ = 0, `Ω = 0.2 for level 3,
and `Ω = 0.1 else.
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6.1 Homogeneous Domains with Analytical Solutions

The strong imposition of boundary conditions yields over- and undershoots
near the boundaries, which propagate further into the domain (see Figure 6.3a).
We can observe, as expected, that these oscillations reduce for decreasing mesh
size (i.e., with increasing level) and become more local.

The penalty-free non-symmetric Nitsche method (see Figure 6.3b) yields a
much smoother result due to the relaxation of the essential boundary conditions,
although the result of the Nitsche method is not necessarily non-oscillatory. For
decreasing mesh-sizes we observe that the deviations from the essential boundary
conditions are reduced.

The simulation results suggest that the approximation of the exact solution on
coarser meshes and away from the boundary improves when using the penalty-free
Nitsche method instead of strongly imposing the respective boundary conditions
- at least for problems exhibiting boundary layers.

Convergence

Numerical simulations are performed for two different physical regimes, con-
sidering µeff = σ = 1, i.e., µeff

σ = 1 and µeff = 0.001, σ = 10, i.e., µeff
σ = 0.0001.

Moreover, results considering different values of the stabilization parameters
are compared. The legend for the forthcoming plots is shown in Figure 6.4. In
particular, line colors denote different values of α (GLS stabilization), line styles
are related to δ (grad-div stabilization) and line markers refer to the value of
the characteristic length `Ω. Due to the absence of corners between Dirichlet
boundaries, the corner stabilization is omitted for this example, i.e., ρ = 0.

x α = 0.1, δ = 0.1, `Ω = 0.1
α = 0.1, δ = 0.1, `Ω = 1

x α = 0.1, δ = 1, `Ω = 0.1
α = 0.1, δ = 1, `Ω = 1

x α = 0.1, δ = 10, `Ω = 0.1
α = 0.1, δ = 10, `Ω = 1

x α = 1, δ = 0.1, `Ω = 0.1
α = 1, δ = 0.1, `Ω = 1

x α = 1, δ = 1, `Ω = 0.1
α = 1, δ = 1, `Ω = 1

x α = 1, δ = 10, `Ω = 0.1
α = 1, δ = 10, `Ω = 1

x α = 10, δ = 0.1, `Ω = 0.1
α = 10, δ = 0.1, `Ω = 1

x α = 10, δ = 1, `Ω = 0.1
α = 10, δ = 1, `Ω = 1

x α = 10, δ = 10, `Ω = 0.1
α = 10, δ = 10, `Ω = 1

Figure 6.4: In each plot, we compare the errors varying the GLS stabilization
parameter α (orange: 0.1, yellow: 1, purple: 10), the grad-div
stabilization parameter δ (dashed line: 0.1, solid line: 1, dotted line:
10) and the characteristic length `Ω.
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6 Numerical Results

The convergence of the error in the mesh-dependent norm (5.2.11a) is shown
in Figure 6.5, comparing the results for different values of the parameters α, δ,
and `Ω, described in Figure 6.4.
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Figure 6.5: Example I: Error in the mesh-dependent norm (5.2.11a) against the
mesh size (levels 3 to 9) in double logarithmic scale, for the cases
(µeff , σ) = (1, 1) (left) and (µeff , σ) = (0.001, 10) (right). A dashed
line with slope equal to one is also shown. For comparable values
of µeff and σ, choosing larger values of α (purple), larger values of
δ (dotted), and smaller values for `Ω (crosses) yields less accurate
results.

We observe that, in both cases, the predicted convergence rate is obtained
in the considered range of stabilization parameters. We also notice that the
magnitude of the error for µeff = σ = 1 slightly increases, the larger α is chosen.
The grad-div stabilization parameter δ seems to have a similar effect on the
results.

In Figures 6.6 and 6.7, the different components of the norm (5.2.11a), includ-
ing the error with respect to the velocity on the boundary, are depicted for the
same values of the stabilization parameters, see Figure 6.4. The theoretical first
order convergence is obtained in all cases.

For (µeff , σ) = (1, 1), the best results (in terms of accuracy and convergence)
are obtained choosing α = 0.1, δ = 0.1, and `Ω = 1, except for the divergence
error of the velocity which reduces with increasing grad-div parameter (hence is
smallest with α = 0.1, δ = 10, and `Ω = 1). In all cases shown in Figure 6.6,
decreasing the GLS parameter α improves the absolute accuracy of the results.
This behavior is particularly distinct for the errors concerning the normal velocity
at the boundary, the divergence of the velocity, and the pressure.

The plots for (µeff , σ) = (0.001, 10) in Figure 6.7 reveal that only the divergence
of the velocity, the normal velocity at the boundary, and the pressure errors do
depend significantly on the considered parameter variations. Moreover, except
for the L2-norm of the pressure error, the results with `Ω = 1 are in general
better (smaller errors) than the ones with `Ω = 0.1, when keeping the other
parameters constant. For the pressure, we observe an opposite behavior (in
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6.1 Homogeneous Domains with Analytical Solutions

accordance with the scaling in the norm (5.2.11a)). Note that the error of the
L2-norm of the pressure behaves irregular for large values of α, but linearly
interpolating the error between level 3 and level 9 shows the desired convergence.
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Figure 6.6: Example I: Velocity and pressure errors against the mesh size (levels
3 to 9) in double logarithmic scale, for the case (µeff , σ) = (1, 1). The
lines with slope equal to 1 (dashed) and 2 (solid) are also shown. In
all cases, decreasing the parameter α (orange: 0.1, yellow: 1, purple:
10) improves the absolute accuracy of the results.
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Figure 6.7: Example I: Velocity and pressure errors against the mesh size (levels
3 to 9) in double logarithmic scale, for the case (µeff , σ) = (0.001, 10).
The lines with slope equal to 1 (dashed) and 2 (solid) are also shown.
In this case, the choice `Ω = 1 (circle) and δ = 10 (dotted line) yields
lower errors in the velocity, whereas the choice `Ω = 0.1 (crosses)
performs better w.r.t. the magnitude of the pressure errors.

Conditioning

The condition number K of the coefficient matrix provides information about the
propagation of errors from the data (matrix and right-hand side) into the solution.
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6.1 Homogeneous Domains with Analytical Solutions

In particular, for an ill-conditioned matrix (K � 1), small perturbations in the
data might result in large changes in the solution. When it comes to the point of
solving a linear system, conditioning is important for both direct solvers, where
error bounds depend on K, and iterative solvers, whose convergence respectively
iteration length is limited with respect to K, see, e.g., [BS08, 9.6] and [ESW14].
In the case of stabilized finite element formulations, it must be expected that
different choices of the stabilization parameters influence the condition number
of the resulting coefficient matrix. How and to what extend this influence
reaches, is therefore an important question. This issue is addressed here for
Example I by performing numerical experiments.

To this aim, we consider a fixed mesh size (h = hT ≈ 0.02 for all T ∈ Th,
corresponding to refinement level 6 in Figure 6.1b) and compute the condition
number of the coefficient matrix for two different combinations of the physical
parameters, namely, (µeff , σ) ∈ {(1, 1), (0.001, 10)} and four different values
(0.01, 0.1, 1, 10) for α and δ (fixing the other parameter to one). Moreover, we
compare `Ω = 0.1 with `Ω = 1. Since in this example Neumann boundary
conditions are imposed on the left and right boundaries, the corner stabilization
is omitted, i.e., ρ = 0. The results are shown in Figure 6.8. In all cases, the
condition number (2-/Euclidean/spectral norm) has been computed using the
routine cond.m available in MATLAB R2018a.
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Figure 6.8: Example I: Condition numbers (double logarithmic scale) of the
coefficient matrix versus α (left plot, fixing δ = 1) and δ (right plot,
fixing α = 1) for refinement level 6. In all cases, we set ρ = 0 and
`Ω = 0.1 (crosses) or `Ω = 1 (circles).

With respect to the GLS parameter, the results show that the condition
number is largest when choosing very small values of α, decreases for increasing
α, and remains almost unchanged when α ≥ 0.1. This is consistent with the fact
that the GLS stabilization is required for the invertibility of the finite element
matrix and it suggests, considering also the convergence results discussed in the
previous paragraph, that 0.1 is a suitable order of magnitude for α.

For the fixed values of α, Figure 6.8 (left) also suggests that increasing
µ̂ = µeff + σ`2Ω yields an increase in the condition number. This result could be
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6 Numerical Results

explained by observing that the pressure-pressure block introduced by the GLS
stabilization, i.e., the contribution due to the term (∇ph,∇qh)T , is multiplied

by
αh2

T

µeff+σ`2Ω
. Therefore, one can expect that an increase in the denominator

produces an effect similar to a decrease in α with respect to this term.
From Figure 6.8 (right) we deduce that increasing the grad-div stabilization

parameter δ yields an increase in the condition number of the matrix.
For fixed values of δ > 1, we observe a similar scaling with respect to µ̂ as

in Figure 6.8 (left). Recalling that the matrix contribution of the grad-div
stabilization has the factor δ

(
µeff + σ`2Ω

)
, we conclude that large values of this

coefficient yield larger condition numbers. For δ 6 0.1, this is not the case. From
a general perspective, it shall be expected that the condition number depends
on a more complex interplay of physical and numerical parameters (besides the
particular example), whose detailed investigation goes beyond the scopes of this
work.

6.1.2 Example II: A Trigonometric Darcy Flow

The next example (see, e.g., [BH07b], [BC09]) focuses on a pure Darcy flow,
i.e., µeff = 0. Again, we consider the unit square Ω := (0, 1)2 with boundary
components denoted as in (6.1.1). Then the velocity-pressure pair

(
usol, psol

)
defined by

usol (x, y) :=

(
usol

1 (x, y)
usol

2 (x, y)

)
=

(
−2π cos (2πx) sin (2πy)
−2π sin (2πx) cos (2πy)

)
,

psol (x, y) := σ sin (2πx) sin (2πy) ,

solves the equations (3.2.8a)-(3.2.8b) with µeff = 0, the right-hand sides f = 0,
g (x, y) = 8π2 sin (2πx) sin (2πy), and fulfills the non-homogeneous essential
boundary condition

(u · n) (x, y) = (usol · n) (x, y) on Γ.

We observe that the pressure scales with σ and the velocity is independent
from σ.

Convergence

The errors in the energy norm (5.2.11a), for σ ∈ {0.001, 1, 1000} and different
values of the stabilization parameters, are shown in Figure 6.9. We recall that
the legend and mesh information are given in Figures 6.4 and 6.1, respectively.

In all cases, the predicted convergence order is confirmed. As apparent, the
magnitude of the errors increases with increasing σ, whereas the overall behavior
shows no significant differences.

We also observe that small GLS parameters α and `Ω = 0.1 yield smaller
errors than using other options.
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Figure 6.9: Example II: Error in the mesh-dependent norm (5.2.11a) against the
mesh size (levels 3 to 9) in double logarithmic scale, for the cases
σ = 0.001 (top left), σ = 1 (bottom), and σ = 1000 (top right). The
dashed line visualizes a slope equal to 1. In these cases, `Ω = 0.1
(crosses) and α = 0.1 (orange) produces overall better results.

Figure 6.10 shows the error components with respect to the velocity for σ = 1,
which behave equivalent for the other values of σ. The latter phenomenon
could be tied to the specific example we are considering, since the exact velocity
solution is actually independent from σ. While the magnitude of the L2-error of
the divergence is almost unaltered for fine meshes, the L2-error of the velocity
varies significantly, with small values of α and `Ω yielding the smallest errors
(in accordance with the error in the energy norm in Figure 6.9).
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Figure 6.10: Example II: Velocity errors against the mesh size (levels 3 to 9) in
double logarithmic scale, for the case σ = 1 as a representative case
for any considered σ. The lines with slope equal to 1 (dashed) and
2 (solid) are also shown.

Finally, Figure 6.11 visualizes the behavior of the pressure error for different
mesh resolutions and σ ∈ {0.001, 1, 1000}. As reflected in the energy norm, only
the magnitude of the errors varies significantly when varying sigma, but the
convergence rate is mostly preserved.
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Figure 6.11: Example II: Pressure errors against the mesh size (levels 3 to 9) in
double logarithmic scale, for the cases σ = 0.001 (top left), σ = 1
(top right), and σ = 1000 (bottom). The lines with slope equal to
1 (dashed) and 2 (solid) are also shown. Here, `Ω = 0.1 (crosses)
resulted in smaller errors.

Altogether, the predicted convergence rate was obtained for all combinations,
nevertheless, the choice α = 0.1, δ = 0.1, and `Ω = 0.1 seems to lead to the
best result. Note, that a variation in the corner stabilization parameter did not
result in any change of the convergence behavior, such that ρ = 1 was fixed.

Conditioning

As next, let us numerically investigate the dependence of the conditioning of
the coefficient matrix on the stabilization parameters. Therefore, we consider
σ ∈ {0.001, 1, 1000} and four different values of α and δ ranging from 0.01 to
10. An additional study has been performed varying the corner stabilization
parameter ρ. However, since no significant impact on the condition number
could be observed, only the outcome for the case ρ = 1 is visualized here. We
consider the mesh refinement level 6 and compute the condition number using
the routine cond.m available in MATLAB R2018a for `Ω = 0.1 and `Ω = 1. The
results are displayed in Figure 6.12.
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Figure 6.12: Example II: Condition numbers (double logarithmic scale) of the
coefficient matrix against α (left plot, fixing δ = 1) and δ (right
plot, fixing α = 1) for refinement level 6. In all cases, we set ρ = 1
and `Ω = 0.1 (crosses) or `Ω = 1 (circles).

For moderate and large values of σ, the results are in line with the ones
obtained for the conditioning in the previous example (see Subsection 6.1.1).
Namely, the condition number is large for small α (GLS stabilization) and tends
to increase when increasing δ (grad-div stabilization). Moreover, σ = 1000, at
least together with `Ω = 1, appears to be the setting with the worst conditioning.
As observed before, the increase in σ`2Ω can be expected to produce an effect
analogous to a decrease in α or an increase in δ (i.e., worsening the conditioning).

A different behavior is obtained for the case σ = 0.001. In this situation,
the condition number increases with α (Figure 6.12, left), suggesting that the
conditioning worsens when the pressure-pressure block (which is proportional

to
αh2

T

σ`2Ω
) is much larger than the block diagonal of the velocity-velocity block

matrix (which scales with σ
(

1 +
αh2

T

`2Ω
+δ`2Ω

)
).

Varying the grad-div stabilization parameter we observe that, for a very small
value of σ`2Ω, the matrix contribution due to the grad-div terms remains small,
which can explain the fact that the condition number in Figure 6.12 (right:
orange lines and green line with crosses) stays almost constant (in the considered
range of δ).

In conclusion, Figure 6.12 confirms that the condition number is strictly
related to both, physical and stabilization parameters, and, in particular, that
the conditioning might be qualitatively very diverse for the same stabilization
parameters but very different physical settings.
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6.2 Example III: Flow in a T-shaped (Porous) Homogeneous Cavity

6.2 Example III: Flow in a T-shaped (Porous)
Homogeneous Cavity

This Example III is taken from [Cod01]. Besides a comparison with the results
presented in [Cod01], also a sensitivity study for the GLS parameter is provided.

Fluid flow through a T-shaped (non-convex[1]) domain given by

Ω = ([−4, 4]× [0, 6]) ∪ ([−7, 7]× [6, 9]) ⊂ R2,

as visualized in Figure 6.13, is considered.

Figure 6.13: Example III: Domain for the T–shaped cavity with the line {0} ×
[0, 9] in orange (for later reference).

A parabolic inflow profile is enforced at the inlet boundary {−7}× [6, 9] (black
in Figure 6.13), while free outflow is prescribed at the outlet {7} × [6, 9] (gray,
dotted in Figure 6.13). A constant velocity is imposed on the top boundary
[−7, 7]×{9} (red in Figure 6.13), while no-slip boundary conditions are prescribed
on the remaining parts of the domain (blue in Figure 6.13). Formally, the problem
(3.2.8a)-(3.2.8b) is equipped with the following boundary conditions:

u (x, y) =

(
1−

(y
3
− 3
)2
, 0

)T
on {−7} × [6, 9],

(µeff∇u− pI) · n = 0 on {7} × [6, 9],

u (x, y) = (1, 0)T on [−7, 7]× {9} ,
u (x, y) = 0, else.

The functions f and g are set equal to zero.

6.2.1 The Penalty-Free Non-Symmetric Nitsche Method and the
Darcy Regime

For the sake of comparability, a uniform triangular mesh based on nodes with
distance 0.25 in x- and y-direction, as described in [Cod01], is constructed, see
Figure 6.14 (left). While this coarse mesh is used for P2/P1 approximations, its

[1] The non-convexity might diminish reasonable regularity assumptions on the solution and
thus necessitate a reformulation of the error analysis in Subsection 5.3.2. This is not
discussed here, for more information see [Gri11].
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6 Numerical Results

uniform refinement (Figure 6.14, right) will be adopted for P1/P1 computations.
This has the effect that the number of dofs in total is less different and in
particular the same for the velocity (for each velocity component, the Euler
formula – # vertices - # edges + # triangles = 1, [Joh16, Rem. C.10] – yields
1533 dofs for level 0 and P2, and 1533 dofs for level 1 and P1).

level hT # Cells (Triangles) # Vertices

0 0.707107 720 407

1 0.353553 2880 1533

Figure 6.14: Example III: Level 0 (top left) and level 1 (top right) meshes with
corresponding data (bottom).

To start with, let us investigate the proposed stabilized penalty-free non-
symmetric Nitsche method (5.2.10) for different values of physical parameters.

Weak boundary conditions will be imposed on all boundary segments except
for the inlet ({−7}× [6, 9], strong imposition) and the outlet ({7}× [6, 9], natural
boundary condition).

Since we consider σ 6= 0, in general, values for the parameters δ, ρ, and
`Ω have to be chosen in addition to α. According to the theoretical bound
(5.2.6), the characteristic length shall be an upper bound on the mesh-size,
such that, due to the information in Figure 6.14, `Ω = 0.36 is an appropriate
choice for the level 1 mesh. In the following computations we fix α = δ = ρ = 0.1.

Due to the homogeneity of the Brinkman momentum equation (f = 0) in
combination with the homogeneity of the natural boundary condition (outlet),
the ratio µeff

σ characterizes the behavior of the x-velocity, in particular along the
vertical, central line {0} × [0, 9]. In other words, the plots in Figure 6.15 are
equivalent keeping µeff

σ constant.
Firstly we observe that the curves for µeff = 0.001 and µeff = 0 differ only

slightly. Moreover, on both boundaries y = 0 and y = 9, the boundary
condition relaxes for decreasing values of µeff

σ < 1. This phenomenon is much
more significant close to the top boundary (y = 9) since the gradient here is
steeper. To be precise, the boundary value decreases from approximately 0.98
(for µeff

σ = 1) to 0.38 (for µeff
σ = 0.0001).
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6.2 Example III: Flow in a T-shaped (Porous) Homogeneous Cavity

Figure 6.15: Example III: First velocity component on the line {0}×[0, 9] (orange,
dashed line in Fig. 6.13) for the level 1 mesh (see Figure 6.14) with
`Ω = 0.36, α = δ = ρ = 0.1, and different values of µeff (fixing
σ = 1).

Let us now focus on the Brinkman problem with physical parameters

(µeff , σ) =
(
1, 104

)
.

Thus, the Darcy term σu dominates the Stokes term µeff∆u such that this
setting corresponds to the Darcy regime. This choice of parameters has been
as well considered in [Cod01], where a method for Navier–Stokes problems
(including the term σu accounting for medium resistance) is proposed, that in
particular aims at stabilizing continuous equal-order interpolations and assuring
stability for large values of σ.

Figure 6.16 shows a comparison of the x-velocity component along the vertical
line {0} × [0, 9] for different methods. The numerical data corresponding to a
pressure-stabilized method discussed in [Cod01][2] (based on P2/P1) have been
extracted from [Cod01, Fig. 10] using the free software WebPlotDigitizer[3].

For the computations with the finite element pair P2/P1 (standard Galerkin
approach), the coarser mesh is used (level 0) and for computations with P1/P1

(stabilized), the level 1 mesh is utilized, see Figure 6.14.

[2] Although the stabilization in [Cod01] is designed for any combination of continuous
interpolations, the results were given for P2/P1, where no pressure stabilization is necessary.

[3] http://arohatgi.info/WebPlotDigitizer/
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6 Numerical Results

Figure 6.16: Example III: First velocity component on the line {0} × [0, 9]
(orange, dashed line in Fig. 6.13) for P2/P1 with the level 0 mesh
(as described in [Cod01]) and the level 1 mesh else. In any case, it is
(µeff , σ) =

(
1, 104

)
and, if present, `Ω = 0.36 and α = δ = ρ = 0.1.

For comparative purposes, the black line represents a reference solution obtained
with a P2/P1 standard Galerkin finite element approach on a uniform refinement
of the level 0 mesh from Figure 6.14 (with 92897 vertices, 184320 triangles),
that is apparently fine enough to resolve the boundary layers.

The curves corresponding to P2/P1 (red) and stabilized P1/P1 with strongly
imposed boundary conditions (blue) oscillate in particular in the vicinity of the
boundary y = 9, and these oscillations propagate also into the domain. The
reason for this is that the boundary layer is not sufficiently well resolved by the
mesh.

In contrast to that, the stabilized method from Codina (yellow, which is still
based on the strong imposition of b.c.s) results in small oscillations only. At
the boundary, the penalty-free Nitsche method (green) relaxes the essential
boundary conditions which is the expected behavior. Further, the stabilized
method (5.2.10) does not yield any oscillations. In the interior of the domain,
their behavior is comparable, although the result of the method proposed in
this thesis is closer to the reference solution.

6.2.2 Pressure Stabilization and the Stokes Regime

The numerical results in Section 6.1 have confirmed that an appropriate choice of
the stabilization parameters can be crucial for the quality of the approximation.
This aspect is particularly delicate in applications when only a limited number of
refinements is possible, and hence the magnitude of the error becomes important
(not only the asymptotic behavior). Although the theoretical analysis in Chap-
ter 5 does not predict any explicit bounds for the non-symmetric GLS method
to be well-posed (except for α > 0), the purpose of the following discussion is to
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6.2 Example III: Flow in a T-shaped (Porous) Homogeneous Cavity

demonstrate that the choice of the GLS parameter α is decisive. To that end, a
sensitivity study is performed, which takes into account qualitative behaviors
for wider ranges of α than those discussed in Section 6.1.

Subsequently, we analyze the setting determined by the parameters

(µeff , σ) = (1, 0) ,

such that the Brinkman problem reduces to a Stokes problem. Since the
exact solution is not known, computational results can only be compared to a
reference solution, which will be computed using P2/P1 (either on a fixed mesh
for comparative reasons or on a fine mesh, replacing the unknown analytical
solution).

In order to qualitatively compare the finite element solutions with respect to
different values of α, we impose the boundary conditions strongly and disable
redundant stabilizations. In accordance with the theory, the grad-div and corner
stabilizations are not necessary for stability of the setting under consideration
(Stokes limit, σ = 0) such that we set δ = ρ = 0. Note that `Ω is not present in
the finite element formulation for the Stokes limit. The considered unstructured,
slightly non-uniform mesh is shown in Figure 6.17.

Figure 6.17: Example III: Mesh with 3840 triangles, 2013 vertices, and
(hmin, hmax) = (0.192, 0.339).

The range of values of the GLS parameter considered in the numerical study
comprises the set

{
0, 1, 10±1, 0.03, 10±2, 10±3, 10±4

}
. Figures 6.18 and 6.19

compare the first component of the velocities and the pressures, respectively,
both along the vertical line {0} × [0, 9] for α ∈

{
10−4, 0.03, 10

}
with the result

of the standard Galerkin method for P2/P1 on the mesh in Figure 6.17.
We observe that the numerical solutions for the velocity obtained for all values

of α are very similar, although, in the case α = 10, larger discrepancies can be
observed with respect to the reference solution.

In contrast to that, the quality of the corresponding pressure fields differs
significantly. For α = 0.0001 pressure oscillations can be observed, and for
α = 10 the pressure value is smaller (by a factor of 1

2) than for the other
variants.
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6 Numerical Results

Figure 6.18: Example III: Comparison of the first velocity components along
the line {0}× [0, 9] (orange, dashed line in Fig. 6.13) for P2/P1 and
the stabilized P1/P1 finite element solutions for different values of
α and δ = ρ = 0.

Figure 6.19: Example III: Comparison of the pressures along the line {0}× [0, 9]
(orange, dashed line in Fig. 6.13) for P2/P1 and the stabilized P1/P1

finite element solutions for different values of α and δ = ρ = 0.

Figure 6.20 presents a more extensive qualitative comparison of the pressure
approximations over the whole domain.

Among the tested values of α, spurious oscillations can be observed for
0 6 α 6 10−3 (see Figures 6.20b and 6.20c), which disappear increasing the
stabilization parameter.

For large values of α, the pressure field differs significantly from the reference
solution, see Figure 6.20e. This could be explained by the fact that linear finite
elements are used and hence the residual-based stabilization can only consider
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6.2 Example III: Flow in a T-shaped (Porous) Homogeneous Cavity

cell-wise residuals with respect to P1. Since f = 0 the stabilization term in the
continuity equation is solely concerning (∇ph,∇qh)T , whose strong weighting
implies small pressure gradients per mesh cell.

In accordance with Figures 6.18 and 6.19, using α = 0.03 (Figure 6.20d) yields
the best coincidence with the reference solution (Figure 6.20a).

As expected from the theory, mesh refinement improves the finite element
solution for large values of α.
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6 Numerical Results

(a) P2/P1 – No stabilization (reference solution).

(b) P1/P1 – GLS parameter α = 0. (c) P1/P1 – GLS parameter α = 0.0001.

(d) P1/P1 – GLS parameter α = 0.03. (e) P1/P1 – GLS parameter α = 10.

Figure 6.20: Example III: Pressure fields with pressure isolines for P1/P1 with
different values of the GLS parameter α and δ = ρ = 0, compared
with the P2/P1 solution.
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6.3 Example IV: Flow Above and Below a
Sediment-Water Interface

This example has been presented in [CW07a] and [CW07b] with the objective
to investigate hydrodynamic interactions between unidirectional laminar flow
coupled with porous flow, using a multi-domain approach for coupling the Stokes
and Darcy problems. It was further considered in [CJW14] and [Wil19], and will
be used here to compare the proposed method (5.2.10) with the results given in
the aforementioned literature.

The heterogeneous domain is given by Ω = Ωp ∪Ωf := [0, 2]2 and comprises
a porous region Ωp (e.g., filled with sediment) and a plain region Ωf , both fully
saturated respectively filled with a viscous fluid (e.g., water). The interface is
formally given by

ΓI := conv {(0, 1.5) , (0.9, 1.6)} ∪ conv {(0.9, 1.6) , (1, 1.5)}
∪ conv {(1, 1.5) , (1.9, 1.6)} ∪ conv {(1.9, 1.6) , (2, 1.5)} ,

with conv {. . . } denoting the convex hull. It separates the porous part of the
domain from the plain region and has geological large scale characteristics
similar to rigid dunes (inclinations and declinations) associated with a riverbed.
The inclinations are expected to cause an interfacial exchange zone (IEZ), i.e,
a region below the interface that receives water from the plain region. The
boundary of the domain is decomposed into 6 boundary segments denoted by
Γ0, . . . ,Γ5 as illustrated in Figure 6.21.

Γ0

Γ1

Γ2

Γ3

Γ4

Γ5

ΓI

Ωp

Ωf

Figure 6.21: Example IV: Domain (left) and initial mesh (right), aligned with
and slightly refined at the interface.

As described in [CW07b], in the subdomain below the interface ΓI , i.e.,
in Ωp, a homogeneous (right-hand sides vanish) Darcy problem with fluid
viscosity µ = 0.001 Pa s and permeability K = 10−10 m2 (e.g., coarse sand) is
solved. Meanwhile, the fluid flow in the plain region, Ωf , is assumed to obey a
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homogeneous (Navier–)Stokes problem (with the same fluid viscosity). On top
of the domain no-slip boundary conditions

u = 0 on Γ4

are imposed and on the bottom boundary the no flux condition (impermeability)

u · n = 0 on Γ1

is prescribed. In order to model an infinite, horizontal, periodic extension of
Ω, periodicity of the velocity in the x-direction is enforced by identifying the
velocity dofs at the inlet Γ0∪Γ5 with those at the outlet Γ2∪Γ3 (green). Further,
flow is driven by an induced pressure difference p0 as

((µeff∇u− pI) · n) |Γ0∪Γ5
= −((µeff∇u− pI) · n) |Γ2∪Γ3

+ p0n,

here in form of

(µeff∇u− pI) · n = 0 on Γ0 ∪ Γ5,

(µeff∇u− pI) · n = p0n on Γ2 ∪ Γ3,

with p0 = 0.001 introducing a pressure difference that induces fluid flow from
left to right. In both subregions, the external forces are assumed to be absent,
i.e., f = 0 and the flow is divergence-free, i.e., g = 0.

In [CW07a] and [CW07b], the simulations are performed in a sequential
procedure, starting with the solution of a Navier–Stokes problem (including a
convective term) in Ωf using P2/P1. Based on the fact that the Stokes velocity
at the interface is very small compared to the bulk Stokes velocity, the no-slip
condition is imposed on the interface. The resulting pressure distribution along
the interface is then used as a boundary condition for the (primal) Darcy prob-
lem (via P2) in Ωp (enforcing pressure continuity across the subdomains). This
approach generally yields a discontinuous velocity across the interface (Stokes
velocity is zero) resulting in a slight mass imbalance.

Example IV was also investigated in [CJW14] and [Wil19] in the context of
iterative subdomain methods for the solution of coupled Stokes–Darcy prob-
lems, where also here the Darcy problem has the form of a Poisson problem
for the pressure. As interface conditions, continuity of the normal velocity,
continuity of the normal stress and the Beavers–Joseph–Saffman condition (see
Subsection 2.3.2) are imposed, which necessitates an appropriate choice of the
Beavers–Joseph constant.

In the following discussion, we will numerically assess the use of the Brinkman
equations for a single domain approach for fluid-porous multi-domains, without
imposing explicit interface conditions. Therefore we fix the physical parameters
as follows:

Ωf : (µeff , σ) =
(
10−3, 0

)
,

Ωp : (µeff , σ) =
(
0, 107

)
.

164



6.3 Example IV: Flow Above and Below a Sediment-Water Interface

We observe that both coefficients jump at ΓI and that the jump is of the order
10−3 in µeff respectively 107 in σ.

The numerical simulations are performed on a mesh obtained by three uniform
refinements (yielding 41441 nodes) of the initial mesh shown in Figure 6.21
(right). Sufficiently fine meshes are necessary to resolve large fine scale variations
in particular when using low polynomial order finite element spaces.

The parameters α = δ = 0.1, ρ = 0 (no Nitsche corners), and `Ω = 0.021 ≈
hmax (approximately satisfying condition (5.2.6)) were used and the penalty-free
non-symmetric Nitsche method was applied for Γ1 and Γ4.

Remark 6.3.1 (On Conditions Inherently Imposed at the Quasi-Interface).
The proposed stabilized penalty-free Nitsche method (5.2.10) enforces continuity
of the velocity (components) and continuity of the pressure throughout the whole
domain. Hence, continuity is also enforced across quasi-interfaces, where coeffi-
cients jump. Interpreted as a domain decomposition approach, the conservation
of mass is assured by the continuity of the normal velocity which is also an
interface condition of the Stokes–Darcy coupling. The remaining transition
conditions at the interface in general differ.

The computational results in Figure 6.22 show several characteristic properties
of the flow.

Firstly, the method predicts an interfacial exchange zone localized below
the dunes in the porous region. Such IEZs are particularly important for the
prediction of, e.g., thermal, chemical, and biological phenomena in the porous
medium. Further, the IEZ in Figure 6.22 (left) has a similar shape and depth
as for the Stokes–Darcy coupling with explicit use of interface conditions in
[CJW14] or [Wil19].

Below this IEZ, horizontal flow in the porous medium which is not affected
by the interface and induced by the pressure difference at the inlet and outlet
boundaries, the so-called underflow, is observed. The streamlines show that
particles located in a small layer at the interface in the porous region are
transported along the interface before propagating deeper into the porous
region.

The 3D visualization, Figure 6.22 (right), highlights the velocity peaks above
the dune pikes.

It is important to observe that the velocity in the porous region is very small
(5·10−11 m/s in the bulk) in comparison with the velocity in the non-porous region.

Secondly, Figure 6.23a (left) shows the corresponding pressure that drops
behind the dunes and exceeds the pressure difference induced by the boundary
conditions (which is 10−3). This is in agreement with the results presented in
the literature.
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Figure 6.22: Example IV: Magnitude of the velocity with streamlines (left) and
in 3D (right) using α = δ = 0.1, ρ = 0, and `Ω = 0.021. For the
purpose of clear visualization, the Stokes region has been spatially
separated (after the simulations) from the Darcy region (left).

However, the contours are non-smooth near the interface. Numerical tests
have shown that the pressure smoothens in the vicinity of the interface with
decreasing values of `Ω, as shown in Figure 6.23a (center and right).

A direct comparison of the pressure at the interface is shown in Figure 6.23.
We observe that the behavior in the non-porous region is smooth and without
significant differences for the varying values of `Ω (Figure 6.23b). In fact, this is
what we expect, since whenever it is σ = 0, `Ω disappears from the formulation.
In contrast to that, the pressure in the Darcy region is oscillating at the interface
for `Ω ≈ hmax, see Figure 6.23c, and becomes smoother for smaller `Ω. The
parameter `Ω appears in the coefficients of the stabilizations as presented in
Table 6.1.
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6.3 Example IV: Flow Above and Below a Sediment-Water Interface

(a) Pressure with contours:
`Ω = 0.021 ≈ hmax (left), `Ω = 0.0062 ≈ hmin (center), and `Ω = 0.0001 (right).

(b) Pressure – Stokes-Interface:
`Ω = 0.021 ≈ hmax (top),
`Ω = 0.0062 ≈ hmin (center),
and `Ω = 0.0001 (bottom).

(c) Pressure – Darcy-Interface:
`Ω = 0.021 ≈ hmax (top),
`Ω = 0.0062 ≈ hmin (center),
and `Ω = 0.0001 (bottom).

Figure 6.23: Example IV: Simulation results using α = δ = 0.1, ρ = 0, and
different values of `Ω.
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Table 6.1: Stabilization coefficients in the subregions.

Subregion (µeff , σ) GLS Coefficient Grad-Div Coefficient

Ωf

(
10−3, 0

)
α
h2
T

µ̂ = α
h2
T

µeff
= 103αh2

T δµ̂ = δµeff = 10−3δ

Ωp

(
0, 107

)
α
h2
T

µ̂ = α
h2
T

σ`2Ω
= 10−7

`2Ω
αh2

T δµ̂ = δσ`2Ω = 107`2Ωδ

In the porous region Ωp (µeff = 0), the GLS stabilization term scales with(
`2Ω
)−1

and the grad-div stabilization term is multiplied with `2Ω. This, together
with the observed behavior with respect to `Ω suggests that an increase of α
and a decrease of δ could yield a similar result as decreasing the value of `Ω.
The condition number tests in Figures 6.8 (µeff = σ = 1) and 6.12 (σ = 1000)
also suggest that this could have a positive impact on the conditioning.

Although a smaller value of δ resulted in a smoother solution in the vicinity
of the interface, the oscillations could not be eliminated by solely adjusting
δ. Increasing the value of α has a smoothening effect, but spoils the pressure
solution, in particular in the Stokes region, due to the strong imbalance of
stabilization weights as described in Table 6.1.

Let us remark that numerical tests have shown that these oscillations are still
present and even stronger if the mesh in Figure 6.21 is refined in the vicinity of
the interface and `Ω ≈ hmax. Also in this case the pressure is less oscillating for
smaller values of `Ω which could not be managed by adjusting solely the stabi-
lization parameters unless details of the solution are lost due to over stabilization.

Since `Ω is only present in the stabilization terms in the porous domain, we
conclude that appropriate choices of the stabilization parameters do not coincide
for Ωf and Ωp, at least if the condition (5.2.6) shall be satisfied.

Due to the jump of the model parameters, also the artificial viscosity µ̂ :=
µeff + σ`2Ω, which is used in the method formulation (5.2.10) and weights
the stabilization terms, jumps from µ̂|Ωp

= 107`2Ω in the porous region, to

µ̂|Ωf
= µeff = 10−3 in the pure fluid region. Smaller values of `Ω effectively

damp the jump of µ̂ across the quasi-interface, see Table 6.1.
In summary, except for a small region enclosing the interface, the results

of the Brinkman single-domain approach compare qualitatively well with the
ones obtained with a multi-domain (Stokes–Darcy) method, which uses explicit
interface conditions and does not necessarily consider continuity at the inter-
face. In particular flow characteristics induced by the interface are captured
well. However, for special interest in the interface region either a fine mesh
combined with appropriate possibly domain-dependent stabilization parameters
(in particular α) have to be chosen, or the respective additional effort (explicit
incorporation of interface conditions) shall be invested.

Let us point out that this example is beyond the theory provided in Chapter 5,
where we have considered constant coefficients µeff and σ. Hence, this exam-
ple suggests that the theory has to be extended for discontinuous coefficients
representing Stokes–Darcy jumps.
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6.4 Example V: Flow with Porous Obstacles

The following example is taken from [Dis04] and addresses a heterogeneous
porous medium including three physically different settings.

A rectangular domain of length L = 12 m and depth H = 8 m, i.e., Ω :=
(0, 12) × (0, 8), is considered. Within Ω, we distinguish between a free flow
region Ωf , a moderately permeable region Ωp,1, and a low permeability region
Ωp,2 with

Ωf : (µeff , σ) =
(
10−2, 0

)
,

Ωp,1 : (µeff , σ) =
(
0, 102

)
,

Ωp,2 : (µeff , σ) =
(
0, 106

)
,

as visualized in Figure 6.24.

Figure 6.24: Example V: Sketch of the domain, showing the different physical
regions Ωf (red), Ωp,1 (green) and Ωp,2 (yellow).

An outflow condition (natural boundary condition) is imposed on the right
boundary, by setting

(µeff∇u− pI) · n = 0, for x = 12,

while essential boundary conditions are imposed via the penalty-free Nitsche
method on the left (parabolic with maximum velocity 0.1 m/s), top (homoge-
neous), and bottom (homogeneous) boundaries:

u = (u1, u2)T =

(
1

16

(
−0.1y2 + 0.8y

)
, 0

)T
, for x = 0,

u = 0, for y = 0, resp. y = 8.

The simulation has been performed on an unstructured, non-uniform mesh
containing around 11K vertices, which has a slightly higher resolution at the
implicit interfaces defined by the boundary of Ωp,2 and is adapted to the
interfaces, see Figure 6.25.
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(hmin, hmax) # Cells (Triangles) # Vertices

(0.0598, 0.1699) 22157 11255

Figure 6.25: Example V: The mesh, showing slightly refined regions.

(a) The magnitude of the velocity over the whole domain (left) and the magnitude of
the velocity with velocity vectors within the porous region Ωp,1 ∪ Ωp,2 (right).

(b) Pressure isolines.

Figure 6.26: Example V: Simulation results for α = δ = 0.1, ρ = 0, and
`Ω = 0.01.
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The parameters have been chosen as α = δ = 0.1, ρ = 0 (no Nitsche corners
with µeff = 0), and `Ω = 0.01. The resulting magnitude of the velocity, shown
in Figure 6.26a (left), visualizes that the velocity in the Stokes region Ωf is
much higher than that in the porous regions, which therefore appears to be
zero in the considered color scale. However, there is fluid flow present in the
porous regions, which is demonstrated for Ωp,1 in Figure 6.26a (right) with
additional arrows (whose length is scaled by the absolute velocity) indicating
the flow direction. The corresponding pressure approximation with isolines is
depicted in Figure 6.26b. Altogether, the finite element solution is in line with
the physically expected behavior.

Note that the value chosen for `Ω does not fulfill the condition (5.2.6). In
Section 6.3 we have observed that smaller values of `Ω have a smoothening
effect on the pressure in the vicinity of coefficient jumps of Stokes–Darcy type.
To confirm this hypothesis here as well, we run an additional simulation for
`Ω = 0.17 ≈ hmax. As shown in Figure 6.27, the pressure is not well-behaved near
the parameter jumps between Stokes regions and porous regions, although the
corresponding velocity magnitude behaves qualitatively as shown in Figure 6.26a.

Figure 6.27: Example V: Pressure with isolines for α = δ = 0.1, ρ = 0, and
`Ω = 0.17.

Let us finally note that - similar as for Example IV - with the premise to
obtain qualitatively similar solutions as shown in Figure 6.26, a smooth pressure
approximation could not be produced with a variation in the stabilization
parameters (α and δ) solely, i.e., keeping `Ω = 0.17. As already indicated, a
possible explanation is that `Ω has an influence only in porous regions (σ 6= 0),
while the stabilizations (controlled via α and δ) affect the formulation in the
whole domain. Hence, `Ω influences the relation of stabilization weights for
Stokes regions (σ = 0) neighboring porous regions (σ 6= 0).
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6.5 Summary

In order to complement the theory developed in Chapter 5 with computational
results, several numerical studies have been presented. To that end, five ex-
amples were conducted for assessing the performance of the proposed method
(5.2.10).

Examples I and II have confirmed the predicted convergence order (Thm.
5.3.21) in the Stokes regime as well as in the Darcy limit. We have also seen how
the penalty-free Nitsche method acts in case of boundary layers compared to
strongly imposed essential boundary conditions. Moreover, a parameter study
and tests with respect to the condition number have addressed the impact of
the stabilization parameters on the results. Concerning the influence of the
stabilization parameters on the magnitude of the errors, an extracted general
tendency is to use small values of α, although the conditioning suggested often
rather the opposite. Concerning δ and `Ω, optimal choices seem to be more
interwoven with each other, with the physical setting, and with parts of the
error in the energy norm.

Example III was considered in order to compare the results of the method
(5.2.10) with those for stabilization methods that are available in the literature.
This has supported the competitiveness of the proposed formulation. Further-
more, the sensitivity with respect to the GLS parameter was tested, which has
demonstrated a negative impact of too small and too large values of α on the
quality of the (pressure) solution.

Examples IV and V considered multi-physics problems with discontinuous
coefficients of Stokes–Darcy type. Although beyond the theory developed in
Chapter 5, these were used in order to investigate the applicability of the
method (5.2.10) in mixed flow domains. While the pressure slightly away from
the interface and the velocity yielded results, comparable with those in the
literature, the pressure at the interface was identified to be non-smooth. In
a series of tests, we have observed that decreasing the value of `Ω (violating
the condition (5.2.6)) allows to reduce the oscillations (a subdomain-dependent
GLS parameter would have a similar effect).

The corner stabilization parameter was not observed to have a significant
impact on the results of the considered examples, i.e., reasonable variations of ρ
did not affect the results.
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7 Geothermal Energy Production –
Modeling, Simulation, and
Optimization for Hot Sedimentary
Aquifers

Stored heat in the subsurface is recognized as geothermal energy and can be
used for electricity production and district heating. As geothermal energy is
a renewable resource, its usage can contribute to reduce the carbon footprint.
This chapter discusses numerical modeling, simulation, and optimization of
geothermal energy extraction as an application of the proposed method (5.2.10).

The basic functionality of an open loop geothermal plant can be explained by
a minimal example, a so-called doublet , which refers to a pairing of an injection
well and a production well. While water with a certain temperature is pumped
into a geothermal reservoir (hot aquifer) at the injection well, water with a
higher temperature is extracted via the production well. This procedure allows
to gain energy in form of heat.

One of the main goals in geothermal development is the maximization of the
economic outcome, which in turn involves maximizing the net extraction of
geothermal energy.

Given a site with sound geothermal and hydrogeological conditions, the
possible placement of wells is generally geographically limited to a so-called
concession field which describes the area of planning permission. In particular,
thermo-hydraulic encroachment into neighboring concession fields has to be
prevented during the whole production time.

Furthermore, with an increasing density of geothermal installations, effects
due to thermal and hydraulic interference gain importance - negative interference
shall be avoided while positive interference shall be promoted.

Therefore, predictive simulations are decisive for optimal or at least reasonable
placing of new wells. Among the key questions, besides economic factors like
operating costs, is the optimization of (multi-)well configurations for a considered
time period of economic utilization. This concerns the number, types, locations,
and spacing of wells. Regarding the economic lifetime of a geothermal plant
based on open loops, special attention has to be paid to the thermal breakthrough
(the time when the temperature at a production well starts to decrease) and
possible thermal short circuits. Hence, the spatio-temporal evolution of the
cooling front emanating from the injection wells needs to be predicted. It is
controlled by the geothermal and hydrogeological conditions (including porous,
fractured, and sometimes even karstified geothermal reservoirs), the exploitation
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scheme (induced flow rates), and possible thermo-hydraulic interaction with
wells in the vicinity.

In summary, optimal field development and production management is a
multi-variable optimization task with numerous parameters influencing the opti-
mization process.

The developed numerical model, containing the method (5.2.10) as a con-
stituent, is intended to describe the thermo-hydraulics in an essentially horizontal
geothermal reservoir (hot aquifer) with multi-well configurations. It shall be
further utilized in an optimization procedure in order to detect advantageous
placements of geothermal wells concerning the net energy gain. Considering
a two-dimensional setting is fit for purpose and advantageous (less expensive)
from the computational perspective. It enables the study of diverse scenarios of
multiple geothermal well arrangements for varying geothermal and hydrogeolog-
ical conditions in a reasonable time frame.

Section 7.1 starts with a presentation of the main ingredients of the computa-
tional framework. Based on a description of the computational domain, we will
use the Brinkman model as groundwater flow model, an immersed boundary
method for the wells, and the heat transport equation.

In Section 7.2 we formulate the spatially and temporally discretized problem
and perform a preliminary code and model validation focusing on a single well,
respectively a doublet, investigating, in particular the sensitivity with respect
to the spatial and temporal discretization. Finally we specify the objective
function for the optimization procedure.

Section 7.3, is dedicated to the numerical study of the optimal placement
of two specific, patterned multi-well arrangements, namely lattice-type and
hexagonal configurations.

For an introduction into the topic and more information see, e.g., [SB13],
[DiP08], [Gla10], [PVC18], [Ree16], and [Ern10].

The software tools used in this chapter are the finite element library ParMooN
[Gan+16], [Wil+17a] and the library NLopt [Nlo] (integrated into ParMooN),
which are both free and open-source. The meshes are constructed with the free
open-source mesh generator Gmsh, [GR09], and the results are visualized with
ParaView, [AGL05].

The content of this chapter was partly developed in collaboration with Dr.
Ernesto Meneses Rioseco (Leibniz Institute for Applied Geophysics) and finan-
cially supported by a Seed Grant of the Leibniz Mathematical Modeling and
Simulation (MMS) Network.
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7.1 The Modeling Approach

This section describes the details of the numerical model. Its two fundamental
components are:

(1) The Brinkman equations (3.2.8). They describe one-phase, incompressible,
steady, laminar groundwater flow through a confined and fully saturated
aquifer. The aquifer is predominantly composed of consolidated sedimen-
tary material (as, e.g., sandstone and/or carbonates) and considered as
an isotropic, static (nondeformable) porous medium (see Subsection 2.2.1).
Compared to the frequently used Darcy model, the additional term account-
ing for viscous stresses in the momentum balance allows to go beyond the
range of validity of Darcy’s law towards regimes of higher permeability. This
is particularly interesting for highly damaged zones in faulted domains and
vuggy porous media manifested by karstification (see, e.g., [PEQ09] and
[Joo+09]).

(2) The heat transport equation (energy balance). It models the evolution of
cold water fronts in hot aquifers and is of advection-diffusion(-reaction)
type. The advection is determined by the geothermal reservoir exploitation
scheme.

The two model problems are sequentially coupled (no feedback) for each op-
timization step, i.e., the Brinkman solution for the velocity determines the
advective field in the heat equation.

A further important ingredient is a non-matching (immersed) boundary ap-
proach used to incorporate the boundary conditions at the wells represented as
singular forces.

Regarding the optimization of geothermal energy extraction, our primary goal
is to describe and quantify the thermo-hydraulic effects on the placement and
spacing of different geothermal multi-well patterns with varying geothermal and
hydrogeological conditions. Therefore, we concentrate on control variables that
specify the arrangement of the wells.

One of the important capabilities of the proposed methodology is the possibility
to principally consider arbitrary well locations in the geothermal reservoir
during the optimization process. This potentially increases the flexibility of the
optimization by reducing spatial restrictions on the feasible region (caused by
mesh-adapted well models). In fact, the immersed approach used to incorporate
the boundary conditions at the wells does not require the regeneration of the
computational mesh during the optimization, since the imposition of boundary
conditions is decoupled from the spatial discretization. From the practical
viewpoint, the latter is a major advantage especially when the simulation of
numerous scenarios of (multi-)well arrangements is intended.

Remark 7.1.1 (Literature Overview).
Let us review some publications that dealt with similar questions:

• In [JS89, Sect. 3.5], multi-well arrangements of lattice-type were compared
with single doublets and reasoned to be advantageous in terms of the
occurrence time of the thermal breakthrough.
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• A similar methodology as in this thesis has been used in, e.g., [Die14,
Sect. 9.2.3] and [Wil+17b], but only concerning the primal Darcy problem
(pressure Poisson problem, see Rem. 3.3.4). In [Die14] also an immersed
approach is described, but is there restricted to the case of point-associated
wells located at nodes of the mesh.

• The modeling of hot sedimentary aquifers was also investigated in [Wil+17c]
and [Cro+16], taking into account the impact of sandstone reservoir het-
erogeneities on geothermal doublets production performance. In [Wil+17b],
doublets and sizes of geothermal concession fields are discussed.

• Reservoir lifetimes for doublets in hot aquifers were studied in [Sae+14] and
[Sae+15] as well as in [Wil+17b], including two lattice-type configurations
in homogeneous domains.

• Very recently, automatic optimization methods based on genetic algorithms
have been proposed in [RJZ19] and [Zha+19], considering heterogeneous
reservoirs but limited to Cartesian meshes. Further, in [Kah+19], a grid-
block-based optimization strategy with a stochastic (10-ensemble gradient-
based) optimization is tested using (partly) the free open-source software
Open Porous Media (OPM).

Let us note that most publications refer to commercial software packages as
FEFLOW or COMSOL Multiphysics.

7.1.1 The Geothermal and Hydrogeological Setting

Geothermal district heating development has been gaining momentum in Europe
with a significant installed capacity and numerous projects currently under de-
velopment, see, e.g., [Ber+17], [ABS16], and [LB16]. Especially, deep geothermal
industry in the Greater Munich region in (the porous, fractured, and kars-
tified Upper Jurassic carbonates of) the South German Molasse Basin, has
been rapidly growing in the last decades, [FSS16], [Dus+16], [WBM19]. Due to
this remarkable development and the related increase in the density of planed
geothermal wells, the focus of this chapter will be on similar geothermal and
hydrogeological conditions as encountered in the Upper Jurassic (Malm) aquifer
in the Greater Munich region.

Let us mention that, although the physical setups considered in the following
are concerned with similar reservoir conditions as found in the Upper Jurassic
aquifer in the Munich region, the methodology that will be developed in the
subsequent sections can be applied (and extended) to any hot sedimentary
aquifer.

Let us begin with a brief characterization of the geothermal and hydrogeological
conditions, normally encountered in hot sedimentary aquifers and in particular
in the South German Molasse Basin. The crucial parameters for the optimal
placement and spacing of geothermal wells are the temperature distribution,
the natural hydraulic activity, and the permeability structure in a geothermal
reservoir. Further details can be found in, e.g., [Dus+16] and [Dus+18].
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The Temperature Distribution

The considered Malm in the Greater Munich region reaches depths of approxi-
mately 5 km and an average geothermal gradient of around 30 ◦C per kilometer
depth is established, such that temperatures up to 150 ◦C are reached. While the
aquifer is in a quite constant depth in the direction east-west, an (approximately
linear) inclination is found from south to north, see [Dus+16, Fig. 3]. This
translates into a non-zero, constant temperature gradient in the simulations
(in Section 7.3), where we will consider either a constant ambient temperature
of 100 ◦C or a linear temperature distribution that corresponds to a slightly
declined aquifer with a height difference of approximately 71m per km length.

Natural Hydraulic Activity

The regional and local natural groundwater flow in hot sedimentary aquifers is
in general overprinted by the relatively high flow rates, imposed by multi-well
arrangements, [JS89]. Due to the still large uncertainties with regard to the
current groundwater flow regime in the Malm aquifer and the very low hydraulic
gradient, a constant underlying pressure field can alternatively be considered
for the thermo-hydraulic modeling, [Dus+16].

Hydraulic Conductivity Ranges and Permeability Structures

The aquifer in the Munich region is a geothermal reservoir with a highly vari-
able permeability structure (typical for carbonate reservoirs) which consists
of porous, fractured, and karstic carbonates of the Upper Jurassic Malm. A
multidisciplinary geothermal reservoir characterization, recently conducted in
[Dus+16, Table 1], presents a wide range of hydraulic conductivity values in the
order of 10−4 − 10−7 m/s.

The Malm aquifer is confined by overriding cretaceuos and tertiary layers and
an underlying crystalline basement [Dus+16, Fig. 3], which are considered as
hydraulically non-conductive (aquitards).

Primary geologic controls on the permeability structure of carbonate geother-
mal reservoirs constitute structural elements as faults or damage zones (caused
by tectonic activity) and facies distribution (caused by historical geographic
development), [Dus+18], [Mra+19]. Note that karstification might even lead
to solution conduits in carbonate reservoirs, [Har+14]. In [Dus+16, Fig. 10],
a simplified hydrostratigraphic profile of the Upper Jurassic aquifer is given,
revealing a layer-like laterally varying (bedded) permeability.

Such structural properties will be accounted for in the numerical study in
order to assess their effect on the optimized well placement. To be precise, we
will consider aquifers with laterally varying hydraulic conductivity (respectively
permeability) in Subsection 7.3.3 and aquifers with faults/damage zones in
Subsection 7.3.4.
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7.1.2 Model Assumptions

The model is build upon the following main assumptions and approximations:

(A1) We assume to deal with an aquifer confined by overriding and underlying
aquitards. As a consequence, fluid flow through the top and bottom
boundaries of the reservoir is neglected. Moreover, assuming that the
vertical dimension is much smaller than the horizontal characteristic size,
we neglect the effect of gravitational forces.

(A2) We consider the flow of a single phase, incompressible (constant density),
Newtonian fluid in an isotropic, saturated, non-deformable aquifer (porous
medium).

(A3) We neglect the dependence of the fluid viscosity and density on the
temperature.

(A4) The heat transport model is confined to the aquifer under investigation,
i.e., heating due to the temperature of the aquitard is neglected.

(A5) Since the longitudinal dispersion is usually several times higher than the
transversal dispersion, we neglect the transversal dispersion, assuming that
its effect does not play a relevant role in the considered two-dimensional
model, and use a constant heat capacity.

(A6) The wells are assumed to be vertical boreholes (no materialized surface)
of cylindrical shape, perforating the aquifer.

7.1.3 The Aquifer

The domain of interest is an aquifer of constant thickness H [m] with rectangular
base of diameter L [m] (H � L). It is perforated by N inj injection wells and
Nprod production wells.

A generic well w
(?)
3D is modeled as a vertical, cylindrical borehole. Denoting by

w(?) := w
(?)
2D

its circular cross-section, the volume of w
(?)
3D is given by Aw(?) ·H, where Aw(?) [m2]

is its cross-sectional area. The setup for a single well is schematically visualized
in Figure 7.1 (left).

H

Aw(?)

w
(?)
3D

Aw(?) Γw(?)

Ω

∂Ω \ Γw(?)

Figure 7.1: Left: Schematic 3D model of an aquifer with a single cylindrical well

w
(?)
3D. Top and bottom of the aquifer (yellow) are impermeable for

fluid. Right: The considered horizontal cross-section of the aquifer.
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Production wells and injection wells will notationally be distinguished by
using the respective symbol (?) ∈ {prod, inj}. The same notation will be
adopted for other quantities that are associated to production and injection
wells, respectively.

In the horizontal direction, the fluid is allowed to permeate through the aquifer
boundaries, while eventual phenomena in the vertical direction are neglected.
Hence, for the remainder of this work, we focus on an aquifer slice Ω ⊂ R2

parallel to the confining planes as shown in Figure 7.1 (right). Further, the
boundary of a generic, circular well slice w(?) ⊂ R2 will be referred to as Γw(?) .

7.1.4 Groundwater Flow - The Brinkman Equations

Assuming conservation of mass and (linear) momentum, the flow is modeled by
the stationary Brinkman equations (3.2.8a)-(3.2.8b) with the following boundary
conditions: On the outer boundary of the computational domain Ω, natural
(Neumann) boundary conditions are imposed:

(µeff ∇u− pI) · n = 0, on ∂Ω \
⋃
w(?)Γw(?) , (7.1.1a)

where n stands for the outer unit normal vector on ∂Ω \
⋃
w(?)Γw(?) . Along each

well boundary, a constant velocity magnitude Uw(?) [m/s] directed normally to
the well boundary is assumed, yielding the Dirichlet boundary conditions

u = ±Uw(?)nw(?) , on Γw(?) , ∀w(?), (7.1.1b)

where nw(?) is pointing from the well into the porous medium (inner unit normal
vector). Positive and negative signs in front of Uw(?) shall be used to represent
flow into (injection) or out of (production) the aquifer with respect to the well,
respectively.

The magnitude of the in-/outflow velocity, Uw(?) in (7.1.1b), depends on the
prescribed injection respectively production rate and the thickness H [m] of the
three-dimensional aquifer (see Subsection 7.1.3). Let us assume that the fluid
is injected respectively extracted uniformly along the vertical direction of the

generic cylindrical well w
(?)
3D with flow rate Q

w
(?)
3D

[m3/s]. Then the magnitude of

the velocity along the well boundary for the two-dimensional problem is given
by

Uw(?) =
Q
w

(?)
3D

2πrw(?)H
, on Γw(?) , (7.1.2)

with rw(?) [m] denoting the radius of the well.
For the considered two-dimensional case, external volume forces, as well as

mass sources within the aquifer vanish, i.e., f = 0 and g = 0 in (3.2.8a)-(3.2.8b).
Let us note, that in Subsection 7.1.5, an immersed boundary method will

be proposed to efficiently incorporate the wells in form of singular sources and
sinks in equation (3.2.8b).

Remark 7.1.2 (On the Boundary Condition (7.1.1a)).
As discussed in Subsection 7.1.1, natural groundwater flow in the geothermal
reservoir can be usually neglected in comparisons to the flow induced by injection
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and production wells. As a consequence, we will consider a constant pressure
P = 0 Pa at the aquifer boundaries yielding the condition (7.1.1a). Otherwise,
one could set the external pressure equal to a given function (depending on the
depth of the aquifer) and consider the boundary condition

(µeff ∇u− pI) · n = Pn, on ∂Ω \
⋃
w(?)Γw(?) ,

instead of (7.1.1a).

7.1.5 The Immersed Well Model

In practice, the radii of the cylindrical wells, e.g., 0.1 m in [Wil+16], are much
smaller than the scale of the domain (several kilometers). Setting Dirichlet
boundary conditions as (7.1.1b) on such small portions of the domain increases
the (geometric) complexity of the problem due to the need of resolving a wide
range of spatial scales within the computational mesh.

In order to circumvent this issue, a so-called immersed boundary method
(IBM), originating from [Pes02], will be employed. The basic idea of IBMs
is to ’immerse’ complex geometries in simpler geometries by extending the
computational domain and introducing appropriate force terms in the model
equations. From the computational point of view, one of its main advantages is
that coarser spatial discretizations can be used, thus reducing the computational
effort for the numerical simulation.

In the groundwater flow context, IBMs are considered also in [Die14]. However,
in this case the singular problem is derived from the primal Darcy formulation
(pressure Poisson problem, see Rem. 3.3.4), instead of the mixed, more general
Brinkman problem. Further fields of application include, e.g., the simulation of
perfusion within biological tissues, [D’A12].

The immersed well model is based on considering an extended domain, which
includes the well regions. The wells are then described as singular forces defined
in single points (the well centers), which can be regularized on the discrete level
utilizing smooth approximations.

For simplicity of notation, we investigate in detail the case of a single well
w(?), as visualized in Figure 7.1 (right). In the limit case, when rw(?) tends to
zero, the well w(?) can be seen as a singular source (or sink) of mass in the
continuity equation (3.2.8b), formulated in the extended domain Ω ∪ w(?) ⊂ R2

(see Figure 7.1 right), i.e.,

∇ · u = gw(?)δw(?) in Ω ∪ w(?). (7.1.3)

Here, δw(?) denotes the Dirac delta distribution with respect to the well center and
gw(?) is a proper constant which depends on the prescribed injection respectively
production rate.

In order to determine the singular force gw(?) , we note that the solution of the
problem with the original boundary conditions (7.1.1b) satisfies∫

w(?)

∇ · u =

∫
Γ
w(?)

u · nw(?) = ±Uw(?)2πrw(?) = ±
Q
w

(?)
3D

H
, (7.1.4)
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where we have used the Gaussian theorem, the boundary condition (7.1.1b),
the fact that |Γw(?) | = 2πrw(?) , and the expression (7.1.2) for Uw(?) . On the
other hand, integrating (7.1.3) over a circle of radius rw(?) , centered at the
center of w(?), using (7.1.4), the fact that gw(?) is constant, and the property∫
w(?) δw(?) = 1 of the Dirac delta distribution, we obtain

gw(?) =

∫
w(?)

gw(?)δw(?) =

∫
w(?)

∇ · u = ±
Q
w

(?)
3D

H
. (7.1.5)

Hence, generalizing this ansatz to multiple wells, we consider the Brinkman
problem (3.2.8a)-(3.2.8b) defined on

Ω̂ := Ω ∪
(⋃

w(?)w(?)
)
⊂ R2, (7.1.6)

meanwhile replacing the Dirichlet boundary conditions (7.1.1b) by a modified
continuity equation of the form

∇ · u =
N inj+Nprod∑

l=1

g
w

(?)
l

δ
w

(?)
l

. (7.1.7)

Remark 7.1.3 (On the Singular Mass Source).
The modified mass conservation equation (7.1.7) states that the divergence of
the velocity vanishes everywhere except for injection and production wells (a set
of given points), where it has a (positive resp. negative) value obtained from
(7.1.5).

7.1.6 Heat Transport – The Advection-Diffusion Equation

The model for heat transport can be obtained from the standard energy con-
servation equation [Sae+14], resulting in a time-dependent advection-diffusion
equation for a temperature field T (t,x) [K]:

∂ (ρCT )

∂t
−∇ · (λ∇T ) + ρfCfu · ∇T = 0 in (0, tL]×Ω, (7.1.8a)

where it is assumed that heat creation through friction in the well and heat
loss/gain from the outside can be neglected (yielding a right-hand side equal to
zero). We complete (7.1.8a) with the initial condition

T (0,x) = T0 (x) in Ω,

and the (steady, Dirichlet) boundary conditions

T = T
winjk

, on Γ
winjk

, ∀k,

T = T0, on ∂Ω \
⋃
k

Γ
winjk

.

Here, k = 1, . . . , N inj , N inj is the number of injection wells winjk , T
winjk

[K]

are the corresponding injection temperatures, and T0 [K] refers to the initial
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temperature field, in this context called formation or aquifer temperature. The
filed u is the groundwater flow velocity, t [s] is the time variable, and tL [s]
denotes the upper bound on the time interval (coinciding with the maximum
operation time of the geothermal installation). In (7.1.8a) there are further
coefficients associated to the fluid (index f) respectively the porous structure
(index s), namely the densities ρf , ρs [kg/m3] and the material specific heat
capacities Cf , Cs [J/kg K], which are combined to the volumetric (macroscopic)
heat capacity ρC given by

ρC := (1− φ) ρsCs + φρf Cf ,

where φ denotes the porosity.
The total thermal conductivity tensor λ [W/m K] can be modeled (see, e.g.,

[Sch61] or [Cro+16]) as the sum of the equivalent conductivity λeqI and thermal
dispersion λdis, i.e.,

λ = λeqI + λdis

with

λeq = (1− φ)λs + φλf ,

λdis = ρfCf

(
αT |u|I + (αL − αT )

uuT

|u|

)
,

where λs and λf are the (scalar) thermal conductivities of the indexed species,
αL [m] is the longitudinal thermal dispersion, and αT [m] denotes the transversal
thermal dispersion.

As mentioned in (A2), (A3), and (A5), the transversal dispersion will be
neglected and the constant densities and heat capacities can be excluded from
the temporal and spatial derivative in (7.1.8).

7.1.7 A Penalty-Based Immersed Injection Well Model

Similar to Subsection 7.1.5 we also consider a modified problem for the temper-
ature field, formulated in the extended domain Ω̂ defined in (7.1.6). In order to
fulfill the desired Dirichlet boundary condition on the well boundary, we propose
a penalty method inspired by [Ang99], which explicitly adds terms to the equa-
tion (7.1.8a), that penalize the temperature differences between the (injection)
well regions and the corresponding injection temperatures, respectively. Here it
is crucial to note, that the temperature field is solely disturbed at the injection
wells, such that only these positions have to be included as heat sources.

The resulting penalty-based immersed heat transport problem, which approxi-
mates the original problem (7.1.8) in the extended domain Ω̂, reads

a
∂T

∂t
−∇ · (d∇T ) + u · ∇T+

N inj∑
k=1

γ̃k

(
T−T

winjk

)
= 0 in (0, tL]× Ω̂, (7.1.9a)

T (0,x) = T0 (x) in Ω̂, (7.1.9b)

T = T0 on ∂Ω̂, (7.1.9c)
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with

a :=
ρC

ρfCf
, d :=

λ

ρfCf
, and γ̃k :=

{
0, in Ω,

γk, in winjk ,
(7.1.9d)

for a well-wise penalty parameter γk > 0.

7.2 The Numerical Method and the Optimization
Approach

The automatic, energetic optimization shall be realized on the basis of sequen-
tially coupling the discrete flow problem with the discrete heat balance. Let us
therefore introduce the discretized subproblems, validate the proposed method,
and define the objective function for the optimization.

7.2.1 Discretization in Time and Space

The Brinkman equations and the heat transport equations are discretized in
space using the finite element method. To this purpose, let us consider a shape-
regular (see (4.1.2)) triangulation Th of the domain Ω̂ and recall the notation
introduced in Chapters 4 and 5.

The Approximation of Singular Sources and Sinks

At the discrete level, there are different approaches to include the singular
sources and sinks in (7.1.7) in a numerical method.

We adopt a non-matching approach, decoupling the singular points from the
computational mesh. In practice, the singular term is defined in such a way
that the physical solution (defined only outside the well regions) is continuously
extended inside the wells. To this purpose, the right-hand side of (7.1.7) is
approximated using a discrete version of the Dirac delta distribution, with
support on a small neighborhood of the well center. A classical approximation
δrε (see also [Pes02]) is given by

δrε
w(?)(x, y) :=

π

r2
ε (π2 − 4)

θ

(√
(x− xw(?))2 + (y − yw(?))2

rε

)
(7.2.1)

with

θ(r) :=

{
cos (πr) + 1, if − 1 < r < 1,

0, otherwise,

and (xw(?) , yw(?)) denoting the center of the well w(?). In (7.2.1), rε > 0 is an

arbitrary (small, compared to the domain size, i.e., rε � diam(Ω̂)) parameter
that can be chosen depending on the well radius and on the suitable spatial
discretization (near the well). The discrete delta function will then vanish for
the points (x, y) with distance from (xw(?) , yw(?)) greater than rε. Notice that
the function defined in (7.2.1) also satisfies∫

Ω̂
δrε
w(?) = 1, ∀rε > 0.
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For a visualization of δrε for different values of rε, see Figure 7.2.

−4 −2 2 4

0.5

1

x

δrε(x)

rε = 1
rε = 2
rε = 3
rε = 4
rε = 5

Figure 7.2: Visualization of (7.2.1) for y = yw(?) and xw(?) = 0.

As a consequence of utilizing an approximation as (7.2.1), the numerical
solution will have a physical meaning only at a distance from the well center
greater than or equal to rε (dictated by the support of the approximate delta
function). However, this way we obtain the approximate flow field without the
need of accurately resolving the fluid dynamics near the sources and sinks.

Remark 7.2.1 (On the Non-Matching Immersed Boundary Approach).
Another possibility to include the singular sources and sinks in the discrete
approach is to assume that the singular points (well centers) coincide with
vertices in 2D (or edges, in 3D) of the considered computational mesh (see, e.g.,
[D’A12] and [Die14]). This choice, however, links the (singular) wells to the
mesh generation.

The non-matching approach instead allows to arbitrarily change the position
of the well within the computational domain without the need of generating a
new computational mesh. This feature will be substantial in the optimization
procedure related to the (arbitrary) optimal placement of the wells.

The Discrete Brinkman Equations

The finite element approximations of the velocity and the pressure, uh and ph,
are sought in the space of continuous, triangle-wise linear polynomials (5.2.9)
with Ω replaced by Ω̂.

Based on the discussions in Subsections 7.1.4 and 7.1.5, the stabilized finite
element method (5.2.10) for the Brinkman problem (3.2.8a)-(3.2.8b) reads:
Find (uh, ph) ∈ V 1

h ×Q1
h such that

Ah [(uh, ph) ; (vh, qh)] = Lh (vh, qh) , ∀ (vh, qh) ∈ V 1
h ×Q1

h, (7.2.2)
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with

Ah [(u, p) ; (v, q)] := µeff (∇u,∇v) + σ (u,v)− (p,∇ · v) + (∇ · u, q)

+ α
∑
T∈Th

h2
T

µ̂
(σu+∇p, σv +∇q)T + δ µ̂ (∇ · u,∇ · v) ,

Lh (v, q) := (g, q) + δ µ̂ (g,∇ · v) ,

and the source term g is the one defined in (7.1.7) with the approximate delta-
function (7.2.1), i.e.,

g =
N inj+Nprod∑

l=1

g
w

(?)
l

δrε
w(?) .

We observe that only the non-symmetric GLS stabilization (with parameter
α) and the grad-div stabilization (with parameter δ) are present. Since the
boundary conditions (7.1.1a) with respect to Ω̂ are of natural type, the terms
in (5.2.10) related to the weak imposition via the penalty-free non-symmetric
Nitsche method (including the corner stabilization) are not needed.

The Discrete Heat Equation

In order to approximately solve the time-dependent advection-diffusion problem
for the temperature field (7.1.9), we utilize the approximate Delta function
(7.2.1) to represent γ̃k via

γ̃k := γk

Q
winj3D,k

H
δrε
winjk

.

In the following we consider constant values of γ and replace the penalty term
in (7.1.9a) by

cT − f

with

c :=
N inj∑
k=1

γ
Q
winj3D,k

H
δrε
winjk

and f :=
N inj∑
k=1

γ
Q
winj3D,k

H
δrε
winjk

T
winjk

. (7.2.4)

Then we first discretize the resulting problem in time via an implicit (backward)
Euler scheme, see, e.g., [JS08]. Denoting by Tn the approximated temperature
field at time tn and with ∆tn := tn − tn−1 the time step, the time-discretized
heat equation (at time step tn) reads

aTn+∆tn (−d∆Tn + u · ∇Tn + cTn) = aTn−1 + ∆tnf
n in Ω̂, (7.2.5)

with a, d, c, and f defined as in (7.1.9) and (7.2.4). In order to further discretize
(7.2.5) in space, we rewrite (7.2.5) in weak form and consider it the finite element
space Th of continuous and piecewise linear functions, resulting in:

Th :=
{
Sh ∈ C0( Ω̂ ) : Sh|T ∈ P1 (T ) , ∀T ∈ Th

}
.
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The finite element formulation evaluated at each time step then reads: Find
Tnh ∈ Th with Th|∂Ω̂

= T0, such that

a (Tnh , Sh)−∆tn ((d∇Tnh ,∇Sh) + (u · ∇Tnh + cTnh ) , Sh)

= a
(
Tn−1
h , Sh

)
+ ∆tn (fn, Sh) , ∀Sh ∈ Th with Sh|∂Ω̂

= 0.
(7.2.6)

In the considered computational setups, the coefficient d will be of order 10−7

and u will be of order 10−6, such that a stabilization for advection-dominance
is not needed.

Remark 7.2.2 (On the Penalty Parameter γ).
The penalty parameter γ contained in c and f (see (7.2.4)) allows to accelerate
the matching of the injection temperature within the circular region of radius rε
(using (7.2.1)) with respect to the time discretization, i.e., for example increasing
γ could enforce the injection temperature after the first time step in a region of
radius rε > rw(?).

7.2.2 Preliminary Validation of the Numerical Method

The scope of this subsection is to validate the performance of the solver in a
setting which is relevant for the problem of interest. Further, the dependency
of the computational results on the mesh-width, the domain size (impact of
boundary conditions), and the time step is investigated.

Fluid Flow and the Immersed Boundary Method

We start with a ”one-well” problem defined in the annular domain

Ω :=
{

(x, y) ∈ R2 : r2
0 6 x2 + y2 6 r2

1

}
(7.2.7)

with r0 := 0.2 m and r1 := 1000 m, perforated by an injection well

winj :=
{

(x, y) ∈ R2 : x2 + y2 6 r2
0

}
with boundary Γwinj :=

{
(x, y) ∈ R2 : x2 + y2 = r2

0

}
(a circle of radius r0).

For the immersed boundary approach we introduce the extended domain

Ω ∪ winj =
{

(x, y) ∈ R2 : x2 + y2 6 r2
1

}
and use the discrete Dirac delta function (7.2.1) with rε = 50 m. Hence, the
numerical solution is expected to behave as the physical one at a distance from
the origin larger than 50 m.

In order to assess the capability of the immersed finite-element method in
approximating the solution near the wells, we consider porous media flow
described by (3.2.8a)-(3.2.8b) in the Darcy limit, i.e., with µeff = 0. Non-
homogeneous boundary conditions for the velocity are imposed on Γwinj , while
homogeneous pressure boundary conditions are set on the outer boundary:

u · nwinj = Uwinj , on Γwinj ,

p = 0 , on ∂Ω \ Γwinj ,
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for some constant Uwinj ∈ R. The analytical solution (in Ω) is then given by

usol(x, y) =
Uwinjr0

x2 + y2

(
x
y

)
,

psol(x, y) = σUwinjr0 log

(
r1√
x2 + y2

)
,

(7.2.8)

for f = 0 and g = 0.
For the numerical tests we take µ = 0.0003 kg/m s and k = 3 · 10−12 m2,

yielding σ = 108 kg/m3 s. Further we use `Ω = 50 m, Q
winj3D

= 100 l/s, calculate

Uwinj =
Q
w
inj
3D

2πr0H
[m/s] as described in (7.1.2), and utilize the remaining data as

given in Table 7.4. In Figure 7.3 we compare the exact solution
(
usol, psol

)
, which

is defined only outside the very small well with radius r0, i.e. in Ω, with the
numerical solution obtained with the non-matching immersed boundary method
with rε = 50 m, i.e., solving the problem (7.2.2) on Ω̂ = Ω ∪ winj . Therefore,
we use a triangular mesh with 17474 vertices and (hmin, hmax) ≈ (6.9, 27.9). We
visualize half of a circular, centered cutout of radius 100 m on the respective
domain (Ω and Ω̂). For the velocity, the artificial well (of radius rε) has a higher
transparency than the rest. The tests confirm that the resulting velocity and
pressure fields approximate well the exact solution for radii larger than or equal
to rε. In particular, the pressure isolines (for the immersed method) fit well
with those of the exact solution.

Figure 7.3: Velocity fields (left) and pressure fields (right) – centered cutout
of radius 100 m. The exact solution

(
usol, psol

)
is shown in the left

halves respectively, while the velocity and pressure fields obtained
with the immersed method are depicted in the right halves. The
area associated with a circle of radius rε is visualized with high
transparency for the velocity (left). The black lines (right) show
isolines for the pressure.
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Heat Transport and the Immersed Boundary Method

Next, we assess the effect of the penalty-based immersed method, comparing the
temperature field obtained with Dirichlet boundary conditions on the boundary
of the well with the result from (7.2.6).

To that end we consider the annular domain Ω defined in (7.2.7), and the
advection field usol defined in (7.2.8).

The temperature is prescribed at the inner circle, while at the outer circle
we impose a homogeneous Neumann boundary condition, and all remaining
parameters in (7.1.8) and (7.2.6) are chosen as described in Table 7.4.

We compare two numerical solutions: (i) the one obtained imposing strongly
the Dirichlet boundary condition at the well boundary as in (7.1.8) and (ii) the
one computed via the penalty-based immersed boundary method (7.2.6).

In the following computations we use a mesh with 20 uniformly distributed
nodes on Γwinj and 160 nodes on the outer circular boundary (resulting in 12100
dofs and (hmin, hmax) ≈ (0.064, 55.4) for Ω.

For Ω̂ a mesh with 20 nodes, uniformly distributed along the artificial well
boundary with radius rε = 50 m is considered instead, resulting in a coarser grid
(with 4409 dofs, (hmin, hmax) ≈ (13.8, 55.5)).

The results in Figure 7.4 compare the temperature fields after 12.5 years (left)
and the temperature evolution at a specified point (right), and demonstrate a
good agreement between the solutions of the approaches (i) and (ii).

zoom 

Figure 7.4: Temperature evolution in the annular domain. Left: Comparison
of the numerical solutions at time t = 12.5 years. The left half
is the solution obtained prescribing Dirichlet boundary conditions
(T |Γ

winj
= 50 ◦C), while the right half shows the solution using the

immersed boundary approach (with γ = 100). Right: Evolution of
the temperature at the point (x, y) = (560, 40) m, comparing the
solution with Dirichlet boundary conditions (blue crosses) with the
result for the immersed boundary method (orange line).
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In particular it is worth noticing that there is a slight delay (about 0.5 years)
in the cold water front (Figure 7.4 right) computed with the penalty method.
This effect is due to the penalty approach, for which the injection temperature
is immediately (after the first time step) imposed at a radius rε (larger than
the actual physical well), while, in the case of the strongly imposed Dirichlet
boundary condition, the cold water front reaches rε after few time iterations.

Let us note that γ, rε, and the time step will be fixed in the numerical
study in Section 7.3 such that the delay is present in all considered geometrical
configurations and that solely long-term simulations will be performed. Therefore,
we assume that it will only marginally affect the result of the forthcoming
comparative optimization studies.

Mesh- and Boundary-Independence Studies

The purpose of this last validation is to perform an extensive preliminary study
concerning the influence of the discretization parameters on the result of the
sequentially coupled problem. To that end we consider a centered doublet
(pair) in a rectangular domain with constant permeability k = 3 · 10−12 m2.
The production well wprod and the injection well winj have a fixed distance of
1 km and associated flow rates Qwprod = Qwinj [m3/s] equivalent to 100 l/s. All
remaining physical parameters are defined as in Table 7.4 (thermal dispersion
has been omitted).

The extended square domain Ω̂ (including wprod and winj) of varying size is
discretized with an unstructured, non-uniform triangular mesh, where a centered
sub-region of interest (of size 2.4× 1.4 km2) is finely resolved and embedded in
a coarser mesh.

In this configuration, we monitor the specific lifetime of the doublet, which
is set as the time until the water temperature at a measurement point of the
production well drops below Tquit, and vary the size of the smallest triangles
in the region of interest, the time step, and the size of the domain (i.e., the
distance to the outer boundary).

Table 7.1 displays the results of the investigation concerning the time step
length and the distance to the boundary. In particular, it can be seen that the
boundary has a negligible effect on the specific lifetime of the doublet whenever
it has a distance of about > 3.5 km from the wells which corresponds here to
a domain size 8× 8 km2 or larger. Concerning the time discretization, results
become almost independent (variation of less than ≈ 1%) from the chosen time
step for values below 3 months.

In order to assess the influence of the spatial discretization, we consider (in
accordance with the previous results in Table 7.1) the case of a domain of size
10× 10 km2 and a time step length equal to 3 months. In this configuration, we
refined the mesh in the region of interest (centered and of size 2.4× 1.4 km2),
considering local mesh sizes between 3 m and 50 m, and monitoring in each case
the specific lifetime of the doublet.
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Table 7.1: Specific lifetimes in years varying the domain size and the time
step length. Cells marked in green indicate a total variation less
than 2% with respect to the subsequent temporal refinement and
domain size increase. All quantities are rounded.

|Ω̂| [km2]
(DOFS)

3× 3
(43657)

5× 5
(44203)

8× 8
(46042)

10× 10
(47549)

15× 15
(52536)

∆t = 1a 55
−5.46%−−−−−−→
↓ +2.73% 52

−1.92%−−−−−−→
↓ +2.89% 51

0%−−→
↓ +2.94% 51

0%−−→
↓ 2.94% 51 ↓ +1.96%

∆t = 1
2a 56.5

−5.31%−−−−−−→
↓ +1.77% 53.5

−1.87%−−−−−−→
↓ +1.40% 52.5

0%−−→
↓ +1.91% 52.5

−0.95%−−−−−−→
↓ +0.95% 52 ↓ +1.44%

∆t = 1
4a 57.5

−5.65%−−−−−−→
↓ +0.57% 54.25

−1.38%−−−−−−→
↓ +0.61% 53.5

−0.94%−−−−−−→
↓ +0.62% 53

−0.47%−−−−−−→
↓ +1.09% 52.75 ↓+0.95%

∆t = 1
12a 57.83 −5.62%−−−−−−→ 54.58 −1.37%−−−−−−→ 53.83 −0.46%−−−−−−→ 53.58 −0.62%−−−−−−→ 53.25

The results in Table 7.2 show that the mesh width in the active subregion
has an impact on the specific lifetime. Too coarse meshes (mesh size 51, 08 m)
yield a significantly overestimated lifetime but differences for the smaller mesh
sizes are relatively small. E.g., a mesh size of less than 28 m already yields a
variation slightly below 1% towards a next refinement step for the considered
setting. We observe that the lifetime is not uniformly varying with the mesh-size
and therefore decide to use a rather fine mesh width of ≈ 6 m in the following
simulations. Note that the mesh size should be chosen in dependence of the
artificial well diameter (which is 2rε).

Table 7.2: Specific lifetimes in years (time step 3 months) for different mesh
sizes in the active subregion 2.4 × 1.4 km2 (characterized by hmin)
embedded in the 10× 10 km2 domain with a green color visualizing
less than 1% variation to the subsequent refinement.

Mesh Size (hmin, hmax) [m] Specific Lifetime [a]

(51.08, 259.82) 57.75 ↓ −8.66%

(28.27, 267.21) 52.75 ↓ +0.47%

(12.87, 267.21) 53 ↓ 0%

(6.15, 262.21) 53 ↓ +0.94%

(2.94, 262.18) 53.5

Finally, we use the information gained by the previous studies to set up and
simulate an appropriate doublet configuration. Figures 7.6 and 7.7 show the
resulting velocity, pressure, and temperature fields (at the end of the specific
lifetime) in the active subregion of size 2.4× 1.4 km2 with mesh size h ≈ 6.15
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(h ≈ 262.21 else), time step ∆t = 3 months, and domain size 10 × 10 km2. A
cutout of the mesh is shown in Figure 7.5.

Figure 7.5: Cutout of the mesh for the 10×10 km2 domain with hmin ≈ 6.15 m (in
the active subregion) and hmax ≈ 262.21 m (in the inactive region).

Figure 7.6: Magnitude of the velocity [m/s] with arrows (top) and pressure [bar]
with isolines (bottom left) and pressure along the line through the
well centers (bottom right) for an injection and production rate equal
to 100 [l/s]. (Artificial well regions with radius rε are not shown.)

The arrows in the visualization of the velocity (Figure 7.6, top) indicate that
the flow is directed from the injection well (left) towards the production well
(right). Due to the homogeneity of the domain and the same flow rates at both
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wells, the pressure is symmetric with respect to the isoline 0 bar (except for the
sign), see Figure 7.6 (bottom left). The pressure build-up and draw-down (also
called groundwater impression and depression cones) are shown in Figure 7.6
(bottom right) and reveal a steep gradient in the vicinity of the wells (centered
at (4.5, 5) km and (5.5, 5) km) only.

The cold water plume after 53 years of doublet operation with the typical tear
drop shape towards the production well is shown in Figure 7.7.

Figure 7.7: Temperature distribution (for the injection temperature 50 ◦C) in
the active subregion after 53 years of operation (specific lifetime)
with an isoline (green) highlighting 90 ◦C. (Artificial well regions
with radius rε are not shown.).

7.2.3 Optimization of Energy Production

Based on the computational model described in Subsection 7.2.1, an optimization
algorithm shall be used for computing the parameters describing the placement
of wells (e.g., well locations) that maximizes the net energy production (also
called doublet/triplet/etc. capacity).

Let us assign to each well a pump efficiency εw(?) ∈ (0, 1] and a discharge/flow
rate Q3D,w(?) [m3/s]. The net energy Enet [J], with respect to the considered
lifetime tL [s] of the geothermal plant, is given by

Enet := Eprod − Epump, (7.2.9a)

where

Eprod =

tL∫
0

ρfCf

Nprod∑
l=1

Q
3D,wprodl

T
wprodl

−
N inj∑
k=1

Q
3D,winjk

T
winjk

 dt (7.2.9b)

stands for the energy gained through the heat transfer, while

Epump =

tL∫
0

Nprod∑
l=1

Q
3D,wprodl

ε
wprodl

∣∣∣∆pwprodl

∣∣∣+N inj∑
k=1

Q
3D,winjk

ε
winjk

∣∣∣∆pwinjk

∣∣∣
dt (7.2.9c)

192



7.2 The Numerical Method and the Optimization Approach

denotes the energy that has to be invested in the operation of the pumps and
represents energy losses. In Equations (7.2.9b)-(7.2.9c), ∆pw(?) denotes the
pressure difference (with respect to the ambience/reference pressure) induced
by the pump at the respective well, while Tw(?) stands for the temperature at
the respective well.

Assuming that the lifetime interval [0, tL] is decomposed in Nt subintervals,
with time step increment ∆ti, we approximate the net energy as

Enet ≈
Nt∑
i=1

∆ti

ρfCf
Nprod∑

l=1

Qi
3D,wprodl

T i
wprodl

−
N inj∑
k=1

Qi
3D,winjk

T i
winjk


−

Nprod∑
l=1

Qi
3D,wprodl

ε
wprodl

∣∣∣∆pi
wprodl

∣∣∣+

N inj∑
k=1

Qi
3D,winjk

ε
winjk

∣∣∣∆pi
winjk

∣∣∣
 .

The problem of finding the positioning of wells that maximizes the energy
production (Enet) can then be formulated as a minimization problem for the
objective functional J := −Enet as

arg min J ({(xw(?) , yw(?))}) , (7.2.10)

where Enet (and thus J) depends on the well locations {(xw(?) , yw(?))} through
the solutions of the problems for the flow field and the temperature (and on the
given data), as well as through the total simulation time, i.e., the number of
time integration step Nt.

The considered optimization problem (7.2.10) for the multiple well placement
aims at minimizing the pressure difference between injection and production
wells while maximizing the time until the thermal breakthrough (the temperature
at a production well drops below the formation temperature) takes place.

Remark 7.2.3 (On Reasonable Prerequisites).
The injection and production rates imposed in a geothermal installation should
be chosen with respect to the permeability of the region, such that the net energy
is positive at least at the initial time - otherwise energy cannot be produced at
all, but is lost.

It is worthwhile noting that the distance, and thus the geometric parameters,
between injection and production wells can only be varied in a reasonable range
of values since hydraulic connectivity between injection and production wells
should be practically guaranteed. Hence, when it comes to the optimization of the
geothermal energy production by multiple wells, not only the optimal placement
of the wells in the reservoir is searched for, but also the optimal distance relative
to each other plays an important role for the different well arrangements.

Remark 7.2.4 (Limitations of the Computational Results).
As noted in Subsection 7.2.1, the non-matching immersed boundary method
provides a physically meaningful solution only for distances larger than rε from
the center of the well. Hence, well pressures and water temperatures cannot be
exactly evaluated at the well boundary, but are extracted at measurement points
along the circle of radius rε (enclosing the well), yielding in practice slightly more
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pessimistic estimates for the net energy and the economic lifetime. However, for
reasonable values of rε it is reasonable to assume that this approximation does
not have a significant influence on the results for optimal placement.

Related to the model dimension reduction, injection and production pressures
are evaluated at the aquifer level only. Therefore, the additional pressure needed
to pump water through the well itself (between surface and aquifer level) is
neglected, which however is expected to be small, compared to the pressure
build-up (resp. drawdown) which arises at the injection (resp. production) wells.

7.3 Numerical Study

This study focuses on two types of multi-well configurations: Lattices (doublet
arrays) and hexagonal arrangements. These choices are inspired by geothermal
multi-well configurations considered in different geothermal projects, see, e.g.,
[LZH15], [Wil+17b], and [Vör+07].

The two examined classes of configurations are associated with the notation
Setup L (for Lattice) and Setup H (for Hexagon). In both cases, we consider
different scenarios characterized by:

• production and injection wells with respective flow rates,
• boundary and initial conditions on the temperature field,
• heterogeneous geological conditions (varying permeability).

The simulation results aim at illustrating how different operational schemes,
formation temperatures, and permeability structures can influence the optimal
net energy in multi-well configurations.

Let us remark here, that the rest of the numerical study concerns solely the
active 6× 6 km2 subregion.

Further, let us introduce here notation that will be used in the numerical
study. We will abbreviate the earliest thermal breakthrough by ETB in the plots
of the well-wise temperature evolution (considered only for the production wells).
In case of a non-constant aquifer temperature, the temperature immediately
starts to vary in accordance with the flow field, such that here the criterion for
the ETB was implemented to detect temperature drops of at least 0.1 ◦C. The
specific lifetime will be referred to as the time when a temperature drop of 10%
is measured at any production well. It relates to the economic lifetime of the
geothermal facility, which is commonly defined as a certain limit of production
temperature below which it is no longer economic to proceed. Injection wells
will be associated with ⊕ and production wells will be visualized by 	. If not
otherwise stated, the final configuration obtained from the optimization (i.e., for
step 40) is an optimal solution and therefore presented in detail. For the sake of
clarity, the permeability heterogeneities will be indicated in the temperature
visualizations by thin pink lines.

The simulations show the result solving the finite element problems (7.2.2),
(7.2.6), and the optimization problem (7.2.10).
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7.3.1 The Computational Domain

The size of the conceptual 2D model of the confined and saturated aquifer is
defined according to the results of the preliminary numerical study conducted in
Subsection 7.2.2. We consider an active region (with increased mesh resolution)
of 6× 6 km2, centrally embedded in Ω̂ := [0, 14]× [0, 14] km2, so that a distance
of 4 km is assured between the active subregion and the boundary.

As spatial discretization, an unstructured, non-uniform triangular mesh is
used. Based on the mesh-independence study performed in Subsection 7.2.2,
we choose a characteristic mesh size of approximately 6 m in the active area.
Outside of the active subregion, the mesh is gradually coarsened, reaching
a maximum element size of approximately 282 m near the (outer) boundary,
similar to the mesh shown in Figure 7.5 (see also Table 7.3).

Let us highlight the fact that the mesh is generated only once at the beginning
of the optimization, and does not have to be updated at each optimization step
(i.e., when repositioning of the wells). This aspect constitutes an important
advantage of the proposed numerical framework. Otherwise - especially when
computing numerous scenarios of multi-well configurations for a well placement
optimization with the finite element method - computationally expensive and
time consuming re-meshing procedures would be required. The time discretiza-
tion is chosen in accordance with the preliminary study (see Table 7.1). Mesh
parameters are summarized in Table 7.3.

Table 7.3: Mesh parameters used in the simulations.

Domain size 14× 14 km2

Active subregion (enhanced resolution) 6× 6 km2

Smallest element diameter (hmin) 5.9 m

Largest element diameter (hmax) 281.8 m

# Nodes of the spatial mesh ≈ 5.5 · 105

Time step length 3 months

7.3.2 Model Parameters

The parameters chosen for the numerical simulations are summarized in Table 7.4.
Moreover, in all the considered setups we assume that the production rates Q,
the injection and production pressures (∆pinj, ∆pprod) as well as the injection
temperature T inj do not depend on time.
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Table 7.4: Petrophysical properties of reservoir rock, fluid mechanical proper-
ties, reservoir dimensional and operational parameters (top table),
partly taken from [Wil+17b] and [Cro+16], and numerical parameters
(bottom table) used in the simulations.

Notation Unit Parameter Name Lattice Hexagon

µeff = µ kg/m s viscosities 0.0003

k m2 permeability ∈ 3·
{

10−11, 10−12, 10−15
}

H m aquifer thickness 300

Qinj , Qprod l/s injection, production flow rates 100 ∈ {50, 100}
rw m well radius 0.2

tL a maximum lifetime 80

φ - porosity 0.28

ρf kg/m3 fluid/brine density 1050

Cf J/kg K fluid/brine heat capacity 4200

ρs kg/m3 rock density 2650

Cs J/kg K rock heat capacity 730

λs J/K m s thermal conductivity (rock) 2.7

λf J/K m s thermal conductivity (fluid/brine) 0.7

αL m longitudinal dispersion coefficient 5

αT m transversal dispersion coefficient 0

Tinj K injection temperature 323.15 (= 50 ◦C)

T0 K aquifer/formation temperature 373.15 (=100 ◦C)/linear

Tquit K minimum production temperature 363.15 (= 90 ◦C)/−10%

ε - pump efficiency 0.6

α - stabilization parameter (GLS) 1

δ - stabilization parameter (grad-div) 0.1

`Ω m characteristic length 300

γ - penalty for temperature BC 100

rε m artificial well radius (IBM) 50

NO - optimization steps 40

Initial and Boundary Conditions

In the computations, all pressure values are computed with respect to the
pressure at the depth of the aquifer, where the reference (datum) is set.

For the heat equation, which describes the evolution of the temperature field,
we consider aquifers that extend horizontally, assuming a constant depth of
approximately 3 km below surface. For a surface temperature of 10 ◦C, we set
the initial and boundary conditions

T (0,x) = 100 ◦C, for x ∈ Ω̂,

T (t,x) = 100 ◦C, for t > 0, x ∈ ∂Ω̂ .
(7.3.1)

This is in line with the natural temperature gradient of approximately 30 ◦C/km

as described in Subsection 7.1.1.

196



7.3 Numerical Study

For the case of a dipping/declined aquifer, we consider a temperature distri-
bution varying linearly along the boundary and constant in time, such that

T (t, x, y) =

{
100 ◦C, for x = 0 km,
130 ◦C, for x = 14 km .

(7.3.2)

Note that this corresponds to an increase in depth of about 1 km in the horizontal
direction.

Optimization Parameters

The library NLopt, [Nlo], supports a large variety of derivative-free optimization
algorithms and, a priori, it can be hard to select the best choice for the considered
problem, [RS13]. In this numerical investigation, a detailed study has been
performed comparing two local (COBYLA, NEWUOA) with one global (DIRECTL,
DIviding RECTangles algorithm Locally-biased, [GK01]) optimization algorithm.
The numerical study revealed that the global optimization outperforms the local
variants, which might get trapped in local minima of (7.2.10). Therefore,
numerical results obtained with the local approaches will be omitted, presenting
in the rest of this section only the outcome of the DIRECTL method.

Therefore, the numerical results presented in this section show the outcome
of the global optimization algorithm DIRECTL. This is a deterministic-search
algorithm based on decomposing the search domain into hypercubes (hyperrect-
angles) and successive refinement.

For each considered case, we allow a maximum of 40 optimization steps. The
so-called control variables can be altered during the optimization in order to
determine optimized well positions. Here we consider

• the (rigid) rotation angle (counter clockwise) in [0, 180] ◦C,
• the distance between well centers, (lattice size in [500, 1414] m, hexagon

radius in [500, 2800] m) and
• the x-translation (in [−1221, 1221] m) of the whole geometric structure.

For each setup, the configuration corresponding to the optimization step yielding
the maximum net energy will be chosen for a detailed presentation.

The stopping criterion for the temperature simulation (in each optimization
step) is twofold: On the one hand, the maximum production time is restricted to
80 years. On the other hand, the simulation stops whenever the specific lifetime
is reached, i.e., the minimum temperature measured at a production well (see
Rem. 7.2.4) reveals 10% temperature reduction.

7.3.3 Lattice-Type Configurations

The lattice (checkerboard) configuration represents geothermal doublet arrays
and consists of 8 injection wells and 8 production wells, which are arranged in
form of a 4 rows × 4 columns lattice, where the same flow rate is imposed at
all wells (see Table 7.4). In each row, two doublets are placed, where injection
and production sites appear staggered: the rows one and three start with a
production well, whereas the rows two and four start with an injection well, see
Figure 7.8.
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Figure 7.8: Lattice: Sketch of the 6× 6 km2 (centered) subdomain in the case of
rotation angle 0◦, lattice size 600 m, and translation 0 m. Injection
wells are associated with ⊕, 	 indicates production wells, patterned
and plain regions indicate two different permeabilities (laterally
varying).

In order to assess the impact of geometrical parameters of the lattice ar-
rangement on the net energy, different scenarios with varying control variables
in homogeneous and heterogeneous temperature and permeability fields are
examined.

Firstly, we consider a horizontally varying permeability structure with two
different permeabilities. This is intended to resemble two different carbonate
facies as, e.g., typically encountered in the Upper Jurassic carbonates in the
Munich region. We set

k =

{
3 · 10−15 m2, for x ∈ (5500, 7000) ∪ (8500, 9000),
3 · 10−12 m2, elsewhere,

(7.3.3)

as indicated in Figure 7.8.
Secondly, we distinguish between (i) constant initial and boundary tempera-

ture conditions and a heterogeneous permeability structure, and (ii) a dipping
aquifer with linearly varying initial and boundary conditions for the temperature.

For each case, we are searching for the optimal position of the wells with
respect to the produced net energy (7.2.9). In a first scenario, we fix the position
of the lattice center at the center of the domain and consider a variation of the
lattice size (i.e., the distance between closest wells) and rigid rotation. Thereby,
the lattice size is allowed to vary between 500 m and 1414 m, while the rotation
cannot exceed 180◦ (due to symmetry). In a second scenario, we fix the lattice
size equal to 600 m, allowing a rigid rotation in [0◦, 180◦] and a rigid translational
displacement in x-direction with a maximal value of 1221 m with respect to the
initial position.

The considered setups for the lattice-type configuration are summarized in
Table 7.5.
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Table 7.5: Considered lattice setups with fixed flow rate of 100 l/s per well (i.e.,
in total 1600 l/s), varying in the permeability structure, the formation
temperature, and the control variables.

Setup Permeability Temperature Control variables

LC Heterog. (7.3.3) Constant (7.3.1) Lattice size, rotation angle

L1 Heterog. (7.3.3) Linear (7.3.2) Lattice size, rotation angle

L2 Homog.

(k = 3 · 10−12 m2)

Linear (7.3.2) x-translation, rotation angle

L3 Heterog. (7.3.3) Linear (7.3.2) x-translation, rotation angle

Optimal Placement and Net Energy

In Figure 7.9 we plot for each of the lattice scenarios the results for the net
energy over the optimization step.

The curves show the strong impact of the inter-well distance (lattice size)
on the extracted energy. In fact, including the variation of the lattice size as
optimization variable (enabling larger sizes as in setups (LC) and (L1)) allows
to increase the obtained energy by approximately up to 300% with respect to
the cases (L2) and (L3), where the lattice size is kept fixed to a smaller value.
The setups (LC) and (L1) result in strong oscillations of the collected net energy,
which are related to the variation of the influential lattice size. Further, we
observe that the net energy for (LC) is generally smaller than the net energy
for (L1), which can be explained by the higher average temperature of the
considered aquifer domain in (L1). Note that the net energy for the setups with
fixed lattice size ((L2) and (L3)) is more robust with respect to a variation of
their controls (rotation angle and x-translation). In particular, the homogeneous
setup (L2) has an almost constant energy level which is larger than the slightly
varying energy associated with its heterogeneous (with partly lower permeability)
version (L3).

0 5 10 15 20 25 30 35 40
Optimization steps

100

200

300

400

500

Ne
t E

ne
rg

y 
[P

J]

 Setup LC 
 Setup L1 
 Setup L2 
 Setup L3 

0 5 10 15 20 25 30 35 40
Optimization steps

100

200

300

400

500

600

700

Ne
t E

ne
rg

y 
[G

J]

 Setup LC 
 Setup L1 
 Setup L2 
 Setup L3 

Figure 7.9: Lattice Setups: Net energy collected over the simulation time in each
of the 40 optimization steps with the global optimization algorithm
DIRECTL for the four different scenarios described in Table 7.5.
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Simulation Results in the Optimal Configurations

In the following, the computational results for the velocity fields, the pressure
fields, the temperature fields, and the well-wise temperature evolutions in the
optimized geometrical configuration - either at the end of the specific lifetime,
or after 80 years of operation - are discussed.

Figure 7.10: Setup (LC): Velocity with unscaled arrows (left) and pressure with
contours (right) in the optimal configuration. Control variables:
rotation angle ≈ 2.27 rad, lattice size ≈ 1408.4 m (translation is
fixed to 0 m).

Figures 7.10 and 7.11 show the velocity, pressure, and temperature correspond-
ing to the optimal positioning (in step 37, see Figure 7.9) for the setup (LC).
The heterogeneous permeability structure yields a reduced velocity in the low
permeability regions, which decelerates the evolution of the cold water front in
one direction, while accelerating it in another direction. The maximal energy is
reached for an almost maximal lattice size (in the allowed range [500, 1414] m)
and a rotation angle that places the majority of the wells in the high permeability
regions, where lower pressures are required to introduce a certain flow rate. Only
three injection and three production wells are located in the low permeability
regions.
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Figure 7.11: Setup (LC): Temperature distribution in the optimal configuration
after 80 years of operation (left) and well-wise temperature evolution
(right). Control variables: rotation angle ≈ 2.27 rad, lattice size
≈ 1408.4 m (translation is fixed to 0 m). The green line (left) is a
90 ◦C isoline.

Maximizing the net energy implies minimizing the pressure difference between
injectors and producers while maximizing the specific lifetime. In particular the
latter is very sensitive to the inter-well distance. If the thermal breakthrough
is not established within 80 years of operation, then the net energy (7.2.9)
is controlled by the pressure difference between injectors and producers. In
heterogeneous permeability structures this relates to the positioning of the wells.
As soon as the earliest thermal breakthrough occurs, as illustrated in Figure 7.11
(right, vertical green line), both, the pressure difference between injection and
production wells and the production temperature determine the net energy
(7.2.9) and thus the optimized positioning.
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Figure 7.12: Setup (L1): Velocity with unscaled arrows (left) and pressure with
contours (right) in the optimal configuration. Control variables:
rotation angle ≈ 2.35 rad, lattice size = 1397 m (translation is fixed
to 0 m).
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Figure 7.13: Setup (L1): Temperature distribution in the optimal configuration
after 80 years of operation (left) and well-wise temperature evolution
(right). Control variables: rotation angle ≈ 2.35 rad, lattice size
= 1397 m (translation is fixed to 0 m). The green line (left) is a
90 ◦C isoline.

Introducing the linearly varying formation temperature (7.3.2) as in setup
(L1), similar simulation results as for (LC) are obtained. The maximum net
energy in the case of (L1) is gained at optimization step 38 and the corresponding
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configuration is shown in Figures 7.12 and 7.13. We observe that the majority
of the production wells is located in a zone of intermediate temperature. For the
wells placed in the coolest parts, the temperature slightly increases over time
due to the fluid coming from hotter sections of the reservoir, see Figure 7.13
(right).

For the considered geological conditions and the control variables, this result
suggests that in the absence of a significant temperature anomaly, a moderately
linearly varying reservoir temperature in the order of magnitude as described in
(7.3.2) has almost no impact on the optimization.

The cold water front reaches the production wells located north (#2) and
south (#7) in the scenarios (LC) and (L1) first, and the southernmost well
restricts the specific lifetime, see Figure 7.11 and 7.13. Within a lattice structure,
an internal injection well distributes the flow rate to 4 surrounding production
wells in different directions. Consequently, the velocity of the fluid along the
connecting line is lower than in the case of fewer surrounding production wells.
Production wells located at the border of the lattice are surrounded by two or
three injectors also positioned at the border, such that the progress of the cooling
front is faster here, which might be even promoted by unfavorable permeability
structures.

For a fixed lattice size of 600 m, the setup (L2) allows for the x-translation
and rotation of the lattice configuration within a homogeneous aquifer with
linearly varying formation temperature. In Figures 7.14 and 7.15 we observe a
significant translation towards higher temperatures and note the different speeds
of temperature drop for the respective production wells. Tied to the fixed lattice
size is the specific lifetime of 24 years only.

Figure 7.14: Setup (L2): Velocity with unscaled arrows (left) and pressure with
contours (right) in the optimal configuration. Control variables:
rotation angle ≈ 2.97 rad, translation ≈ 1206 m (lattice size is fixed
to 600 m).
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Figure 7.15: Setup (L2): Temperature distribution in the optimal configuration
after the specific lifetime of 24 years (left) and well-wise temperature
evolution (right). Control variables: rotation angle ≈ 2.97 rad,
translation ≈ 1206 m (lattice size is fixed to 600 m). The green line
(left) is a 90 ◦C isoline.

In contrast to the simulation results concerning the previous setups (LC) and
(L1), the pressure range of values is much lower for the setup (L2) due to the
homogeneous permeability that characterizes this setup. Since the pressure
field remains constant over the entire simulation (independent of temperature,
rotation, and translation), only the production temperature influences the opti-
mal placement of the lattice configuration concerning (7.2.10). As long as the
thermal breakthrough is not established, the maximum net energy of the system
is solely controlled by the initial temperature difference of the respective doublets.

The only difference between setup (L3) and the previous setup (L2) is the
permeability which is now heterogeneous. The simulation results for this case
are visualized in Figures 7.16 and 7.17. The specific lifetime of 22.75 years is
slightly shorter than for (L2).
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Figure 7.16: Setup (L3): Velocity with unscaled arrows (left) and pressure with
contours (right) in the optimal configuration. Control variables:
rotation angle ≈ 1.53 rad, translation ≈ −70.35 m (lattice size is
fixed to 600 m).
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Figure 7.17: Setup (L3): Temperature distribution in the optimal configura-
tion after the specific lifetime of 22.75 years (left) and well-wise
temperature evolution (right). Control variables: rotation angle
≈ 1.53 rad, translation ≈ −70.35 m (lattice size is fixed to 600 m).
The green line (left) is a 90 ◦C isoline.

As can be seen in the velocity and pressure fields illustrated in Figure 7.16, the
linear aquifer temperature distribution has no significant effect on the positioning.
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The lattice is even slightly moved in the direction of lower temperatures. This
suggests that under the given conditions, the permeability structure (with
contrasts of several orders of magnitude) mainly controls the energy.

In the optimal configuration, half of the lattice structure is positioned in a low
permeability zone and the other half of the lattice in a high permeability zone.
In Figure 7.17 (left), we observe that this effects a deceleration of the cooling
fronts towards the permeability contrast.

7.3.4 Hexagonal Configurations

The hexagonal setup concerns arrangements with 6 wells located at the corners
of an equilateral hexagon. The corresponding flow rates might vary by half,
see Table 7.4. For this configuration we will also consider different scenarios.
Keeping the formation temperature constant in all cases (as in (7.3.1)), we
consider heterogeneous permeability structures characterized by faults/damage
zones, see Figure 7.18.

Figure 7.18: Hexagon: Sketch of the 6 × 6 km2 (centered) subdomain for the
hexagon configuration (HI2P4) in the case of rotation angle 0◦

and hexagon radius 600 m. The dashed line confining the damage
zone is variable in its distance (between 100 m and 400 m) to the
solid line. Injection wells are associated to ⊕, 	 indicates produc-
tion wells, and patterned and plain regions indicate two different
permeabilities.

We distinguish two different permeability structures: (I) with a hydraulically
active damage zone (i.e., leak fault)

k =

{
3 · 10−12 m2, in the interior of the damage zone,
3 · 10−15 m2, elsewhere,

(7.3.4)

and (II) with a slightly healed damage zone:

k =

{
3 · 10−12 m2, in the interior of the damage zone,
3 · 10−11 m2, elsewhere.

(7.3.5)

Throughout the simulations, we additionally vary the width of the damage zone
widthdz as

widthdz ∈ {100, 200, 300, 400} m.
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The damage zones are obtained considering the confining lines passing through
the points

(a1, 0), and (0, a1),

(a1 +
√

2 widthdz, 0), and (0, a1 +
√

2 widthdz),

where a1 = 13400 m. Let us mention that in all of these cases, the center of the
hexagon (which coincides with the center of the active region) is located outside
the damage zone. The smaller the damage zone width gets, the further away is
the fault center from the hexagon center.

Furthermore we consider a scenario, in which the center of the hexagon
approximately coincides with the center of the damage zone of widthdz = 400 m
width, defined by the lines passing through the two points:

P1 = (a2, 0), P2 = (0, a2), (first line),

Q1 = (a3, 0), Q2 = (0, a3), (second line) ,

using a2 = 13717.66 m and a3 = 14282.3 m.

In addition, the following exploitation schemes will be used:

• HI3P3: 3 injection and 3 production wells (alternated) along the hexagon,
all wells are assigned the same flow rate of 100 l/s,

• HI4P2: 4 injection wells and 2 production wells,
Qwinj = 50 l/s, Qwprod = 100 l/s,

• HI2P4: 2 injection wells and 4 production wells,
Qwinj = 100 l/s, Qwprod = 50 l/s (shown in Figure 7.18).

In all of these cases, we seek for the optimal configuration varying the radius
of the hexagon between 500 m and 2800 m and rigidly rotating the hexagon
up to 180◦ with respect to its center (i.e., translation is not considered for the
hexagonal configurations).

In the following simulations, the five essentially different hexagonal scenarios,
summarized in Table 7.6, are considered.

Table 7.6: Main hexagon setups with ⊕ and 	 associated with injection and
production wells, respectively (counter clockwise, starting from the
positive x-axis in the start configuration). Control variables: radius
and rotation angle in all cases.

Setup Permeability widthdz Wells Total Flow Rate

HI3P3 Eq. (7.3.4) 400 m ⊕ 	 ⊕ 	 ⊕ 	 600 l/s

HI4P2 Eq. (7.3.4) 400 m 	 ⊕ ⊕ 	 ⊕ ⊕ 400 l/s

HI2P4(i) Eq. (7.3.4) 400 m ⊕ 	 	 ⊕ 	 	 400 l/s

HI2P4(ii) Eq. (7.3.4) 400 m (centered) ⊕ 	 	 ⊕ 	 	 400 l/s

HI2P4(iii) Eq. (7.3.5) 200 m (healed) ⊕ 	 	 ⊕ 	 	 400 l/s
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The presentation of the computational results includes the net energy during
the optimization comparing different damage zone widths for setups (HI3P3),
(HI4P2), and (HI2P4(i)). Here, only the results corresponding to the optimal
positioning for widthdz = 400 m are presented in detail.

Let us recall that, except for the scenario (HI2P4(ii)), where the damage zone
centrally passes through the center of the hexagon, the optimization is not able to
place two wells entirely inside the damage zone. Further, for decreasing damage
zone width, the damage zone moves away from the center of the hexagon.

Setup (HI3P3) – 3 Injection and 3 Production Wells (Alternating)

During the first optimization steps, we observe a strong variation of almost
factor 3 in the resulting net energy for the setup (HI3P3), see Figure 7.19. Here
the three smallest values of the net energy correspond to small hexagon radii
of less than 1 km, i.e., also for this hexagonal case the inter-well distance has a
much stronger impact on the net energy than the rotation angle. The optimized
positioning is very similar for the different damage zone widths, however, the
largest (widthdz = 400 m) yields the maximal net energy, which decreases with
decreasing damage zone width.
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Figure 7.19: Setup (HI3P3): Net energy collected over the simulation time in
each of the 40 optimization steps with the global optimization
algorithm DIRECTL for different damage zone widths.

Figures 7.20 and 7.21 illustrate the simulation results for the optimal configu-
ration with widthdz = 400 m. There, one injection well and one production well
are positioned as close as possible to the damage zone (at the border), which is
of enhanced permeability such that the pressure difference between these two
wells is small, see Figure 7.20 (right).
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7.3 Numerical Study

Figure 7.20: Setup (HI3P3): Velocity with unscaled arrows (left) and pressure
with contours (right) in the optimal configuration for the fault
width 400 m. Control variables: rotation angle ≈ 2.35 rad, hexagon
radius = 1271 m.
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Figure 7.21: Setup (HI3P3): Temperature distribution in the optimal configura-
tion for the fault width 400 m after 80 years of operation (left) and
well-wise temperature evolution (right). Control variables: rotation
angle ≈ 2.35 rad, hexagon radius ≈ 1271 m. The green line (left) is
a 90 ◦C isoline.

In addition, the progress of the cooling front emanating from the injection
well at the fault is channeled in the direction of the main axis of the damage
zone (where the inter-well distance of the doublet is largest) and decelerated in
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the direction of the other neighboring production wells (see Figure 7.21).
The specific lifetime is reached shortly after 80 years of operation at the

westernmost production well (#1 in Figure 7.21). The velocity, pressure, and
temperature fields associated to the four wells away from the damage zone are
not significantly influenced by the other two wells (as long as the cold water
front stays away from the damage zone). They show a doublet-like interaction
such that the typical tear drop shape of the cooling front can be observed on
each side of the fault – similar to a single doublet simulation (see Figure 7.7).

Setup (HI4P2) – 4 Injection and 2 Production Wells

Figure 7.22 compares the optimization processes for the different widths of the
damage zone and the setup (HI4P2). Similar as for the setup (HI3P3), the width
of 400 m yields the largest net energy. We also recognize the strong influence of
the hexagon radius on the resulting net energy.
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Figure 7.22: Setup (HI4P2): Net energy collected over the simulation time in
each of the 40 optimization steps, with the global optimization
algorithm DIRECTL for different damage zone widths.

The velocity, pressure, and temperature for the optimal configuration in case
of 400 m fault width are presented in Figures 7.23 - 7.25. The control variables
are very similar to those for the setup (HI3P3), i.e., also here two wells are
placed as near as possible to the fault zone which has a higher permeability.
This time, the two production wells which have higher (doubled) flow rates than
the injection wells are chosen. We conclude that, although different competing
mechanisms at different stages of the thermo-hydraulic interaction between the
wells are involved, placing the wells with highest flow rates as near as possible
to the high permeability zone is decisive for the optimization of the net energy.
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7.3 Numerical Study

Figure 7.23: Setup (HI4P2): Velocity with unscaled arrows (left) and pressure
with contours (right) in the optimal configuration for the fault
width 400 m. Control variables: rotation angle ≈ 2.35 rad, hexagon
radius ≈ 1271.4 m.

During the first 80 years, the four cooling fronts develop essentially circular
with a slight tendency towards the damage zone (Figure 7.24 left). After 133.55
years (Figure 7.24 right), the cold water fronts, associated with the two injection
wells with smallest distance to the fault, have entered the fault zone and reached
the production wells in form of channeled evolutions. This happens almost
simultaneously, see Figure 7.25.

Figure 7.24: Setup (HI4P2): Temperature distribution in the optimal configura-
tion for the fault width 400 m after 80 years of operation (left) and
after the specific lifetime 133.55 years (right). Control variables:
rotation angle ≈ 2.35 rad, hexagon radius ≈ 1271.4 m. The green
lines are 90 ◦C isolines.
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Figure 7.25: Setup (HI4P2): Well-wise temperature evolution in the optimal
configuration for the fault width 400 m. Control variables: rotation
angle ≈ 2.35 rad, hexagon radius ≈ 1271.4 m.

Setups (HI2P4(i)) and (HI2P4(ii)) – 2 Injection and 4 Production Wells

In this paragraph, we consider setup (HI2P4(i)) for different damage zone widths.
Additionally, we examine the setup (HI2P4(ii)), in which the damage zone
(widthdz = 400 m) is translated eastwards, such that it passes through the center
of the hexagon. Thus, the optimization procedure is able to place two wells
entirely inside the damage zone.

As in the hexagonal configurations considered so far, the hexagon radius
primary controls the net energy. In particular, we see in Figure 7.26 that the
setup with centered damage zone yields a higher net energy value (optimal at
optimization step 36) than any of the other cases during the optimization.
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Figure 7.26: Setups (HI2P4(i)) and (HI2P4(ii)): Net energy collected over the
simulation time in each of the 40 optimization steps, with the global
optimization algorithm DIRECTL for different damage zone widths
and a centered fault of width 400 m.
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7.3 Numerical Study

Similar as for the previous setup (HI4P2) but with well tasks and flow rates
interchanged, for setup (HI2P4(i)) the two injection wells, which have higher
flow rates (doubled) than the production wells, are positioned near the damage
zone, see Figure 7.27. Placing them close to or within a region of higher
permeability allows to reduce the pressure difference between injectors and
producers the most. In fact the control variables are very similar to the setup
(HI4P2).

Figure 7.27: Setup (HI2P4(i)): Velocity with unscaled arrows (left) and pressure
with contours (right) in the optimal configuration for the fault
width 400 m. Control variables: rotation angle ≈ 2.35 rad, hexagon
radius ≈ 1271.4 m.

The cold water plumes evolve primary along the damage zone which has a
higher permeability, see Figure 7.28. After 80 years of operation, the cold water
front has passed and left the fault towards the production wells on the other side
of the fault. The two production wells located at the same side as the injection
wells (with respect to the damage zone) have a very limited influence on the
cold water plume. This can be also seen in the well-wise temperature evolutions,
depicted in Figure 7.28).
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Figure 7.28: Setup (HI2P4(i)): Temperature distribution in the optimal configu-
ration for the fault width 400 m after 80 years of operation (left)
and well-wise temperature evolution (right). Control variables:
rotation angle ≈ 2.35 rad, hexagon radius ≈ 1271.4 m. The green
line (left) is a 90 ◦C isoline.

The results for the setup (HI2P4(ii)) confirm that the positioning of the
wells with highest flow rates in the region with highest permeability maximizes
the net energy in the considered setup, see Figures 7.29 - 7.31.

Figure 7.29: Setup (HI2P4(ii)): Velocity with unscaled arrows (left) and pressure
with contours (right) in the optimal configuration (optimization
step 36) for the fault of width 400 m through the center of the
hexagon. Control variables: rotation angle ≈ 2.35 rad, hexagon
radius ≈ 1280.9 m.
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Since the center of the hexagon structure is situated exactly on the main axis
of a damage zone, the optimization is able to place two wells entirely inside
the fault zone. This results in very small (relative) pressures for these injection
wells (in particular smaller than in Figure 7.27, right), although their flow rates
are twice as large as for each of the four production wells.

As a consequence of this positioning, the cooling front is channeled in the high
permeability zone and the specific lifetime is extended to 171 years, see Figure
7.30). After 80 years, the cold water front has started to leave the damage
zone towards the production wells, forming two triplets whose cold water fronts
finally tend to connect to each other.

The optimized control variables are similar to the previous hexagonal setups,
but here the hexagon radius is slightly larger. We see in Figure 7.31 that the
earliest thermal breakthrough does not happen within the 80 years of net energy
gain (in contrast to setup (HI2P4(i)), Figure 7.28, right). This explains the
energetic superiority of the centered fault, see Figure 7.26. In comparison to
the previous setup (HI2P4(i)), the specific lifetime is around 50 years longer.
It is worth mentioning that, since the center of the hexagon is not exactly
located in the central axis of the damage zone, a slightly asymmetric evolution
of the cooling front is observed. This explains why the specific lifetime for
two production wells slightly differs from the other two production wells, see
Figure 7.31.

Figure 7.30: Setup (HI2P4(ii)): Temperature distribution in the optimal configu-
ration (optimization step 36) for the fault of width 400 m (centered),
after 80 years of operation (left) and at the end of the specific lifetime
of 171 years (right). Control variables: rotation angle ≈ 2.35 rad,
hexagon radius ≈ 1280.9 m. The green lines are 90 ◦C isolines.
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Figure 7.31: Setup (HI2P4(ii)): Well-wise temperature evolution in the optimal
configuration (optimization step 36) for the fault of width 400 m
(centered). Control variables: rotation angle ≈ 2.35 rad, hexagon
radius ≈ 1280.9 m.

Setup (HI2P4(iii)) – 2 Injection and 4 Production Wells (Healed)

Finally we present the simulation results for the setup (HI2P4(iii)) which is
characterized by a sightly healed damage zone (lower permeability) of width
200 m.

On the energetic level, this setup is compared to the case of a homogeneous
permeability distribution (without the healed fault) in Figure 7.32.
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Figure 7.32: Setup (HI2P4(iii)) versus its homogeneous equivalent: Net energy
collected over the simulation time in each of the 40 optimization
steps, with the global optimization algorithm DIRECTL.

During the 40 optimization steps, the maximum net energy for both scenarios
is comparable on the considered scale. After the initially oscillating behavior
for small radii, the net energy stabilizes to an almost constant value.

The slightly healed damage zone has a lower permeability and thus decomposes
the reservoir into two sectors with the same homogeneous permeability. The
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optimal placement is realized by placing a triplet on each side of the healed
fault, see Figures 7.33 and 7.34.

Figure 7.33: Setup (HI2P4(iii)): Velocity with unscaled arrows (left) and pressure
with contours (right) in the optimal configuration for the damage
zone of width 200 m (healed). Control variables: rotation angle
≈ 0.76 rad, hexagon radius ≈ 1650 m.

Figure 7.34: Setup (HI2P4(iii)): Temperature distribution in the optimal con-
figuration for the damage zone of width 200 m (healed), after 80
years of operation (left) and at the end of the specific lifetime of
205.75 years (right). Control variables: rotation angle ≈ 0.76 rad,
hexagon radius ≈ 1650 m. The green line is a 90 ◦C isoline.

Due to the geometrical constraints, one triplet is placed closer to the healed
damage zone than the other triplet and both are slightly rotated with respect
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7 Geothermal Energy Production

to the main axis of the damage zone. The specific lifetime for this scenario
corresponds to 205.75 years, see also Figure 7.35. During this time, the cold
water fronts evolve without noticeable interaction, with each other or with the
fault.
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Figure 7.35: Setup (HI2P4(iii)): Well-wise temperature evolution in the optimal
configuration for the healed damage zone of width 200 m. Control
variables: rotation angle ≈ 0.76 rad, hexagon radius ≈ 1650 m.

Remark 7.3.1 (Hexagon Setup with Maximum Net Energy).
On a first glance, comparing Figures 7.19, 7.22, 7.26, and 7.32, the alternating
arrangement might be concluded to yield the highest net energy. This is mis-
leading, since the setups have different exploitation schemes. Note, e.g., that
setup (HI3P3) has a total flow rate of 600 l/s while the other hexagonal setups are
subject to only 400 l/s. Concerning the gained energy, the flow rates directly enter
the net energy formula (7.2.9), but they also have an impact on the pressure
and the advection (velocity), which influence both, energy losses and produced
energy.

7.4 Summary

The objective of this chapter was to develop a fit for purpose computational
framework, aiming at optimizing geothermal energy production of selected
multi-well configurations. Here, constraints on the operational time, nontrivial
temperature and permeability structures, and thermo-hydraulic interference of
neighboring wells are crucial factors that were incorporated.

Based on well accepted model assumptions and realistic conditions in hot
sedimentary aquifers, a thermo-hydraulic model approach has been presented.
It sequentially couples the Brinkman equations with the heat transport equation
(energy balance) in a two-dimensional model of the aquifer.

At the discrete level, we used the proposed finite element method for the
Brinkman problem (see Chapter 5), which is capable of a large range of geological
conditions. The Brinkman velocity was invoked as advection in the heat transport
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equation, discretized in time using an implicit Euler method and in space with
linear finite elements.

In order to overcome the difficulties due to the presence of multiple spatial
scales (well sizes are much smaller than the domain size), an immersed boundary
method was applied. The presented non-matching approach allows to incorporate
the wells in terms of sources or sinks of mass and heat, meanwhile separating the
mesh generation from the well scale. Thereby the thermo-hydraulic characteris-
tics outside a chosen artificial, enlarged well region are maintained, which has
been verified in a dedicated validation study. This methodology is particularly
favorable for an (automatic) optimization procedure which spatially relocates
wells.

A global, gradient-free optimization algorithm was utilized for the detection
of energetically privileged multi-well configurations in a heterogeneous aquifer.

We studied two type of multi-well arrangements: lattice-type and hexagonal
configurations. In both cases, homogeneous and heterogeneous geophysical
conditions were investigated.

Focusing on the produced net energy, the simulation results advocate specific
multi-well placements for the combination of the considered geothermal and
hydrogeological conditions and the induced exploitation strategies. In particular,
the inter-well distance has been identified in these settings as the most powerful
control, which might strongly restrict the lifetime, and thus the produced net
energy of a plant. In general, larger inter-well distances lead to longer specific
lifetimes which tend to result in more produced energy. In case that the inter-
well distance is fixed or large enough, the configurations are visibly adapted to
the permeability structure and the formation temperature (if non-constant) by
using primarily the remaining controls.

The presented results serve as a starting point for further investigations of
smart geothermal multi-well arrangements in heterogeneous formations.
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List of Principal Notations

Symbol Description Section

A; Aw(?) area; area of w(?) 2.2.3; 7.1.3
αBJ Beavers–Joseph constant (slip coefficient) 2.3.2

a (·, ·); ah (·, ·) bilinear forms 3.1.3; 4.1
A[(·, ·) ; (·, ·)] bilinear form 3.1.3

A(±)
h [(·, ·) ; (·, ·)] bilinear form with specific signs 4.2

A FE matrix for the Brinkman problem (standard
Galerkin formulation)

4.2

AnsGLS FE matrix for the Brinkman problem, standard
Galerkin with non-symmetric GLS

4.3.2

α, αT GLS parameters 4.3.2
Anspf FE matrix for the Brinkman problem, only contribu-

tions from the penalty-free non-symmetric Nitsche
method

4.4.1

αT , αL transversal and longitudinal thermal dispersion 7.1.6

b (·, ·), bh (·, ·) bilinear forms 3.1.3, 4.1
β, βh (continuous and discrete) inf-sup constants 3.1.3; 4.1

CP constant in the Poincaré inequality 3.1.2
CSR shape-regularity constant 4.1
CQU quasi-uniformity constant 4.1
ĉI , cI inverse inequality constants 4.1

cDTI, ĉDTI, c̃DTI discrete trace-inverse inequality constants 4.1
C (·) space of continuous functions 4.3.1

cLa, cSZ , cSZ constants associated with interpolation error esti-
mates

5.1

C set of corner nodes of the discrete domain 5.2.1
Cs, Cf material specific heat capacities of the solid and the

fluid
7.1.6

δ grad-div stabilization parameter 5.2.2
δw(?) Dirac delta distribution w.r.t. the center of the well

w(?)
7.1.5

δrε
w(?) approximate (continuous) delta function with sup-

port area πr2
ε associated with the well w(?)

7.2.1

E (n− 1)-dimensional subsets of Ω ⊂ Rn, e.g., edges
for n = 2

4.1

η0 bound in assumption (M1) 5.2.1
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ε, εw(?) pump efficiency (associated with w(?)), ∈ (0, 1] 7.2.3
Enet net energy 7.2.3

Eprod, Epump produced respectively pump energy 7.2.3

f external forces 2.3.1
f int,f ext internal, external forces 2.3.1

f (·), fh (·) linear forms 3.1.3; 4.1

F (±)
h [(·, ·)] linear form with specific signs 4.2

Γ boundary of Ω, Γ := ∂Ω 2.3
g, g gravitational acceleration; source/sink of mass 2.3; 3.2

g (·), gh (·) linear forms 3.1.3, 4.1
ΓE , ΓN boundary parts associated with essential and natu-

ral boundary conditions
3.2

Gh set of boundary facets in a triangulation 4.1
γN Nitsche penalty parameter 4.4.1

Γw(?) , Γ
winjk

boundaries of w(?) and winjk 7.1.3, 7.1.6

gw(?) constant singular (point) force associated with the
well w(?) (reduced model)

7.1.5

γ̃k, γk penalty parameters associated with a well winjk 7.1.7

H hydraulic head; thickness of the aquifer model 2.3.2; 7.1.3
Hk (·) Sobolev spaces W k,2 ( · ) 3.1.1
H1

0 (Ω) functions from H1 (Ω), vanishing at the boundary 3.1.1
H−1 (Ω) dual space of H1

0 (Ω) 3.1.1

Hdiv (Ω) L2-vector fields with divergence in L2 (Ω) 3.1.1

Hdiv
0 (Ω) vector fields in Hdiv (Ω) with vanishing normal

component at the boundary
3.1.1

h mesh-size 4.1
hT , hE diameter of T and E 4.1

hmin, hmax minimum, maximum element-size in a triangulation 6.3

I identity tensor 2.2.2

K, k tensorial and scalar permeability 2.2.2
K hydraulic conductivity 2.3.2

Lp (Ω), L∞ (Ω) Lebesgue spaces, 1 ≤ p <∞ 3.1.1
L2

0 (Ω) subspace of L2-functions with mean value zero 3.1.1
ILa
h,k Lagrange (nodal) interpolation operator 5.1

`Ω characteristic length 5.2.1
level mesh refinement 6.1
λs, λf scalar thermal conductivities (s = solid, f = fluid) 7.1.6

λ total thermal conductivity tensor 7.1.6

µ dynamic viscosity 2.2.3
µeff effective viscosity 2.2.3
m coercivity constant 3.1.3
M continuity/boundedness constant 3.1.3
µ̂ auxiliary viscosity, µ̂ := µeff + σ`2Ω 5.2.1
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N>0 natural numbers (excluding 0) 2.1
n spatial dimension (usually of Ω) 2.1
ν kinematic viscosity 2.2.3

n; nw(?) unit outer normal vector on Γ; unit normal vetor
on Γw(?) (directed into Ω)

2.3; 7.1.4

NU , NP number of velocity and pressure dofs 4.2
N inj , Nprod number of injection and production wells 7.1.3

Ω domain in Rn, (often n = 2, 3); horizontal slice of
the perforated aquifer

2.1; 7.1.3

ω bound in assumption (M2) 5.2.1

Ω̂ extended domain including the wells w(?) 7.1.5

φ porosity in [0, 1] 2.2.2, 7.1.6
p pressure field 2.3.1

Pk polynomials of degree k and smaller 4.1
P vector with pressure dofs 4.2

Q volumetric flow rate; 2.3.2;
abstract Hilbert space, weak pressure space 3.1.3, 3.3

Qh discrete pressure space 4.1
q, qh pressure test functions 3.3, 4.1
Qkh discrete pressure space with continuous, element-

wise polynomials of degree k
4.3.1

quhh special pressure test function 5.3.1
Q
w

(?)
3D

flow rate associated to the well 7.1.4

R real numbers 2.1
ρ; ρs, ρf density; densities of the solid and the fluid 2.2.3; 7.1.6

ρT radius of largest inscribed sphere in T 4.1
ρ corner stabilization parameter 5.2.2

rw(?) radius of the well w(?) 7.1.4
ρC volumetric (macroscopic) heat capacity 7.1.6
rε artificial well radius (IBM) 7.2.1

Sf saturation w.r.t. the fluid f 2.2.2
S total/Cauchy stress tensor 2.3.1
σ ratio of dyn. viscosity and permeability σ := µK−1 3.2
S?h generic residual-based pressure stabilization 4.3.2

SGLSh , SGLSh,α GLS stabilization 4.3.2, 5.2.2

SPSPGh pressure-stabilized Petrov–Galerkin stabilization 4.3.2

ISZ
h,k, I

SZ
∫ 0

h,k Scott–Zhang interpolation operators 5.1

S (T ) union of all cells in Th sharing a vertex with T 5.1
SGDh,δ grad-div stabilization 5.2.2

SCh,ρ corner stabilization 5.2.2

t time variable 2.3.1
T , T (t,x) time interval bound; temperature field 2.3.1; 7.1.6

t tangential vector 2.3.2
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Th triangulation 4.1
T mesh cell, n-dimensional subsets of Ω ⊂ Rn, e.g.,

triangles for n = 2
4.1

T̂ reference triangle 5.1
θ ratio of µeff and µ̂ 5.2.3
tL lifetime (of the geothermal plant) 7.1.6

T
winjk

injection temperature associated with the well winjk 7.1.6

T0 (x) initial (aquifer/formation) temperature field 7.1.6
tn time at time step n 7.2.1

∆tn, ∆t time step lengths 7.2.1, 7.2.3
Nt number of time steps 7.2.3
Th discrete temperature space with continuous,

element-wise linear polynomials
7.2.1

Tquit production temperature, at which the operation of
the geothermal plant is stopped

7.2.2

u vector field, velocity 2.1, 2.3.1
U vector with velocity dofs 4.2

Uw(?) velocity magnitude at the boundary of the well w(?) 7.1.4
uD, uS velocity fields (D = Darcy region, S = Stokes region) 2.3.2

V viscous stress tensor 2.3.1
V 0 abstract volume with boundary ∂V 0 2.3.1
V abstract Hilbert space 3.1.3

V ; V h weak velocity space; discrete/finite-dimensional ve-
locity space

3.3; 4.1

v, vh velocity test function 3.3, 4.1
V 0 space of weakly divergence-free velocities 3.1.3
V 0,h space of discrete divergence-free velocities 4.1

V k
h discrete velocity space with continuous, element-

wise polynomials of degree k
4.3.1

wuhh special velocity test function 5.3.1

w(?), w
(?)
2D generic horizontal slice of a cylindrical well (2D) 7.1.3

w
(?)
3D generic cylindrical well (3D) 7.1.3

winjk injection well (2D) 7.1.7

x space variable 2.3.1

∆(·) Laplace operator 2.1
∇(·) gradient operator 2.1
∇ · (·) divergence operator 2.1
D(·) symmetric part of the gradient 2.1
(·)T transposed 2.1

|| · ||L2(Ω), || · ||0 L2-norm 3.1.1

(·, ·) , (·, ·)L2(Ω) L2-product 3.1.1

〈·, ·〉, 〈·, ·〉L2(Γ) L2-product on the boundary Γ 3.1.1

|| · ||k, | · |k norm and semi norm on the Sobolev space Hk ( · ) 3.1.1
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[·, ·] dual pairing 3.1.1
|| · ||, | · | Euclidean norm 3.1.2

(·)′ dual space 3.1.1

(̊·) interior 4.1

(·) closure 4.1
diam (·) diameter 4.1
rank (·) rank 4.2

ker (·) kernel 4.2
Im (·) range 4.2

J · K jump 4.3.2, 5.2.2
|||(·, ·)|||h (mesh-dependent) energy norm 5.2.3

1D, 2D, 3D one-, two-, three-dimensional
FE finite element

dof, DOF degree of freedom
GLS Galerkin least squares

PSPG pressure-stabilized Petrov–Galerkin
nsGLS non-symmetric GLS

GD grad-div
C corner

pfns penalty-free non-symmetric
IBM immersed boundary method
ETB earliest thermal breakthrough

lhs, rhs left-hand side, right-hand side
disc discontinuous
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Zusammenfassung

Die vorliegende Dissertation befasst sich mit der mathematischen Beschrei-
bung des Verhaltens von Flüssigkeiten in porösen Medien, mittels partieller
Differentialgleichungen, und dessen numerischer Approximation. Letztere ist
in verschiedensten Anwendungsgebieten von Interesse, beispielsweise bei der
Optimierung von industriellen Filterprozessen oder der Prognose von Grund-
wasserströmungen.

Die mikroskopische Komplexität poröser Strukturen und oft auch fehlende In-
formationen über diese, hat zur Entwicklung von makroskopischen Modellen auf
Basis der Navier–Stokes-Gleichungen geführt, die skalenbezogen unterschiedliche
physikalische Phänomene abbilden können.

Im Zentrum dieser Arbeit stehen die Brinkman-Gleichungen. Diese bein-
halten zwei Modell-Parameter und ermöglichen eine Transformation, sowohl
in ein Darcy- als auch in ein Stokes-Modell. Aufgrund der unterschiedlichen
Eigenschaften der Grenzmodelle unterscheiden sich herkömmliche wohldefinierte
Finite-Elemente-Ansätze zur diskreten Lösung der entsprechenden Probleme
voneinander.

In der Anwendung sind Finite-Elemente-Methoden niedriger Ordnung und
geringer Komplexität attraktiv, da diese den Implementierungs- und Rechen-
aufwand gering halten. Dies wird bei der Entwicklung der hier vorgestellten
Methode berücksichtigt.

Um die Stabilität einer solchen Finite-Elemente-Diskretisierung für das gesamte
Spektrum an Modell-Parametern des Brinkman-Problems zu garantieren, wird
eine Kombination aus folgenden Bestandteilen vorgeschlagen und untersucht:

• stetige, elementweise lineare Finite-Elemente-Räume mit einer residual-
basierten Druckstabilisierung (die unsymmetrische GLS-Methode),

• eine Grad-Div-Stabilisierung und
• die Penalty-freie unsymmetrische Nitsche Methode mit einer zusätzlichen

Stabilisierung von Sprüngen der Normalengeschwindigkeit entlang des
Randes im Darcy-Grenzfall.

Es wird gezeigt, dass die vorgeschlagene Methode (in zwei Raumdimensio-
nen) unabhängig von der Wahl der Parameter in den Brinkman-Gleichungen
wohldefiniert ist und optimale a priori Fehlerabschätzungen ermöglicht. Eine
praktische Untersuchung im Rahmen einer umfassenden Konvergenzstudie
bestätigt die Robustheit.

Darüber hinaus wird die Energiegewinnung aus Erdwärme in sedimentären
Grundwasserleitern modelliert und simuliert. Der Fokus liegt hierbei auf
der Untersuchung der Auswirkungen charakteristischer heterogener Perme-
abilitätsstrukturen und natürlicher Temperaturfelder auf die optimale Posi-
tionierung von geothermischen Mehrfachbohrungsanlagen. Dabei wird die
vorgeschlagene Methode für das Brinkman Problem als Teil eines diskretisierten
thermo-hydraulischen, sequentiell gekoppelten Modellierungsansatzes verwendet.
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