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Entanglement-ergodic quantum systems equilibrate exponentially well
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One of the outstanding problems in non-equilibrium physics is to precisely understand when and how physi-
cally relevant observables in many-body systems equilibrate under unitary time evolution. General equilibration
results show that equilibration is generic provided that the initial state has overlap with sufficiently many energy
levels. But results not referring to typicality which show that natural initial states actually fulfill this condition
are lacking. In this work, we present stringent results for equilibration for systems in which Rényi entanglement
entropies in energy eigenstates with finite energy density are extensive for at least some, not necessarily con-
nected, sub-system. Our results reverse the logic of common arguments, in that we derive equilibration from
a weak condition akin to the eigenstate thermalization hypothesis, which is usually attributed to thermalization
in systems that are assumed to equilibrate in the first place. We put the findings into the context of studies of

many-body localization and many-body scars.

Over recent years the study of the relaxation to equilib-
rium of complex many-body systems has attracted great atten-
tion. This interest can be motivated from at least two points of
view. From a foundational viewpoint, it is desirable to under-
stand how statistical equilibrium ensembles emerge within the
framework of unitary quantum mechanics — without introduc-
ing any external probability measures. It is then necessary to
first explain how systems undergoing unitary evolution attain
equilibrium at all. A key ingredient to explain this behavior
has been found to be the dynamical build-up of entanglement
from low-entangled initial states and results showing equili-
bration under quite general conditions have been derived [1-
12]]. The increase of entanglement over time is a generic fea-
ture of complex quantum systems and leads to an increase of
the entropy of subsystems over time reminiscent to the second
law of thermodynamics.

From a more concrete perspective, the recent interest in the
study of non-equilibrium dynamics is motivated by the fact
that such dynamics can now be realized in well-controlled
experiments, for example in ion traps or optical lattices [13-
18]. Moreover, the discovery of many-body localized systems
[L9], which equilibrate [20] but fail to thermalize [18], shows
that there remains much to be understood about the equilibra-
tion behavior of complex quantum systems. Despite the great
progress in understanding the equilibration behavior of many-
body systems, rigorous results showing that systems with nat-
ural initial states equilibrate to high precision based on con-
crete physical properties have been lacking.

In this article we aim to fill this gap, by taking a new per-
spective to the problem. To do this, we carefully reconsider
the entanglement content of energy eigenstates in complex, in-
teracting many-body systems and devise a working-definition
of “entanglement-ergodic” systems whose energy eigenstates
at finite energy density have a sufficient amount of entangle-
ment between suitable subsystems. The condition we pro-
pose is very weak — yet we show that generically such sys-
tems equilibrate to exponential precision in the volume of the
system if the initial state is given by a product state with fi-
nite, non-zero energy density. Commonly, one assumes equi-
libration and invokes the eigenstate thermalization hypothesis

(ETH) [21H25] to make thermalization plausible. Here, we
stringently derive equilibration from a highly plausible condi-
tion similar to, but we believe much weaker than the eigenstate
thermalization hypothesis.

The main ingredient of our proof is a careful discussion of
Rényi entanglement entropies in energy eigenstates with fi-
nite energy density. Combining this insight with the strongly
peaked energy distribution of weakly correlated states and the
monotonicity of Rényi entropies allows us to prove that ex-
perimentally accessible initial states are well smeared out over
the energy spectrum, which implies high-precision equilibra-
tion for generic interacting Hamiltonians.

Formal setting. We consider local Hamiltonians

Hy = hy )
TEA
on a regular lattice A in v spatial dimensions with N := |A]

lattice sites. The Hilbert space is ®,caH, with dim H, = d.
Since we will be talking about the scaling of quantities with
the lattice size, H should be seen as a sequence of Hamilto-
nians, which is, for example, given by a family of translational
invariant system on larger and larger square lattices with peri-
odic boundary conditions. We call H, [-local if the diameter
of the support of each h, is at most [, strictly local if it is I-
local with [ independent of the system size N and uniformly
bounded if ||h,|| < h for all x € A independent of the sys-
tem size. Since we are mostly interested in energy densities
instead of total energies later, we make the unusual choice to
label eigenvectors of the Hamiltonian by their energy densi-
ties e; as |e;), = |E;/N),, withi = 1,...,d" and E;
being the eigenvalue of H, corresponding to |e;),. We al-
ways assume that the ground-state has vanishing total energy.
From now on, we will often drop the subscript A from states
and Hamiltonians to simplify the notation.

Equilibration in closed systems. We now briefly review
general equilibration results that we will be using in the fol-
lowing. Consider any bounded observable A and any initial
state p. Denote the time evolved states by p(t). We want
to study whether the expectation value (A(t)), = Tr(p(t)A)
equilibrates over time. In a finite system, perfect equilibration,



in the sense that (A(¢)) becomes static for all times after the
equilibration process, is impossible due to recurrences. How-
ever, it is perfectly possible that this value is very close to a
stationary value A for most of the time, with rare deviations.
The value A is then necessarily the infinite time average

T
A= (A(t)) = lim l/ Tr(p(t)A) = Tr(wA), (2)

T—o0 0

where w denotes the time average p(t), which is again a valid
density matrix. In the case where the Hamiltonian has no de-
generate energy differences G(; j) = FE; — Ej, it has been
shown that the time-averaged fluctuations around the equilib-
rium value are bounded by [5]

Var(A, H, p) := ((A(t)) = A2 < |A|" @), (3)

where S, denotes the Rényi-« entropy

Sa(p) =

«

——log (Tr(")). @
We note for later use that in the limit « — 1 the von-Neumann
entropy is recovered and that Rényi entropies are monotoni-
cally decreasing in . The condition of non-degenerate en-
ergy differences is generically fulfilled in interacting systems
[26]. However, generalizations of the above result also exist
if this condition is weakly violated [8]. It is also possible to
show Var(A, H, p) < 3||A||> e=5=(") where «’ is the same
operator as w but with its largest eigenvalue replaced by zero
[2]], which sometimes gives a stronger bound. In particular, it
also incorporates the case of energy eigenstates, which are al-
ways fully equilibrated. It is important to stress, however, that
the bound Eq. does not lead to implications on the time it
takes to observe equilibration.

Similarly to results in terms of bounded observables, one
can also bound the distance of a local reduced state on a sub-
system S from its time average as [3]]

[Tes(p(D) — Trs-(@)] < 2dse™ 272 (3)

Here, ||.||; denotes the trace norm, which bounds the differ-
ence in expectation value of all normalized observables as

max

P |Tr(pA) — Tr(cA)|. (6)

lp—olly =
Roughly speaking, the role of the norm of the observables
in the previous bound is here taken by the dimension of the
subsystem. We conclude that a large Rényi-2 entropy of the
time-averaged state is a sufficient condition for a generic,
closed quantum system to equilibrate eventually. Unfortu-
nately, however, there are few general and rigorous results
which show that natural initial states lead to time-averaged
states whose energy distribution has a large Rényi-2 entropy
[27, 28]]. Ref. [28] makes it highly plausible from an opera-

tional point of view that states that can be prepared in exper-
iments have large effective dimension, but does not show it

for concrete states. Ref. [27] shows that states with finite cor-
relation length have Rényi-2 entropy of at least roughly the
order log(/N). While this formally leads to equilibration as
N — oo, it is insufficient to obtain a finite entropy density
at equilibrium (which is crucial from a thermodynamic point
of view) and requires very large system sizes to explain equi-
libration. In the following, we show that in systems which
have a sufficiently large amount of entanglement in energy
eigenstates with finite energy density, finite entropy density
and hence exponentially good equilibration in the system size
follows for initial product states.

Entanglement and Rényi entropies. Here, we are interested
in ergodic, non-integrable systems. Contrary to the case of
classical mechanics, there is no generally agreed upon defi-
nition of what it exactly means for a quantum system to be
ergodic or non-integrable [29]. In recent years, it has been
argued that a general characteristic of systems which can be
considered ergodic is that energy eigenstates fulfill a so-called
volume law in terms of their entanglement content. The condi-
tion we propose is inspired from this observation, but is much
weaker. It is therefore useful to discuss volume laws before
stating our condition. Consider an energy eigenvector with
finite energy density |e) and denote by pa(e) the reduced
density matrix on some (contiguous) subsystem A which is
smaller than one half of the total system, but still contains a
finite fraction of the total system. A volume law means that
the entanglement measured by a Rényi entropy S, grows like
the volume of A as

Sa(pale)) ~ [Al. Q)

A natural question to ask is for which value of « this relation
is supposed to hold. We now argue that this relation is a mean-
ingful criterion only if o > 1. This might come as a surprise
since it is common to measure entanglement in terms of the
von-Neumann entropy S7. This is due to the fact that the von-
Neumann entropy describes the fraction of EPR-pairs that can
be distilled from asymptotically many copies of a state by lo-
cal operations and classical communication [30]. However,
the examples presented in the following proposition show that
a volume law in terms of von-Neumann entropy is not a very
useful criterion to determine whether a state of a many-body
system deviates strongly from an unentangled state.

Proposition 1 (Counterexample). For any 1 > € > 0 there
exist state vectors |U€) on A with the following properties:

1. |U€) has overlap exponentially close to 1 — e in N with
a product state vector |V ).

2. |U¢) fulfills a volume law in the von Neumann en-
tropy: There exist regions A with |A| = N/2 such that
Si(pa) = 5 log(d)N.

3. All Rényi entropies with o > 1 are bounded by a con-
stant in the system size, So(pa) < const.

The state vectors that fulfill these condition are simply of
the form |U€) o v/1 —€ |¥) + /€ |Q), where |[Q2) is maxi-
mally entangled between A and its complement. The proof of



these properties is given in Section B in the Supplemental Ma-
terial. Given Properties |I| and [3] it cannot reasonably be said
that the amount of entanglement in |¥¢) grows volume-like —
even though it fulfills a volume law in terms of von-Neumann
entropy. At the same time it suggests that we should require
a volume law in terms of some Rényi entropy with o > 1.
Importantly, the inequality (proven in the Supplemental Ma-
terial, Section A)

Sa(p) =2 Sac(p) 2 %Sﬁ@% Va>0, (8

which holds for any 8 > 1, shows that all the Rényi entropies
with a > 1 have the same scaling behaviour. It therefore does
not matter which one we consider and in the following we
therefore mostly consider the case o = 2.

Recently there has been an increasing amount of numerical
results and theoretical arguments that show that energy eigen-
states of generic non-integrable quantum systems with finite
energy density have this property (see, for example, Refs. [31-
37]). These results fit well to, and indeed are partly moti-
vated by, the observation that certain properties of complex,
strongly interacting systems at finite energy density can be
well described by assuming that their Hamiltonians are ran-
dom matrices [38H43]], despite the Hamiltonians being local
and thus belonging to a set of measure zero. It is well known
that Haar random quantum states have extensive Rényi en-
tanglement entropy on bipartite systems with very high prob-
ability [44-48]]. Since eigenstates of random Hamiltonians
are distributed according to the Haar-measure, we expect that
eigenstates of random Hamiltonians fulfill a volume law in
terms of all Rényi entropies with very high probability [49].

Entanglement-ergodicity. In essence, in the following we
will show that an extensive amount of entanglement entropy
in energy eigenstates for Rényi-entropies with « > 1 is a suf-
ficient criterion for exponentially good equilibration. Impor-
tantly, however, we will significantly weaken the assumption
from volume laws — where the subsystem under consideration
is assumed be a contiguous region — by allowing the subsys-
tem to be almost completely arbitrary. The only property that
we demand from the subsystem is that it includes a finite frac-
tion of the total system. In particular, it need not be connected
and further may be chosen differently for every energy eigen-
state. For example, it may have a fractal-like shape (up to
the lattice spacing), or consist of a sub-lattice of spins that
are far away from each other when compared to some natural
length scale of the system. In the following, we call this (much
weaker) form of a volume law a weak volume law. In partic-
ular, even states that have a finite correlation length, such as
matrix product states (MPS), can be expected to generically
follow a weak volume law — unless they are product states
themselves.

We will now give a formal definition of what we demand
from an entanglement-ergodic system. Notably, this defini-
tion is perfectly compatible with the mindset of the ETH that
argues basically that eigenstates of local Hamiltonians in the
bulk of the spectrum should be locally indistinguishable from

Gibbs states due to their entanglement.

Definition 1 (Entanglement-ergodicity). We call a sequence
of systems of increasing system size entanglement-ergodic, if
there exists a system size Ny and a function g : R — [0, 00),
such that for all system sizes N > Ny it holds that

1. (Weak volume law) For every eigenvector |e; ), there
exists some subsystem A such that the reduced state

pay(ei) = Trag (lei)eil ) fulfills
Sa(pay(ei)) > glei)N. )

2. The function g is sufficiently well-behaved: It is Lip-
schitz continuous and positive for non-extremal energy
densities, i.e., g(e) > 0 for 0 < e < epax-

Some remarks on this definition are in order: i) As shown
by (12), we could have replaced the Rényi-2 entropy with any
Rényi entropy with o > 1 and would have obtained an equiva-
lent definition. ii) We only require that there is a lower bound
on the entropy in the region A, as a function of the energy
density and not that that the entropy is given by the function
e — g(e). In particular, we do not require that eigenstates
with the same energy density also have the same Rényi entan-
glement entropy and allow for the possibility that states with
vanishing energy density do not have a large amount of en-
tanglement. For example, the ground state of the system may
be a product state. Similarly, we impose Lipschitz continu-
ity of the function g for simplicity and concreteness. Similar
conclusions as in the following can be reached by imposing
different regularity assumptions on g. iii) It would be per-
fectly fine for all what follows to allow for additional negative
but sub-leading terms, e.g. in O(v/N). These terms would
only change the sub-leading behavior of our final results and
may encode non-asymptotic information about the entropy in
eigenstates. For simplicity, we omit such terms here.

iv) We emphasize again that we only demand a weak vol-
ume law, i.e., that for any system size and any eigenstate there
exists some finite fraction of the total system A, whose en-
tropy is sufficiently large. It is not required that this holds for
all such subsystems nor is it required that this subsystem has
any particular shape. For example, it could consist of every
10-th site of the lattice. Nevertheless, in generic, strongly in-
teracting systems, we expect that choosing A, simply as one
half of the system is sufficient.

v) Importantly, the weak assumption on the subsystem Ap
allows even MPS-like eigenstates, which fulfill an area law
[I50]] for contiguous regions, to be entanglement-ergodic. As
a concrete example, we prove the following statement in the
Supplemental Material, Section C: States that are prepared
by a translationally invariant, finite-depth, local quantum cir-
cuit and are not a product state have extensive in Rényi-2 en-
tropy on a finite fraction of the system. Similarly, we expect
an analogous result to hold more generally for generic MPS.
A detailed discussion on the application of our framework
to generic MPS is provided in Section C of the Supplemen-
tal Material. These results show that also systems featuring



many-body localization [19], whose eigenstates are expected
to be approximable by matrix product states [S1,152]], may fall
within the framework of entanglement ergodicity. It is well
known that such systems equilibrate, but fail to also thermal-
ize. Thus even if we refer to the key property as entanglement-
ergodicity, it is a significantly weaker condition than what is
commonly understood as ergodicity in current literature.

vi) Similarly, we expect the notion of entaglement-
ergodicity to be weaker than the ETH: if one assumes that
the ETH applies to some subsystems containing a finite frac-
tion of the total system, then we strongly believe that the ETH
implies entanglement-ergodicity and hence equilibration with
high precision (see Supplemental Material, Section G).

vii) With stronger assumptions on the regions A, we can
extend the applicability of the definition of entanglement er-
godicity to states related by quasi-local unitaries (those gen-
erated by time-evolution under local Hamiltonians): For sys-
tems in which the regions A have an asymptotically vanish-
ing surface-to-volume ratio, entanglement-ergodicity is stable
under quasi-local unitaries. The precise meaning and formal
proof of this statement is formulated in Section E of the Sup-
plements. Intuitively it follows by observing that time evo-
lution under a local Hamiltonian for a finite time can only
decrease the entropy of a sub-region by an amount that is pro-
portional to its boundary, since the entropy has to “flow” out
of the subregion through its boundary.

Consequences of entanglement-ergodicity. Let us now dis-
cuss the consequences of entanglement-ergodicity. We first
state a result on the diagonal entropy in entanglement-ergodic
systems, to then turn to the implication that entanglement-
ergodic systems equilibrate exponentially well.

Theorem 2 (Diagonal entropy in entanglement-ergodic sys-
tems). Consider an entanglement-ergodic system with strictly
local, uniformly bounded Hamiltonian. Then for any energy
density e > 0 there exists a constant k(e) > 0 and a system-
size No(e) such that for all system-sizes N > Ny(e) and for
all product-states |U) , with energy density e, we have

Salwa) = k(e)N, (10)
where wy is the time-average of |W )(¥ | .

As a direct consequence of this result we obtain from (3)
the following bounds on equilibration.

Corollary 3 (Equilibration in entanglement-ergodic systems).
Under the same conditions as in Theorem[2and the additional
assumption of non-degenerate energy gaps of the Hamilto-
nian, there exists a constant k(e) > 0 such that

Var (4, Hp, [U)(U|,) < ||A|[> e #EON, (11)

Similar bounds hold for the reduced state on a small sub-
system, as implied by (3). The proof of Theorem [2]is given
in Section D of the Supplemental Material. It relies on rec-
ognizing that an extensive amount of Rényi entanglement en-
tropy implies that a state has exponentially small overlap with

all product states and to combine this statement with a recent
central limit-type theorem for the energy distribution in prod-
uct states [53]]. The premises of Theoremrequire the initial
state to be a product states. In the Supplements (Section F),
we further extend our results to the case where the initial state
is prepared from a product state by a quasi-local unitary under
the additional assumption that the regions A, have vanishing
surface-to-volume ratio. We obtain equilibration bounds scal-
ing as O(exp(—N*#)) for some 0 < 3 < 1.

Quantum many-body scars. Recently, it has been observed
that sets of atypical energy eigenstates with small amount of
entanglement may rarely show up even at finite energy den-
sity in non-integrable, kinetically constrained many-body sys-
tems — a phenomenon dubbed “quantum many-body scars”,
which leads to exceedingly slow equilibration with long-lived
oscillations from certain initial product states [54558]. Even a
toy-model with complete absence of equilibration for certain
initial product states has been constructed [59]]. This complete
absence of equilibration can be explained due to a SU(2) sym-
metry in the subspace of many-body scars [S9], which also
emerges approximately in more realistic Hamiltonians and
breaks the assumption of non-degenerate energy gaps. Fur-
thermore, many-body scars may have large squared overlap
with the initial product state (of order 1/N), which implies
that such systems also violate entanglement-ergodicity within
the subspace of many-body scars.

Conclusion. We carefully formalized a notion of ergodic-
ity based on extensive Rényi entanglement entropies in energy
eigenstates and showed that this notion suffices to prove ex-
ponentially precise equilibration for Hamiltonians with non-
degenerate energy gaps. Our condition is quite weak and we
expect it to be fulfilled for generic interacting systems. The
notion of ergodicity we introduced is connected to the eigen-
state thermalization hypothesis (ETH), which asserts that lo-
cal reduced states of energy eigenstates with finite energy den-
sity already resemble the reduced state of a corresponding
Gibbs state. We thereby introduce a new perspective to the
study of non-equilibrium quantum systems: We do not have
to assume equilibration for systems to become apparently sta-
tionary and then turn to the ETH to show thermalization. In-
stead, we show that equilibration already follows from a weak
ETH-like assumption. In fact, in this case the ETH implies
much more, since our definition does in general not imply
that the system also thermalizes (this apparent shortcoming
is necessary when formulating a criterion that may also apply
to many-body localized systems). Here, we did not discuss
the time scales for relaxation to equilibrium, but were inter-
ested in the precision of equilibration after arbitrarily long
times. While some progress in understanding equilibration
time-scales has been made recently, both in integrable [60-69]
and generic, non-integrable systems [8| [70-77], finding rigor-
ous arguments bounding equilibration time scales from rea-
sonable assumptions remains an outstanding open problem.
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Entanglement-ergodic quantum systems equilibrate exponentially well - Supplemental Material

Section A: Proof of Equation (12) in main text and a Lemma on overlaps with product states

In this section, we provide the derivation of the inequality

5alp) 2 5u(p) 2 28500 Va2 0.5 1. (12)

Furthermore, we derive a key technical lemma that we will use in multiple of the subsequent arguments.

Proof of Equation (12). Let {¢;} be the eigenvalues of p and let gy be the largest one (in case of degeneracies, pick any of the
largest ones). Since qg‘ <> y q?‘, we have, for any & > 1,

- &
=1 () = —=—7 log(a) = 7—= log(ag) (13)
1 &
> log ;qj = Sa(p). (14)
Since the Rényi entropies are monotonically decreasing in «, this proves the claim. O

We now derive a helpful result concerning the overlap of product states with arbitrary pure states. Among others, our proof of
Theorem [2] on the equilibration of entanglement ergodic systems will involke this lemma.

Lemma 4 (Overlap of product states with arbitrary pure states). Ler |®) be any pure state vector on a lattice, A be a fixed
subregion and o 4 be the corresponding reduced quantum state. Let o > 1. Then

(@) [? < o775 Selow) (15)
for any product vector |[¥) = |U4) ® |V 4¢ ).
Proof. To prove this Lemma, we make use of well-known properties of the fidelity
Flp,) = Tr ((p/20p"/2)"/2) (16)

between two quantum states. In the case of two pure states, this quantity is simply given by their overlap. Moreover, the fidelity
can only increase when we trace out a subsystem, which follows from Uhlmann’s theorem [78}[79] as

F(p,0) < F(pa,oa). a7

The reduced state of the product state vector |¥) is again pure. We denote this state vector by | 4 ) and would like to remind
the reader that o 4 is the reduced state corresponding to |€2). We then have

(W) < F([9a)(Tal,04)* (18)
= (Waloa [Wa) < loall, = 5=, (19)
The claim then follows from (12). O

Section B: Entropy calculations for the example

Here, we show that |¥¢) fulfills the properties claimed in Proposition |1} We will make use of Lemma {4] of Section A. In
particular, for o = oo the lemma states that | (®|¢)) |? < exp[—Seo(04)] With Soo(04) = —log ||oall.



First let us determine the normalization of |¥€):

IWT—=€ )+ Ve |)]2 = 1+ V(T — 9e((T[Q) + c.c.). (20)

For the maximally entangled state |Q2) we have S, (Trac (|Q2)(Q])) = logda, where dy := dl! denotes the Hilbert-space
dimension of the region A. Since |¥) is a product state, Lemmayields (for o = 0)

[(W]Q) |2 < e los(@IA], 1)

Hence, the vector v/1 — € |¥) + /€ |Q) is normalized up to an error that is exponentially small in A. Since we are interested in
scaling relations, we will in the following therefore simply assume

[U) = V1 —€ W)+ e Q). (22)

One may explicitly check in the calculations below that the error introduced by this assumption is irrelevant for the scaling
statements that we are making.

Let us now show that the state vector |¥¢) fulfills a volume law in terms of von-Neumann entropy, but not in terms of any
Rényi entropy with « > 1. Since |¥) is a product, its marginals on the region A and its complement A° are pure and we denote
the corresponding state vectors as |¥ 4 ) and |¥ 4c ), respectively. It is useful to introduce the state vector |®) in the Hilbert
space of region A given by

(T® (Pac ) |2)

)= e (e ) 1D, @9

Due to Lemmafd] the norm ¢ := ||(1 ® (¥ 4 ) [€2)|, can be upper bounded as

82 = max |y ) |((xa] @ (Wac|) |Q)]7 < o7 108(da) = o= los(@)IA], (24)

With these ingredients, let us compute the reduced density matrix of the state |¥¢) on region A as
1
UNT)=(1—€) [Ta)(Ta|+ E@ + Vel —e)Trac(JUNQ] + h.c.)
1
=(1—¢€) |Ta)Ta|+ ea +Ve(l—e)d(|Ta )P+ h.c.), (25)

TrAC(

where the second line follows by taking the partial trace in terms of a basis that includes |¥ 4c ) as one of its elements. For small
d > 0, the spectrum of this density matrix is well-approximated by the spectrum of the state 4 := (1 —€) |U 4 )} (T 4|+ €l/d 4,
since the perturbation proportional to ¢ has support on a two-dimensional subspace spanned by W 4 and the part of ® that is
perpendicular to W 4. This perturbation thus only affects two spectral values of 4. Since ¢ is exponentially small in the size of
A, we simply neglect this perturbation in what follows and work with the state £ 4. The von-Neumann entropy of the state &4
can easily be calculated as

Si(€a) = —(1—e+ i) log(1 — €+ i) (da—1)-log (€>

ZdA_l

elog(da) =~ e log(d)|A], (26)

where the last approximation is exponentially good in | A|. We thus find a volume law in terms of the von-Neumann entropy. Let
us now calculate the Rényi entropy for a > 1. In this case we can again use the inequality

Sa(gA) S

«

—5x(6), a>1. 27

Since the largest eigenvalue of £ 4 is given by (1 — € + i), we then have

o 1
Sa(ﬁA)sa_llog<l_€+£> (28)

o 1
O[_llog<1_€), (29)

where we have made use of the fact that log(1/x) is monotonically decreasing in . We thus find that all Rényi entropies for
a > 1 are upper bounded by a constant independent of the size of A.

IN



Section C: Extensive entropy for states prepared by finite-depth circuits and MPS

In this appendix, we show that a state vector |¥) that is prepared by a translationally invariant, finite-depth, local quantum
circuit has either extensive Rényi-2 entropy on a suitable sub-system or is a product state itself. By a finite-depth, local quantum
circuit we mean a unitary operator U that can be written as a concatenation of D unitaries which consists of a tensor product
of unitary operators, each of which acts on spins that are separated by a lattice distance at most k£ and we assume that D does
not depend on the system size. By translationally invariance, we simply mean that the final state is invariant under shifts of the
underlying lattice by some finite lattice vector. We assume this to simplify the discussion, but expect similar results to hold for
generic such states. We note that states prepared by a local, finite depth quantum circuit are a special sub-class of MPS. We
discuss the case of general MPS further below.

The crucial property that we will make use of is that U has a strict “light-cone” for the spreading of correlations. This implies
that spins that are separated by a distance more than 2k D +1 are uncorrelated. Let us hence consider as subsystem A a sub-lattice
A of spins that are separated by at least a distance 2k.D + 1. Then the reduced state on A is a product state:

pa= @ 30

$EA

By translational invariance, we furthermore ensure that all the p,, are identical, i.e. p, = p. Since the Rényi entropies are additive
over tensor-products, we thus find that

Sa(pa) = |A]S2(0) ~ NSs(0). @31

Note that by assumption ¢ does not depend on /N. Hence, if the state has a non-extensive amount of entropy it must have
S2(0) = 0 and in consequence the state ¢ must be pure. By repeating this argument for different sub-lattices A we conclude that
every spin is in a pure state and hence |¥) is a product state. In conclusion, |¥) has either extensive Rényi-2 entropy or is a
product state.

Let us now turn to the case of generic matrix product states. For simplicity, we again consider here the case of translationally
invariant MPS, which take the form

d
1
|MPS[A]N>::ﬁ > Tr(Ay - Aiy) i, in ) (32)

i1,.in=1

where the {4;}%_, are a set of D x D matrices (D in this case called bond dimension and is related to, but not the same as the D
above). In the following we assume that the A; and the bond dimension are constant, i.e., independent of N. Generic MPS are
so-called injective MPS, which essentially means that the matrices A; cannot be brought into a common block-diagonal form
by a similarity transformation. In this case the MPS has a finite-correlation length. It is useful to think of injective MPS as
generalizations from the above setting of local quantum circuits to the case of quasi-local quantum circuits. Indeed, for injective
MPS it can be shown (using the results of Ref. [80]) that the reduced state on a sub-lattice A in which the spins are separated by
a distance [ is exponentially close to a product state,

pi— Qx| <IA|Ce™E, (33)
zeA 1
for some constants C, £ > 0. Thus, at least if | grows weakly with the system size as log(N), this strongly suggests that the Rényi
entropies are extensive on A. This in turn leads to a Rényi entanglement entropy of order N/log(NN) and, correspondingly, to
equilibration with a precision of order exp(—N/log(N)). However, we have not been able to give a formal proof of this
statement so far.

Let us remark, however, that for the proof of Theorem []it suffices to show that energy eigenstates with finite energy density
have exponentially small overlap with product states. We will now prove that generic, translationally invariant MPS fulfill
this criterion. Thus exponentially good equilibration also follows if the eigenstates of the Hamiltonian are generic MPS with
sufficiently strong entanglement. While we assume translational invariance here, we expect that similar results also hold (with
high probability) in the case where the local MPS-tensors are drawn at random.

Lemma 5 (Exponentially small overlap of MPS with product states). Consider translationally invariant, injective MPSs
IMPS[A]n ) with constant bond dimension. Then either |MPS[A]y ) is a product or there exists a constant k > 0 such
that

(61" IMPS[A]x) | < e™" (34
forall |¢) € C



Before giving the proof of this Lemma, let us note that we have chosen the product state here to be translationally invariant for
convenience. One would arrive at the same conclusion if the product state in question has higher periodicity by coarse-graining
the lattice. For example, it could be a charge-density wave of the form |1,],1, ], ...). All that is required is that the state vector
can be written as |¢ >N/ ™ for some m corresponding to a coarse graining on the lattice. Then the MPS in question is either
a product state on this coarse grained lattice or has exponentially small overlap with all product states on this coarse grained

lattice.

Proof. The main ingredient for the proof is that an injective MPS is always the unique ground-state of a local, frustration free
Hamiltonian [81484]. This implies that for each lattice site = there exists a local projector P, on a finite neighborhood V,; of the
lattice sites € A such that

P, ® 1p\v, IMPS[A]x) = [MPS[A]n) . (35)

Furthermore, |MPS[A]y ) is the only vector state fulfilling this condition for all z. Let us choose a sub-lattice A so that the
neighborhoods V,; do not overlap. Then the operators P, ® 14\y, commute. In the following, we will omit the identity for

brevity of notation and simply write P, instead of P, ® 1\v,. Let |®) = ‘¢>®N . Then we have

[(@IMPS[A]n)[* = (@ [] P IMPS[A]y )(MPS[A]x | [] Pyl®) (36)
wEA yeA
< (@[] P.l®) (37)
zef\
= [T(@v.|Pe|@v,) = eeIA, (38)

where we have defined |®v, ) := ®.ecv, |¢) and implicitly defined ¢ > 0. In the first equality we used (33), in the second line
we used that the projector onto the MPS is positive and in the last line we used that |®) is a product state and that the P, are
translations of each other since the MPS under question is translationally invariant. Now suppose that ¢ = 0, i.e.,

(Qv, | Po|®v, ) = 1. (39)
In this case we deduce that P, |®) = |®) for all z. However, by assumption |[MPS[A]x ) is the unique such state vector and
we get [IMPS[A]y) = |®). Now consider
sup(®|Px|®) == e %, (40)
o)
where again |®) = |¢>®N. Since the the set of pure states is compact, the supremum is in fact achieved. But by assumption
it cannot be equal to 1, therefore £ > 0. This step completes the proof by identifying x > 0 as the constant that fulfills
kN = R|A|. O

While we have above only considered the case of matrix-product states, we note that the proof applies to higher-dimensional
tensor network states such as projected entangled pair states (PEPS), since the only property that we used is that the state in
question is a unique, translationally invariant ground state of a local, frustration-free Hamiltonian.

Section D: Proof of Theorem 2]

Here we provide the proof of the main result. Before we spell out the details, let us explain the basic structure of the proof.
Due to the monotonicity of the Rényi entropies in « it suffice to derive a lower bound for S, in order to get the statement of
Theorem 2] for all values of o > 0. In general, there exists a basis of energy eigenstates that diagonalizes the time averaged state
wp . The eigenvalues of wy are given by the absolute-squared overlap of the initial state with these energy eigenstates. Therefore,
an exponential upper bound on the maximal overlap of the initial product state vector |¥), with an energy eigenstate implies a
lower bound on S.. Let us denote the mean energy density of |¥), by e. We establish a bound on the overlaps by two separate
arguments — one applying to eigenstates whose energy density deviates from e by at most § and one applying to eigenstates with
energy density that deviates from e by at least §. Taken together we thus bound the overlaps with all energy eigenstates for a
given system size |A|, which establishes our final bound. The constant J is a small constant that we choose in the course of the
proof.



Before we continue, note that entanglement-ergodicity is defined for sequences of Hamiltonians of increasing system sizes,
whereas the statement of Theorem [2| applies to every system size larger than Ny(e), which will be identified below.

As stated above, we first show that [¥), has little overlap with energy eigenstates that differ by a large amount in energy.
This is due to the fact that the energy distribution of product states is sharply peaked around its mean. More precisely, we make
use of the following Theorem due to Anshu [53]], whose formulation we slightly adapt to the current notation:

Theorem 6 (Concentration bound [53[]). Let Hy be a strictly local, uniformly bounded Hamiltonian. Then there exists a constant
m > 0 independent of the system size such that for any product state |V) , with energy-density e and any § > \/2/(mN), we
have

2
(O[T oo N(e—gy) [¥) <N, (41)
—m 2
(U TN (et s)00) [U) <™, (42)
where Il denotes the projection onto the subspace spanned by energy eigenstates with energies in the interval I.
In particular, this theorem implies that for any 6 > /2/(mN), a product state vector |¥'), has exponentially small overlap
with energy eigenvectors |e’ ), whose energy density e’ deviates by more than ¢ from its mean energy e,
(W), 2 < e ™ N if|e' —¢| > 6 > \/2/(mN) (43)

It remains to bound the overlap of |¥ ) ,, which has energy density e, with eigenstates with energy density within the interval
[e — d, e + &]. Here, the main ingredient is the fact that product states have exponentially small overlap with energy eigenstates
that fulfill a weak volume law. By the definition of entanglement-ergodic systems, for sufficiently large systems and for any
energy eigenstate state p(e’) = |e’)(e’|, with energy density e’ there exists a region A, such that Sy(pa, (') > g(e')N
provided that N > Ny (where Ny is given by entanglement-ergodicity). Using Lemma[d] we find that the overlap of a product
state with eigenstates of energy density e’ is hence bounded as

[(Tle'), [ < e 29N, (44)

We now use the regularity of g. Let K > 0 be its Lipschitz-constant. Then we know that g(e’) > g(e) — K¢ for all ¢/ €
[e — 0, e + 0]. We choose

8K* g(e)
Ny(e) := Ny, -2 L s NG 45
e, Y @
This ensures that § > /2/(mN) for all N > Ny(e). Then we obtain
[(@le), |2 < e 19N ¢ ee—d,e+4]. (46)

In summary, we find that all eigenstates have exponentially small overlap with |¥ ) ,, either because their energy density differs
substantially from e or because they fulfill a weak volume law. Taking

1
k(e) = Zg(e)min{l,mg(e)/Kg}, 47
we thus find | (¢e;), |? < exp(—k(e)N) for all energy eigenstates |e; ) ,. Therefore

Sa(wa) > Sec(wa) > E(e)N, (48)

which completes the proof.

Section E: Stability of entanglement-ergodicity under quasi-local unitaries

In this section we prove the stability of entanglement-ergodicity under time evolution generated by a local Hamiltonian. More
precisely, we establish the following result:

Proposition 2 (Stability under quasi-local unitaries). Let Hn be an entanglement-ergodic system where the regions Ap have
asymptotically vanishing surface-to-volume ratio and let Uy be a quasi-local sequence of unitaries. Then the system with

Hamiltonian U\ H AUXr is entanglement-ergodic.



Here, by a quasi-local unitary, we mean the following: Consider a sequence of unitaries U,. We call the sequence U}
quasi-local if there exists a sequence of /-local Hamiltonians H) = )" _ h/, with ||h},|| < 1 and a finite time 7" such that

Uy =e Al ¢ < T (49)

Examples of quasi-local unitaries are given by finite-depth local quantum circuits, in particular ones that reflect deformations of
a quantum state within the same quantum phase [85]. This result above follows from the following Lemma. It can be seen as the
Rényi-2 analogue of the result on entanglement rates for the von Neumann entropy laid out in Ref. [86].

Lemma 7 (Rényi-2 entangling rate). Let pap be a bipartite state that evolves under a Hamiltonian H = Hs + Hp + V with
H a p acting on systems A, B, respectively. Decompose V into a Hermitian operator basis as V =Y. j=1Ci iA; @ Bj with
|A;|| = ||B;|| = 1 and AT A;, BJr Bj for all i, j. We define the Rényi-2 entangling rate of the subsystem A as

_ dS(pa)| . Tr(paTrp([V,pasl))
D(A, H) = =20 = % Y (50)
Then
DA, H)| <4|Clly =4 fei - (51)

(2]

Before providing the proof of the Lemma, let us discuss the application to a strictly local many-body systems. In this case
H =3 hy with ||k, || < 1and where the support of each term h,, has diameter bounded by some constant. Choose a region A
and decompose H = H4 + H e + Hp 4, where Hy4 contains only those terms h,, that have support both on A and A°¢. Clearly,
the number of these terms scales like the boundary of A. We then have

Tr(paTrac((H,p])) _ o [Tr(paTrac([Hoa,p])) | Tr(paTrac([Ha,pl)) | Tr(paTrac([Hae,p]))
rad) =2 Tr (p%) -7 { Tr (p%) " Tr (p%) i Tr (p%)
(52)
_o | I (paTrac([Hoa,pl) | Tr(pa[Ha,pa]) B Tr (PATrAc([HA67P]))] (53)
Tr (%) Tr (0,24) Tr (p%)
_ 21TF(PATYAC( Hyay, pl Z o1 PATrAc Z I'(A, hy) (54)

Tr (p%) 2€DA Tr (p%) 2€A

where x € JA denotes those x for which the support of h,, is neither fully contained in A nor in A¢. The third line follows from
cyclicity of the trace for the second term and by choosing the eigenbasis of H 4. to trace-out system A¢ for the third term in the
second line. We can now use the lemma to bound |I'(A4, h;)| < 4| C,||;, where C is the vector of coefficients ¢; ; associated to
the Hamiltonian term h,. We hence obtain

(A, H)| < 4|0A] max [|Cq ||, - (55)

Since we assume that the Hamiltonian is strictly local and uniformly bounded, there is a maximum value of ||C, ||, independent
of the system size. Integrating over time we obtain

[52(pa(t)) = S2(pa(0))] < 4¢[0A| max || Coll, - (56)

Thus, time evolution under a local Hamiltonian for a fixed time ¢ (independent of the system size) cannot change the volume
law of the Rényi-2 entropy as long as the surface area of A is asymptotically vanishingly small in comparison with its volume.
Using the equivalence of volume laws for different values of o > 1, we thus find that an entanglement-ergodic system remains
entanglement-ergodic (possibly with a renormalized function g) under such time evolution. Clearly, the same is true if a finite
number of such time evolutions U}, is concatenated as long as this number does not grow with the size of the lattice.

Proof of Lemmal(7] First we write the entangling rate as (using the same method as above)

iTr(pATrB([V, PABD)'

r(4,H)=2 Tr(p%)

(57)



We now use Trp([A ® B, pag]) = [4, Trg(papB)], which follows from the cyclicity of the trace. This allows us to write

Te(paTrs (V. pas))l < D leijllTr(palAs, Tra(pas B))))| (58)
,J
<23 ooy | [T(p3 A2 Tx(Trp(pan By) Tr(panB,))] 2 (59)
.3
where we have used the Cauchy-Schwarz inequality. We can now use the fact that || 4;|| = 1 to obtain
ITe(paTen (Vi pas))l < 23 lens| [Te(oA)Te(Ten(pan By) Trp(panB;))] . (60)
2]

Let us now consider the term Tr (Tr B(paB Bj)TTr B(pa BBj)). Let us decompose B; into its eigenbasis and write

Trp(papB;) = Y 03Tr(pasPy), (61)

where P are the eigenprojectors of B; and bf' its eigenvalues. Upper bounding each b7 by the maximum one, we then find the
operator inequality

Trp(papB;) Trp(pasB;) = Y b0 Trp(pap P ) Tre(pasPy) (62)
o,

< |BjlI” Trp(pan) Trp(pan) (63)

= [I1B;11* - (64)

Since || B|| = 1, we thus finally obtain

Te(paTrs (V. pas))l <2 leig| Tr(ph) = 2[|Cll, Tr(p?). (65)

]
We thus obtain for the entangling rate
ID(A, H)| < 4]|C]; - (66)
This step completes the proof. O

The above lemma shows stability of entanglement-ergodic systems under arbitrary quasi-local unitaries. We would like to
highlight that stability under finite-depth quantum circuits follows immediately from the fact that finite-depth quantum circuits
can only change the Rényi entropy of some region by an amount proportional to the area of the boundary of the region. This
is due to the fact that a finite-depth quantum circuit can only (de-)correlate degrees of freedom that are within a finite distance
from each other.

Section F: Quasi-local initial states

Here, we discuss the case of initial state vectors |5 ) = Uj |¥),, where U, is an arbitrary quasi-local unitary and |¥) , is
a product vector. In this case, we can show that

1

Sa(w) = k(e) N7, (67)

which in turn implies equilibration with precision of order exp(—N ﬁ) To see this, first note that due to stability of
entanglement-ergodicity under quasi-local unitaries almost all the steps of the proof of Theorem [2] transfer directly. In par-
ticular the overlap of |W), with energy eigenstates of energy density ¢’ € [e — d,e + J] is exponentially small in N due to
entanglement-ergodicity. The only step which cannot be transferred is the argument that the overlap with energy eigenstates
whose energy density differs by more than ¢ from e is exponentially small. Indeed, the best general result for quasi-local states
known to us, from Ref. [53]], shows that this overlap is only sub-exponentially small. More precisely, the following theorem
holds:



Theorem 8 ([53]]). Let H be a strictly local Hamiltonian on a v-dimensional lattice with N sites, let p be a quantum state with
correlation length & > 0 and (H), = tr(Hp) be the average energy of p. Furthermore denote by Ilx the projector onto all
energy eigenstates with energy in the set X C R. For a > (2°) /N€)'/2, it holds that

Na26)/ (41
tr(pIl[(ay 4+ Na,o0]) < O(§) exp ((%g)%) (68)
and
Ng26)/ (v+1)
tr(pllo, (), —Na)) < O(E) exp (((z)a)%) (69)

Note that this theorem not only bounds the overlap with individual energy eigenstates, as is needed to prove our result, but in
fact the cumulative overlap with all energy eigenstates whose energy density deviates from e. Since these are the vast majority
of all states in the exponentially large Hilbert-space, it seems highly plausible that despite the fact that the cumulative overlap
with all these states only scales sub-exponentially, the overlap with each individual such energy eigenstate is exponentially
small, which would imply exponentially good equilibration also for quasi-local initial states. We thus conjecture that (possibly
under mild additional assumptions) it is possible to prove exponentially good equilibration in entanglement-ergodic systems for
arbitrary initial states with a finite correlation length.

Section G: Entanglement ergodicity and eigenstate thermalization

In this section we argue that entanglement ergodicity follows from the eigenstate thermalization hypothesis, provided that
one assumes that the latter applies to subsystems that contain a finite fraction of the total system. While we believe that our
observations make this statement highly plausible, we leave the formal proof as an open problem. We thus assume that for any
energy density e, the reduced state of some subsystem A is given by the reduced state of the Gibbs state with inverse temperature
B(e) corresponding to the energy density e,

Bl
TI'AC (‘€><6|) = TI'AC < 7 ) . (70)
Ble)

We further only consider energy densities for which the thermal state has a finite correlation length and for simplicity assume
that the system is translationally invariant. In this case the thermal state of the total system at inverse temperature S has a finite
equilibrium free energy density f(3). Let us take the convention that the ground-state of the Hamiltonian has energy zero. In
this convention, the total free energy Fg = N f(8) = —% log(Zg) is negative. Furthermore the ground-state probability p(3) is
given by

p(B) =1/2Z = e (71)
and hence the Rényi-oco entropy of the total system is given by
Soo = —BFp, (72)

which is a positive, extensive quantity, since the free energy is extensive. We thus correspondingly expect that to leading order,
i.e., up to boundary terms, the corresponding entropy of a contiguous subsystem A is given by

Seo(A) = —BIA[f(B(e)), (73)

which then implies entanglement-ergodicity. This is further supported by the fact that the reduced state on region A is well
approximated by the reduced state of the Gibbs state of the Hamiltonian H restricted to A plus a "buffer” region around it — a
phenomenon known as locality of temperature [87].
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