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Abstract 

Modern geodetic measurements have extraordinarily broadened our knowledge about 

plate tectonic kinematics by providing spatially and temporally dense crustal defor-

mation constraints. Those measurements are particularily important for understanding 

tectonic processes at the Earth´s subduction zones that have been generating most dev-

astating seismic events and tsunamis since the beginning of historical records. The haz-

ard assessment of an active convergent margin mostly relies on geologic archive data as 

input for the earthquake recurrence concept that can be highly improved by robust kin-

ematic models relating in-situ ground surface measurements to plate interface slip mo-

tion.  

In my thesis, I present an extensive analysis of crustal deformation variations during a 

subduction zone earthquake cycle in Northern Chile and hence contribute to the refine-

ment of the subduction zone seismic cycle concept. I use GPS and InSAR measure-

ments to constrain the purely tectonic signal and integrate a joint slip inversion model 

approach at the inter-, co- and postseismic stage of the mature Northern Chile-Southern 

Peru seismic gap. The characterization of crustal deformation is based on the case-study 

of the recent Mw 8.1 Iquique-Pisagua earthquake that ruptured the central part of the 

seismic gap on 1st April 2014. I compare interseismic ground motion rates of a dense 

continuous and survey-mode GPS network including a time-series of more than ten 

years with postseismic deformation rates two years after this megathrust event. Moreo-

ver, I generate an updated interseismic coupling map of the Northern Chilean subduc-

tion zone and present afterslip at different stages of the postseismic period. The joint 

inversion of InSAR data from two different satellites (Radarsat-2 and TerraSAR-X) and 

GPS measurements yields different coseismic slip models of the mainshock and sepa-

rately of the largest aftershock two days later. 

The Iquique-Pisagua earthquake ruptured a highly coupled patch of the subduction zone 

interface (Camarones segment). Presented coseismic slip models range at the lower 

magnitudinal level of published models, are less compact in their geometry and stop at 

the Iquique Low coupling zone at 21° S. Afterslip is also limited southwards interpreted 

as impediment through a seismotectonic barrier at this latitudinal range. Postseismic 

deformation lasts for about two years before relocking rates are equal to interseismic 

ground motion velocity. Causal factors for the barrier that may behaves as seismotec-

tonic segment limitation involve crustal (forearc) strength heterogeneities, interface 

coupling discontinuities potentially triggered by variations in seafloor roughness and 

differences in the subducting plate geometry. GPS observations south of the inferred 
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seismotectonic barrier reveal a deformation rate increase in the second year after the 

earthquake. Afterslip models suggest a down-dip coupling increase as main driver for 

the rate increase, perhaps bringing the highly coupled southern Loa segment closer to 

failure. A megathrust event in Northern Chile was expected for more than thirty years 

based on slip deficit analysis and recurrence estimations. The fact that the Iquique-

Pisagua earthquake 2014 did not rupture the entire Northern Chile- Southern Peru seis-

mic gap like the last big event in 1877 (Mw 8.6 Iquique earthquake) is due to (1) tecton-

ic pre-conditions that lowered the slip deficit as aseismic slow slip events and/or partial 

unlocking induced by seismic triggering of a foreshock sequence preceding the 

mainshock and (2) time-dependent, changing interface coupling conditions that may 

also change seismotectonic segment limitations over time. The Iquique-Pisagua event 

was not characteristic in the sense of the 1877 Mw 8.6 Iquique earthquake, but maybe 

for another smaller magnitudinal category of megathrust events that rupture more 

freuquently.  

The Northern Chile case-studie clearly demonstrates that subduction zone earthquakes 

are not only dependent on the slip deficit, but also on limitations of seismotectonic seg-

ments and tectonic pre-conditions as interface coupling variations. Thus, subduction 

zone earthquakes do not necessarily show same rupture characteristics over time. Taken 

together, the results of my thesis reveal (1) the interaction between different areas un-

dergoing stress release and stress build-up in a major seismic gap, (2) constraints for the 

temporal variation of coupling degree and interface slip at different stages of the seismic 

cycle and (3) the influence of large earthquakes at adjacent segments at a subduction 

zone location and inferred implications for future seismic risk assessment. 
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Zusammenfassung 

Moderne geodätische Messmethoden ermöglichen einen tiefen Einblick in räumlich und 

zeitlich hochauflösende krustale Deformationsprozesse und haben damit unser Wissen 

um kinematische Prozesse der Plattentektonik signifikant erweitert. Die Messmethoden 

sind vor allem wichtig, um tektonische Prozesse an den weltweiten Subduktionszonen 

zu studieren, an welchen seit Beginn historischer Aufzeichnungen die verheerendsten 

Erdbeben und Tsunamis entstehen. Die Gefährdungsanalyse eines aktiven, konvergen-

ten Kontinentalrandes basiert zu großen Teilen auf geologischen Archivdaten als Basis 

des Konzepts für das periodische Wiederauftreten von Erdbeben, welches durch die 

robuste kinematische Inversion krustaler Deformation auf Bewegungen auf der Platten-

Störungsfläche erheblich verbessert werden kann. 

In meiner Dissertation zeige ich umfangreiche Analysen krustaler Deformation und de-

ren Variationen während eines kompletten Erdbebenzyklus in Nord-Chile und trage 

damit Wesentlich zur Verbesserung des Konzeptes des seismischen Subduktionszyklus 

bei. Ich nutze GPS und InSAR Messungen, um das tektonische Signal zu extrahieren 

und erstelle jeweils ein Inversionsmodell zur inter- co- und postseismischen Deformati-

on in der tektonisch überfälligen nord-chilenischen-süd-peruanischen seismischen Lü-

cke. Die Charakterisierung krustaler Deformation basiert auf der Fallstudie des aktuel-

len Mw 8.1 Iquique-Pisagua Erdbebens, welches den zentralen Teil der seismischen Lü-

cke am 1. April 2014 brach. Ich vergleiche interseismische Bodenbewegungsraten eines 

dichten Netzwerkes aus kontinuierlichen und Kampagne- GPS Stationen von mehr als 

10 Jahren mit postseismischen Deformationsraten von bis zu zwei Jahren nach dem 

Subduktionsbeben. Darüberhinaus generiere ich eine interseismische Plattenkopplungs-

karte der nord-chilenischen Subduktionszone und zeige Afterslip zu verschiedenen Zeit-

räumen der postseismischen Phase. Als Ergebnis der Inversion von InSAR-Daten zwei-

er verschiedener Satelliten (Radarsat-2 und TerraSAR-X) mit GPS-Messungen präsen-

tiere ich zwei verschiedene Slip-Modelle des Hauptbebens und separiert davon des 

größten Nachbebens zwei Tage später.  

Das Iquique-Pisagua Erdbeben brach einen hochgradig gekoppelten Bereich der Stö-

rungszone der subduzierenden Platte (im Camarones Segment). Meine co-seismischen 

Slip-Modelle sind eher am unteren Ende der Größenordnung bereits publizierter Model-

le einzuordnen, zeigen eine weniger kompakte Geometrie und stoppten im Bereich eines 

sehr niedrig gekoppelten Plattenareals (Iquique-Low-coupling zone) bei 21° S. Afterslip 

ist nach Süden begrenzt, was als seismische Barriere in dieser geographischen Breite 

interpretiert wird. Die Phase postseismischer Deformation dauert etwa zwei Jahre an, 
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bevor tektonische Bewegungsraten wieder mit den interseismischen Boden-

Geschwindigkeiten vergleichbar sind. Die Entstehung einer solchen Barriere, welche 

möglicherweise als seismotektonische Segmentgrenze dient, geht zurück auf Festig-

keitsunterschiede der Erdkruste, Kopplungs-Diskontinuitäten auf der Platten-

Störungsfläche, verursacht durch Bathymetrieundulationen uund Geometrievariationen 

der subduzierenden Platte. GPS Messungen südlich der seismotektonischen Barriere 

zeigen einen Geschwindigkeitsanstieg innerhalb des zweiten Jahres nach dem Erdbeben. 

Afterslip-Modelle suggerieren, dass ein Anstieg der Plattenkopplung hauptverantwort-

lich ist für diesen Geschwindigkeitsanstieg, welcher das hochgekoppelte, südliche Loa 

Segment näher an einen Bruch der Platten-Störungszone bringt. Analysen eines Slip-

Defizits und Abschätzungen des Erdbebenwiederkehrintervals ließen ein Subduktions-

beben in Nord-Chile seit mehr als 30 Jahren erwarten. Der Grund, dass das Iquique-

Pisagua Erdbeben nicht die gesamte nordchilenische-südperuanische seismische Lücke 

gebrochen hat, wie es zuletzt 1877 beim Mw 8.6 Iquique-Beben geschehen ist, liegt in 

(1) den tektonischen Vorbedingungen und damit der Reduktion des Slip-Defizites durch 

ein aseismisches, langsames „stilles Erdbeben“ bzw. einer dem Hauptbeben vorange-

gangenen seismischen Vorschock-Sequenz, die eine partielle Platten-Entkopplung indu-

zierte und (2) zeitlich variierende Konditionen der Kopplung an der Platten-

Störungsfläche, die möglicherweise auch eine Verschiebung seismotektonischer Seg-

mentgrenzen initiieren. Das Iquique-Pisagua Erdbeben war nicht charakteristisch in 

Bezug auf das Mw 8.6 Iquqiue Erdbeben von 1877, aber eventuell in Bezug auf eine 

andere Kategorie von kleineren Subduktionsbeben mit einer höheren Bruchfrequenz.   

Diese Fallstudie aus Nord-Chile beweist, dass Subduktionsbeben nicht ausschließlich 

abhängig vom Slip-Defizit sind, sondern auch von seismotektonischen Segmentgrenzen 

und tektonischen Vorbedingungen wie Kopplungsunterschieden. Daher zeigen Subduk-

tionsbeben nicht unbedingt die selben Bruchcharakteristika über die Zeit. Zusammenge-

fasst zeigen die Resultate meiner Dissertation (1) die Interaktion verschiedener Platten-

areale, die Stressabbau und –aufbau in einer großen seismischen Lücke erfahren, (2) 

zeitliche Variation des Plattenkopplungsgrades und des Slips auf der Platten-

Störungszone in verschiedenen Phasen des seismischen Zyklus und (3) den Einfluss 

eines großen Erdbebens auf benachbarte Segmente an einer Subduktionszone und dar-

aus abgeleitete Implikationen zur seismische Gefährdungsanalyse. 
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1 Introduction 

1.1 Subduction zone seismic cycle concept 

Subduction zones generate about 90% of the Earth´s seismic moment, released by huge, 

devastating seismic events such as the largest ever recorded earthquakes: the Mw 9.5 

Chile event in 1960 and the Mw 9.2 Alaska event in 1964 (Pacheco and Sykes 1992; Lay 

and Bilek, 2007). At these convergent plate boundaries, mechanically strong lithosphere 

descends into the asthenosphere. The seismogenic part of the subduction plate interface 

spans exceptionally large patches that favour slip-weakening behaviour and thus fric-

tionally unstable deformation. The subducting plate that moves under the overriding 

plate at several centimetres per year, occasionally slips suddenly in devastating earth-

quakes (megathrust events) with an extremely short cycle of stress accumulation and 

release within decades to centuries (Scholz, 1998). The movement on the plate interface 

is referred to as slip that can occur rapidly during earthquakes, slowly as aseismic slip in 

the stage following these earthquakes, or as slow slip before earthquakes. Maximum 

stress is accumulated at the plate interface, where the subducting plate and the overrid-

ing plate interact by dragging, pushing and pulling forces (Turcotte and Schubert, 

2014). These forces are induced by coupling of the two plates being constrained to a 

depth range of 0 up to max. 70 km controlled by certain pressure-temperature condi-

tions and lithologies (e.g. Oleskevich et al., 1999). Below this depth range, thermal con-

ditions allow stable sliding of the two plates and stress accumulation decreases to a min-

imum.  

The joint analysis of geodetic data at different time-scales and various locations of meg-

athrust events on Earth have led to a generalized and widely accepted model of the de-

formation cycle at subduction zones. This model generally corresponds to the elastic-

rebound theory of the early twentieth century (e.g. Reid, 1910) and includes three cyclic 

stages: (1) linear, interseismic strain accumulation, (2) sudden coseismic stress release 

and (3) transient postseismic afterslip (Figure 1.1) (Wang et al., 2012).  

(1) The interseismic phase is the period between two earthquakes that can last decades 

to centuries at subduction zones. This period is characterized by steady accumulation of 

elastic strain caused by frictional processes of the locked plate interface. The interface 

locking pattern is not distributed uniformly, but instead varies in time and space (e.g. 

Aki, 1979; Moreno et al., 2011). By analysing ground deformation data using the elastic 
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rebound theory approach (Reid, 1910), the current locking state and a potential slip def-

icit of the subduction interface can be determined. Recent studies showed that a small 

portion of the interseismic stress build-up by interface locking may be relaxed by visco-

elastic processes of the asthenosphere and this process should be taken into account 

when assessing slip deficit in relation to seismic hazard (Wang et al., 2012; Li et al., 

2015).  

 
 
Figure 1.1: Sketch of the three stages of 
the seismic cycle at the Northern Chile-
an subduction zone setting: 

a) The interseismic stage is character-
ized by steady strain accumulation 
due to the subduction of the oceanic 
Nazca Plate. Locking asperities (dark 
grey patches) are an expression of in-
homogeneities on the subduction zone 
interface (light grey surface). The sig-
nal of onshore GPS stations (red ar-
rows) shows inland motion, collinear 
to the direction of plate convergence. 

b) The sudden failure of one or more 
locking asperities (color-coded slip at 
the interface) is also referred to as co-
seismic stage. The direction of ground 
motion changes to trenchward motion 
as inferred by GPS (red arrows) and 
InSAR (colored fringes at the coast) 
observations. 

c) The postseismic stage that can last 
months to decades subsequently fol-
lows the coseismic stage. The area af-
fected by the failure on the subduction 
plate interface (purple patch) is char-
acterized by afterslip. Onshore GPS 
stations close to the trench show 
trenchward motion (red arrows), 
whereas far-field stations may have 
already turned to inland motion indi-
cating relocking.  

(2) The coseismic phase terminates the build-up of stress, thus the interseismic phase 

ends with a sudden failure of the plate coupling when a stress threshold is reached. The 
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release of stress lasts only seconds to minutes due to frictional instability of the fault 

interface (Kanamori, 1986). By using the fault interface geometry (pre-determined by 

seismic and gravitational observations) and recorded geodetic ground deformation data, 

the coseismic slip distribution can be modelled. The large magnitude megathrust events 

that are typical for subduction zones may affect the seismic stability of interface patches 

adjacent to the rupture hypocentre by transferring released stresses. As a consequence, 

large aftershocks are often observed (e.g. Perfettini & Avouac, 2007). 

(3) The postseismic phase directly follows the coseismic phase and lasts months to 

years depending on the size of the main rupture. This stage is characterized by transient 

ground deformation decaying with time and involving various processes as afterslip 

(e.g. Marone et al., 1991), poroelastic rebound (e.g. Peltzer et al., 1996), viscoelastic 

relaxation (e.g. Kanamori, 1973; Savage and Prescott, 1978) and relocking (e.g. Wang 

et al., 2012). The separation of the recorded postseismic surface deformation signal into 

single components requires prior assumptions about individual spatio-temporal charac-

teristics of each process (Bedford et al., 2016). Near-field postseismic data are assumed 

to be dominated by elasto-plastic afterslip, whereas far-field observations can show long 

wavelength deformation patterns that are interpreted as induced by viscoelastic mantle 

relaxation extending the traditional elastic rebound theory (Kanamori, 1973; Wang et 

al., 2012).  

Concerning hazard assessment, it is very important to evaluate the current seismic cycle 

stage of a subduction plate interface that is known for having generated megathrust 

events in the past. Therefore, the seismic potential of a tectonic segment is assessed 

based on earthquake recurrence intervals calculated from past, instrumentally recorded 

seismic events and geological archive data in the subsurface as terrace data or fault off-

sets (e.g. Clague and Bobrowsky, 1994; Mouslopoulou et al., 2011; Melnick et al., 

2009; Bilham et al., 2005). Tectonic evidence of the last earthquake, moreover provides 

important information of the length of a seismic cycle and the current slip deficit in a 

particular seismotectonic segment (e.g. Bilham & Ambraseys, 2005). The slip deficit is 

related to the locking degree of the two plates at the convergent plate boundary and can 

be estimated instantaneously from geodetic measurements by comparing actual ground 

deformation of the overriding plate with the velocity of the subducting plate. The degree 

of locking is described by the state of coupling of the two plates represented by a num-

ber ranging from 0 (fully uncoupled) to 1 (fully coupled). This number is related to the 

ratio between local sliding velocity on the fault and long-term subduction plate velocity 

(e.g. Moreno et al., 2010). If the time that has passed since the last rupture is beyond the 

calculated recurrence interval, it is assumed that the slip deficit has been exceeded and 

the segment will be identified as mature seismic gap (McCann et al., 1979). As a conse-
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quence, this segment is considered as being at imminent risk of generating an earth-

quake. Those regions have reached the late stage of the interseismic phase and thus ac-

cumulate large elastic stresses along the subduction plate interface. The monitoring of 

mature segments provides constraints on time-dependent strain accumulation processes 

directly before an earthquake and moreover increases the chance of capturing co-and 

postseismic deformation mechanisms.  

1.2 Tectonic setting of the Northern Chile-Southern Peru 
seismic gap region and introduction of the Iquique-Pisagua 
earthquake 2014 

1.2.1 Tectonic characterization of the Central Andes in Northern Chile 

The Andean Cordillera constitutes one of the youngest oroclines on Earth and has main-

ly been uplifted as a result of crustal shortening associated to rapid Nazca-South Ameri-

ca subduction (e.g., Isacks, 1988; Oncken et al., 2006; Oncken et al., 2012 and refer-

ences therein). Subduction of oceanic crust has been ongoing since the Jurassic with 

slightly varying orientations of the generally ENE-directed convergence vector 

(Mpodozis and Ramos, 1989; Pardo-Casas and Molnar, 1987). Today, the plates con-

verge with rates of ~65- 70 mm/yr along a vector oriented ~N 75° E (e.g. Angermann et 

al., 1999; Norabuena et al., 1999). The subduction plate interface hosts the seismogenic 

zone that dips 20-30° E down to a Moho depth of about ~50 km at 20-23° S latitude 

(Cahill and Isacks, 1992; Husen et al., 2000; Oncken et al., 2003). Interseismic GPS 

observations reveal crustal velocity vectors that are parallel to the plate convergence (Li 

et al., 2015). These vectors indicate an east-west interseismic compressional regime that 

is caused by plate motion of the overriding plate while the subduction plate interface is 

heterogeneously locked (e.g. Moreno et al., 2011; Métois et al., 2014). Main geological 

structures of Northern Chile include margin-parallel faulting that reveal spatio-temporal 

heterogeneities from North to South and a shortening-dominated backarc (e.g. Hoff-

mann-Rothe et al., 2006; Boutelier et al., 2014).  

The nearly orthogonal plate convergence between the Nazca and South American Plate  

has driven the formation of margin-parallel tectonic provinces in Northern Chile, in-

cluding from West to East: the Coastal Cordillera referred to as outer forearc and the 

Central Depression, Precordillera and Western Cordiller referred to as backarc or also 

inner forarc (Figure 1.2) (e.g. Victor et al., 2004; Cembrano et al., 2007; Allmendinger 

et al., 2010).  



1 Introduction 1.2 Tectonic setting of the Northern Chile-Southern Peru seismic 
gap region and introduction of the Iquique-Pisagua earthquake 2014 

 

17 

 

Morphologically, the Coastal Cordillera is mainly characterized by two tectonic fea-

tures: the coastal cliff that sharply breaks off towards the coastline with an elevation 

difference of 1000 m (Mortimer et al., 1974) and the Atacama fault system (AFS) in the 

inner part of the range. Extending about 1000 km along the Chilean coast south of 20.5° 

S, the AFS predominantly exhibits major north-south striking normal faults with docu-

mented neotectonic activity (e.g. Brown et al., 1993; Delouis et al., 1998). These nor-

mal faults indicate east-west directed extension and are interpreted as being caused by 

upper plate bending and coseismic extension of compressional earthquakes resulting in 

a long-term forearc uplift (Gonzáles et al., 2003, Cembrano et al., 2007). In contrast, 

moderately dipping reverse faults parallel to the convergence direction besides some 

minor normal faults mainly characterize the northern regions of the outer forearc be-

tween 19° and 21°  S and thus indicate a predominant trench parallel shortening regime 

(e.g. Allmendinger et al., 2005; Oncken et al., 2006).

 



1 Introduction 1.2 Tectonic setting of the Northern Chile-Southern Peru seismic 
gap region and introduction of the Iquique-Pisagua earthquake 2014 

 

18 

 

Figure 1.2: (previous page) Overview map of the tectonic units at the Northern Chilean 
subduction zone setting, from East to West: Coastal Cordillera (green), Central De-
pression (yellow), Precordillera (orange), Western Cordillera (pink) and Altiplano-
Puna Plateau (violet). Major faults and lineaments (blue) are highlighted (Reutter et 
al., 1994; Cembrano et al., 2007). The trench marks the border between the oceanic 
Nazca and the continental South American Plate. The extent of the last inferred meg-
athrust event in this region in 1877 is marked with a white ellipse in which also color-
coded coseismic contour lines of the Iquique-Pisagua mainshock (Duputel et al., 2015) 
and the largest aftershock (Schurr et al., 2014) are displayed. 
 
 

The inner forearc is mainly characterized by thrusting induced by neotectonic E-W 

shortening that is controlled by the plate convergence and moreover consistent with the 

tectonic regime that has initiated the uplift of the central Andes. Forming a flat surface 

at 1500 m elevation, the Central Depression represents remnants of a Neogene infill of 

rhyolitic tuff and sedimentary deposits (Cembrano et al., 2007). The Precordillera to the 

East reaches altitudes of 3500 to 4500 m mainly uplifted due to Neogene reactivation of 

reverse faults and west-vergent folding (Victor et al., 2004). A similar system of west-

vergent, moderately dipping reverse faults forms the Neogene volcanic chain of the 

Western Cordillera that reaches peak elevations of above 6000 m and constitutes the 

geologic border of the Bolivian Altiplano Plateau at 4000m altitude (Victor et al., 

2004). The spatio-temporal patterns of both, elastic deformation observed by instanta-

neous GPS measurements and permanent deformation documented by geological rec-

ords in the inner forearc are surprisingly very consistent (e.g. Allmendinger et al., 2005; 

Oncken et al., 2006). This consistency indicates that both modes of deformation (local-

ized upper crustal faulting and broadscale strain pattern due to megathrust locking) are 

controlled by the same compressional stress regime.  

All introduced morphotectonic provinces (Figure 1.2) are orientated parallel to the me-

ridional trend of the Andean orogen thus blocking regional moisture-bearing winds 

from the Eastern Lowlands. This orientation has led to extreme aridity west of the Alti-

plano-Puna Plateau since the Eocene to Oligocene when diachronous and spatially dis-

parate range uplift began (e.g. Carrapa et al., 2005; Oncken et al., 2012).  This setting 

emphasizes the strong climatic impact of the Andes in South America thought to also 

control tectonics (e.g. Strecker et al., 2007). Due to one of the lowest erosion rates on 

Earth with less than 0.2 mm/yr tectonic structures as fault scarps or surface cracks are 

well preserved over a time span of several millions of years in the geologic archive (e.g. 

Allmendinger and Gonzáles, 2010; Bookhagen and Strecker, 2012). The extensive sur-

face cracks mapped in Northern Chile are assumed to reflect primarily deep seated tec-

tonic processes rather than constituting only surface phenomena (e.g. González et al., 
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2008; Loveless et al., 2009). Extensional cracks that form during earthquakes as a con-

sequence of elastic rebound of the upper plate might indicate long-term rupture seg-

ments. Loveless et al. (2009) documented a regional variation of crack orientations in 

the central part of the Coastal Cordillera at 21° S latitude, possibly reflecting tectonic 

fragmentation. The deformation regime in this area is characterized by margin-parallel 

shortening on E-W trending faults (e.g. González et al., 2015). In contrast, the morphol-

ogy of the coastal area around the city of Iquique is mainly controlled by N-S striking 

normal faults composing the northern elongation of the large Atacama Fault  System 

(Victor et al., 2004; González et al., 2003).  

A widely accepted tectonic model at the Northern Chile subduction zone comprises 

three plates, including a forearc sliver located between the Nazca and South American 

Plate (e.g. Bevis et al., 2001; Chlieh et al., 2011; Métois et al., 2014). The formation of 

such a forearc-sliver may be caused by active shear stresses within a margin-parallel 

strike-slip fault system (Boutelier et al., 2014; Hoffmann-Rothe et al., 2006). 

1.2.2 The Iquique-Pisagua earthquake 2014 

The convergent plate contact between the Nazca and the South American Plate west of 

Chile is mainly characterized by frequent megathrust events with short recurrence times 

of several decades in a subduction zone setting. Almost all segments south of Peru 

broke within the past century and large subduction earthquakes occurred 1960 in Valdi-

via (Mw 9.5) or more recently 2010 in Maule (Mw 8.8) (e.g. Kanamori, 1977; Moreno et 

al., 2010). The only segment that has not ruptured in this area since 1877 (Mw 8.6 Iqui-

que earthquake) and is capable of generating a Mw ~9 earthquake (e.g. Kelleher, 1972) 

is referred to as Northern Chile-Southern Peru seismic gap, located between 18- 23° S 

latitude. The earthquake recurrence interval in Northern Chile is estimated to be ~100 

years and therefore this gap is considered to be one of the most mature seismic gaps 

along the South American plate boundary south of Peru, meaning that the slip-deficit of 

this seismotectonic segment is considered to have reached the stage of when a great 

earthquake is imminent (e.g. Comte and Pardo, 1991).  

The Iquique-Pisagua earthquake ruptured the central part of the Northern Chile- South-

ern Peru seismic gap (Figure 1.2) on 1 April 2014 at 23:46 (UTC). The mainshock is 

assumed to constitute a double-couple solution with a strike of ~350°, a dip of 14°, a 

rake of ~91°, a hypocentre location at 19.64° S, 70.82° W and a centroid depth of 

~35km rupturing a planar fault of ~160 km length (Lay et al., 2014; Hayes et al., 2014). 

The mainshock nucleated at 25km depth, propagated downdip to rupture an area of in-
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termediate interseismic coupling between 18.5-21° S and generated a tsunami of ~2 m 

height that hit the Northern Chilean coast (Hayes et al., 2014). The peak slip zone is 

thought to be rather small, extending 30 km downdip and 30 km southward from the 

hypocentre, but slip magnitude vary in scientific literature with values of 4.4m (Schurr 

et al., 2014), 6.5m (Lay et al., 2014; Liu et al., 2015), 7m (Gusman et al., 2015), 8m 

(Hayes et al., 2014) up to 10m (Duputel et al., 2015) southeast and downdip of the hy-

pocentre at 30-40km depth. Similarly, the largest Mw 7.7 aftershock nucleated at shal-

low depth and propagated downdip in a northeasterly direction, approximately 30-40 

km south of the mainshock on 3 April 2014 (Schurr et al., 2014). Peak slip of this after-

shock is reported as being between 1.2 to 2.5m (Schurr et al., 2014; Liu et al., 2015). 

The Iquique-Pisagua earthquake 2014 was preceded by three foreshock clusters, the first 

occurring in July 2013 (Schurr et al., 2014). It has been suggested that these foreshock 

clusters weakened a zone of intermediate coupling in the central part of the Northern 

Chile- Southern Peru seismic gap (Schurr et al., 2014; Bürgmann et al., 2014). Of par-

ticular interest is the series of foreshocks that preceded the mainshock for about three 

months and intensified after a Mw 6.7 foreshock on 16 March 2014 that occurred 

southwest of the mainshock epicentre. The Mw 6.7 foreshock was the reactivation of a 

trench-oblique upper plate reverse fault (Gonzalez et al., 2015). The subsequent intensi-

fied foreshock sequence propagated northwards towards the center of the later main 

rupture and could thus be interpreted as precursor finally triggering the main event 

(Kato & Nakagawa, 2014; Bürgmann, 2014). Seismically induced crustal weakening 

might have caused the mainshock to nucleate in the northern part of the foreshock area, 

continuing downdip with increasing velocity towards higher locking for the nucleation 

stage for about 40s before an area close to the epicenter was reactivated at the end of the 

main rupture (Schurr et al., 2014). Tectonic processes that finally led to crustal weaken-

ing and thus the main rupture are discussed in scientific literature in the context of either 

a possible slow slip event preceding the mainshock or a cascade of foreshocks and re-

spective afterslips (e.g. Yagi et al., 2014; Bedford et al., 2015). Summing the seismic 

moment of the mainshock and all related aftershocks in 2014 yields a Mw of ~8.3 and 

thus a much smaller magnitude compared to the inferred 1877 event (e.g. Hayes et al., 

2014; Comte and Pardo, 1991).  

1.3 Introducing modern geodetic observation techniques 

In the last two decades, major advances in spatial and temporal resolution and accuracy 

from Global Positioning System (GPS) and Interferometric Synthetic Aperture Radar 
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(InSAR) have facilitated the improved measurements of surface deformation caused by 

tectonic processes (e.g. Dixon, 1993; Hyndman et al., 1995; Bürgmann et al., 2000). 

Both techniques enable the precise measurement of small-scale deformation across large 

areas, in line with the range of deformation produced before, during and after great 

earthquakes (in millimeter to centimeter scale). 

These two geodetic techniques, while complimentary for tectonic analysis, give 

different measures of surface deformation. Using GPS, we measure the absolute 

position of a particular receiver on the ground in three dimensions East, North and 

Vertical (Figure 1.3). With InSAR, we measure the phase difference of points reflecting 

the radar wave (scatterers) on the ground between two SAR acquisitions. We then 

convert this phase difference to a corresponding distance change between the scatterer 

and the sensor by taking into account the radar wavelength. The result is a one-

dimensional displacement in the line-of-sight (LOS) of the satellite (Figure 1.3). A big 

advantage in using InSAR besides the high spatial resolution is the independence of any 

instruments on the ground. On the other hand, the application of InSAR requires 

spatially stable atmospheric conditions and limited vegetation to ensure spatial and 

temporal coherence between two acquisitions.  

 

 

 

Figure 1.3: Sketch of the two geodetic technologies used in this study. a) InSAR obser-
vations combine two SAR acquisitions to yield a ground deformation in the line-of-sight 
of the satellite and b) GPS satellites provide East, North and Up component of a single 
receiver on the Earth´s ground. 
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1.3.1 Global Position System (GPS) 

The Global Positioning System is an American satellite navigation system consisting of 

24 satellites that was originally designed for military applications in the 1970s and made 

available for public use twenty years later (e.g. El Rabany, 2002). By measuring the 

travel time for the transmitted electromagnetic wave travelling from at least four GPS 

satellites to one passive receiver (antenna), this technology provides precise three-

dimensional information about position and velocity. One big advantage is that the sig-

nal is independent from weather conditions and daylight.  

The first documented geodetic observations on surface motions related to an earthquake 

were already taken at the end of the 19th century (1892 Tapanuli event, Sumatra) by 

means of triangulation and leveling (e.g. Reid, 1913; Bonafede et al., 1992). By the end 

of the last century, the development of spaceborne satellite systems extended the spec-

trum of geodetic technology enormously. Nowadays, improvements of GPS technology 

and the increased number of Global Navigation Satellite Systems (GNSS) have enabled 

the precise measurement of the Earth´s ground deformation at millimeter-scale-

accuracy.  

GPS measurements are used to characterize in detail the transient deformation before 

(e.g. Vigny et al., 2009) and after earthquakes (e.g. Bedford et al., 2016) as well as the 

abrupt coseismic stress release of large fault ruptures (e.g. Pritchard et al., 2002). GPS 

measurements have significantly improved our understanding of deformation processes 

at subduction zones that harbour the potential of generating the largest and most devas-

tating earthquakes on Earth (e.g. Lay and Bilek, 2007). The analysis of geodetic records 

sheds light on subduction zone processes that were only theoretically known before, 

such as slow slip events (e.g. Hirose et al., 1999; Miller et al., 2002) or heterogeneous 

interseismic coupling at the plate interface (e.g. Mazzotti et al., 2000; Moreno et al., 

2011).  

In my thesis, I process and analyse GPS observations that were mainly recorded under 

the framework of the Integrated Plate boundary Observatory (IPOC) project (Moreno et 

al., 2017). This international monitoring project, that aims to study the seismic cycle 

and related deformation phenomena at the Chilean subduction zone has been operating 

multi-purpose geophysical measurements in Northern Chile since 2007 thus replacing 

the South American Geodynamic Acitivities (SAGA) project installed in 1993 (Klotz et 

al., 1999). Therefore, the project has facilitated an optimal data management and shar-

ing policy between the cooperating institutions. Among other geophysical instrumenta-

tions, the IPOC initiative consists of a dense network of GPS stations mainly located in 

Chile. As one of the key partners, the GFZ Potsdam has access to all available meas-
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urements. The continuous GPS data in the IPOC project is complemented spatially by a 

survey GPS network that is measured every one or two years. This network was in-

stalled as continuation of the SAGA project (Klotz et al., 1999) in the late 1990´s and 

consequently extended in the last two decades (Moreno et al., 2017).  

1.3.2 Interferometric Synthetic Aperture Radar (InSAR) 

Interferometric Synthetic Aperture Radar (InSAR) data are poorly resolved temporally 

but have a high spatial resolution. InSAR therefore complements the GPS 

measurements in the observation of tectonically-driven ground movements. The actual 

term InSAR denotes a nested acronym involving three individual technologies: radio 

detection and ranging (radar), Synthetic Aperture Radar (SAR) and interferometric SAR 

(InSAR) (Hanssen, 2001).  

The radar technique makes use of the two-way travel time of emitted electromagnetic 

pulses in the millimeter to centimeter wavelength regime that are backscattered from 

reflecting objects (Skolnik, 1962). SAR extends the classical radar approach by creating 

an artificially long antenna that synthetically combines received pulses from a moving 

source (Hanssen, 2001). This conceptual antenna is much longer than its real aperture 

thus affording a tremendous increase in resolution.  

With simple radar systems, it is impossible to distinguish two objects having the same 

distance but different angles to the instrument. The development of the interferometric 

approach of SAR systems has overcome this problem: the combination of two SAR 

images either received by repeated acquisitions or acquired by two different antennas 

enables the simultaneous measurement of distance and angular differences of one single 

object in the radar beam (Hanssen, 2001). The interferometric SAR approach is capable 

of providing distance changes of one object between two acquisitions with an accuracy 

in the range of fractions of the radar-wavelength simply based on Huygens´ wave front 

theory (Huygens, 1690). Since the launch of the European Remote Sensing Satellites 

(ERS-1 and ERS-2) operated by the European Space Agency (ESA) in 1991 and 1995, 

InSAR has become a widely adopted tool in the geodetic science community for 

measuring ground motions induced by processes such as earthquakes (e.g. Massonnet et 

al., 1993; Rosen et al., 1998 ), volcanoes (e.g. Delacourt et al., 1998; Amelung et al., 

2000), antropogenic subsidence or uplift (e.g. Fialko and Simons, 2000; Ferretti et al., 

2000) and glaciers (e.g. Goldstein et al., 1993; Mohr et al., 1998). 

Nowadays, SAR data is available in many different configurations and from various 

satellites operating with a range of frequencies, footprint sizes and resolution modes. 
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However, the interferometric approach of SAR data is only possible for two images 

acquired with the same frequency of coherent radar beams due to an introduced 

frequency shift of the moving transmitter referred to as Doppler Centroid frequency 

(Hanssen, 2001). The repetition interval of acquiring the same footprint on the Earth´s 

surface twice in the same mode depends on the mission, but is six days in best case 

(Sentinel-1 a/b). Thus, for some tectonic applications the advantage of the high spatial 

resolution of InSAR images is counterbalanced by the relatively low temporal 

resolution that might often be too low for separating sudden events related to surface 

motions, such as earthquakes from other processes, e.g. postseismic slip.  

1.4 Thesis objectives, aims and outline 

This thesis aims primarily to provide insights on tectonic processes at different stages of 

the seismic cycle at the Northern Chilean subduction zone with a specific focus on the 

recent Iquique-Pisagua earthquake in 2014.  

In my thesis, I combine modern high-resolution geodetic observations (cGPS, sGPS and 

InSAR) to analyse, model, and constrain geo-mechanical processes that are related to 

motions on the Northern Chilean subduction plate interface. The presented data set is 

exceptional in facilitating the characterization of the tectonic state in all three stages of 

the seismic cycle (inter-, co- and postseismic) with unprecedented detail. 

The Chilean coast is part of a larger tectonic system that consists of different spatially 

connected convergent plate boundaries in the circum-Pacific region, also known as Ring 

of Fire. Large seismic events that generated devastating tsunamis in the past two dec-

ades, such as the 2004 Mw 9.0 Sumatra event (e.g. Wang & Liu, 2006), the 2010 Maule 

Mw 8.8 Chile earthquake (e.g. Delouis et al., 2010) or the 2011 Tohoku-Oki Mw 9.1 

earthquake, Japan (e.g. Goto et al., 2011), are typical for these tectonically highly active 

subduction zones. Despite decades of research into subduction zone mechanics, includ-

ing geodetic and geophysical Sub-surface measurement campaigns, it is still impossible 

to predict the location, timing, and magnitude of future megathrust events, and therefore 

their potential impact (e.g. tsunami generation). In order to better constrain earthquake 

characteristics and to identify seismically hazardous regions, well-recorded megathrust 

events must be analysed in detail. Linking crustal deformation mechanics of a meg-

athrust region at the Northern Chilean Coast to different stages of the seismic cycle, I 

tackle the following open questions of subduction zones research:   
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1. Do interseismic ground deformation rates give direct insights to coseismic 

motions, thus location and extent of future megathrust events? 

2. What does the comparison of inter- and postseismic ground deformation in 

neighbouring segments of a subduction zone earthquake tell us about the 

risk of a future megathrust event? 

3. Is there any evidence that megathrust events behave characteristically over 

multiple seismic cycles? 

 

The scientific focus in my thesis is on analysing the recent Iquique-Pisagua earthquake 

2014. Specifically related to this event, I aim to address the following questions:  

 

4. Why did the entire Northern Chile- Southern Peru seismic gap not rupture 

during the Iquique-Pisagua event 2014? 

5. What factors may control the coseismic slip distribution of the Iquique-

Pisagua earthquakes?  

6. How long does afterslip of the recent Iquique-Pisagua earthquake dominate 

over relocking in the postseismic stage?  

and 

7. Can we improve methodological aspects for the applied geodetic measure-

ments to yield more reliable slip inversion results? 

 

My thesis is organized in three chapters that address these formulated objectives and 

individual research issues. I mainly focus on combining various geodetic data types to 

perform a joint analysis on different stages of the Northern Chile seismic cycle. All 

chapters of my thesis combine complex spatio-temporal aspects with data related infor-

mation and therefore are split into a data methods part (chapter 2), a comparison of pre- 

and post-seismic conditions (chapter 3) and a coseismic deformation analysis of the 

Iquique-Pisagua earthquake 2014 (chapter 4). 

In chapter 2, I give an overview of the basic principles of the applied geodetic tech-

niques: cGPS, sGPS and InSAR. I provide detailed explanations of data processing and 

(post-) processing strategies, GPS time series inversion, data correction methods and 

InSAR resampling algorithms in preparation for geodetic slip inversion. Here, I present 

all methods applied to extract the purely tectonically induced ground deformation signal 

in my data and present a kinematic (slip) model for all stages of the Northern Chilean 

seismic cycle. 
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In chapter 3, I focus mainly on deformation related to the postseismic stage of the Iqui-

que-Pisagua earthquake by analysing and modelling two years of afterslip. Three con-

secutive slip models show the spatio-temporal evolution of afterslip jointly inverted 

from sGPS and cGPS data. I also compare interseismic deformation rates of the south-

ern part of the former Northern Chile- Southern Peru seismic gap region with rates ob-

served within two years after the main event. This chapter presents a unique data analy-

sis of the postseismic stress-transfer on a potential seismotectonic border, involving (1) 

plate interface afterslip, (2) viscoelastic mantle relaxation and (3) re-locking of the plate 

interface.  

In chapter 4, I analyse the coseismic ground deformation of the Iquique-Pisagua earth-

quake by jointly inverting high-resolution InSAR data with cGPS observations to sepa-

rately refine the slip distribution of the mainshock on 1st April and its largest aftershock 

that occurred two days later. I present three independent coseismic mainshock slip mod-

els and one aftershock slip model from different data sources and compare geometries, 

magnitudes, and locations with previously published models (e.g. Schurr et al., 2014; 

Duputel et al., 2015). The coseismic slip models allow direct conclusions to be drawn 

on the location and magnitude of the released slip deficit in the seismic gap. Moreover, I 

discuss local tectonic and seismic (pre-)conditions that may have strongly influenced 

coseismic slip distribution. 

The auxiliary material provides relevant data additions, such as GPS and InSAR ground 

motion data tables and time series plots, and presents the reasoning behind preferred 

model parameterizations. Moreover, I present an analysis on the Mw 8.2 Illapel earth-

quake 2016 and demonstrate that my methods and algorithms may be successfully ap-

plied to other subduction zones events.  

 

Chapter 3 concerning the joint slip inversion of sGPS and cGPS data at the Northern 

Chilean subduction zone has been published in: 

Hoffmann , F., S. Metzger, M. Moreno, Z. Deng, C. Sippl, F. Ortega‐Culaciati , and O. 

Oncken (2018), Characterizing Afterslip and Ground Displacement Rate Increase Fol-

lowing the 2014 Iquique‐Pisagua Mw 8.1 Earthquake, Northern Chile, Journal of Geo-

physical Research: Solid Earth, Volume 123, Issue 5, p.4171-4192, doi: 

10.1002/2017JB014970. 

A similar approach of jointly inverting geodetic data to produce a high-resolution co-

seismic slip model of a subduction zone earthquake (the Mw 8.2 Illapel megathrust in 

Central Chile) is performed in a manuscript, in which I contributed as co-author (see A: 

Illapel Earthquake in Supplementary Material): 
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Tilmann, F., Y. Zhang, M. Moreno, J. Saul, F. Eckelmann, M. Palo, Z. Deng, A.Y. 

Babeyko, K. Chen, J.C. Baez, B. Schurr, R. Wang, and T. Dahm (2016): The 2015 Illa-

pel earthquake, central Chile: a type case for a characteristic earthquake? - Geophysi-

cal Research Letters, 43, 2, pp. 574—583, doi: 10.1002/2015GL066963. 

 

I want to highlight all contributions to the mentioned publications and my thesis that 

were not explicitly performed by myself. In Hoffmann et al. (2018) (chapter 3), the vis-

co-elastic model geometry and viscous signal contributions are generated and calculated 

by Marcos Moreno and Sabrina Metzger. The daily positions of the raw GPS data were 

processed by Zhiguo Deng, who also provided Figure 2.1. The seismic catalogue ap-

plied in chapter 3 was calculated and provided by Christian Sippl (Sippl et al., 2018).   

For the publication Tilmann et al., (2016), I calculated the Sentinel-1 interferogram and 

contributed in the joint GPS and InSAR kinematic model, whereas all other parts in the 

manuscript were performed and generated by other co-authors.  
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2 Processing and modelling concepts of geodetic data 

2.1 GPS methods 

The spatial wavelength of a tectonic surface displacement signal related to a subduction 

zone setting is in the order of at least tens of kilometers (Kanamori, 1977). GPS meas-

urements recording tectonically-driven ground deformation are either taken as continu-

ous (cGPS) or repeated measurements of survey points (sGPS) that are operated within 

extended geodetic networks of several tens to hundreds of stations. An increasing num-

ber of GPS networks have been established at tectonically active regions within the last 

two decades, improving the spatial resolution of the single point measurements for tec-

tonic applications (e.g. Klotz et al., 1999; Vigny et al., 2005; Ozawa, 2011; Moreno et 

al., 2017). These geodetic networks are designed to monitor the entire seismic cycle 

especially at subduction zones and have successfully captured a range of seismic cycle 

deformation mechanics. All giant megathrust events since the early 2000s have been 

recorded by dense GPS networks: the 2004 Sumatra-Andaman Mw 9.3 earthquake, In-

donesia (e.g. Vigny et al. 2005), the 2010 Maule Mw 8.8 earthquake, Chile (e.g. Moreno 

et al., 2010) and the 2011 Tohoku-Oki Mw 9.1 earthquake, Japan (e.g. Ozawa, 2011). 

In my thesis, I present GPS data from a dense network of more than 150 continuous and 

survey-mode GPS stations. In total, the observations cover an interval of seventeen 

years from 1999 to 2016, thus including different stages of the seismic cycle at the 

Northern Chile-Southern Peru seismic gap region. I differentiate between the late inter-

seismic linear deformation, the abrupt drop of co-seismic surface motion and about two 

years of transient postseismic deformation after the Iquique-Pisagua earthquake on 1st of 

April 2014. Differences in GPS operation mode as well as the distinct observation in-

tervals of the entire seismic cycle require careful handling of data recorded in each in-

terval. This chapter provides the basis of GPS processing strategies and explains data 

post-processing for applying GPS observations in my models. 

2.1.1 GPS Basic Principles  

Extracting raw measurements from GPS satellites is a very complex subject that is be-

yond the scope of this study. But as some GPS post-processing techniques require a 

sufficient level of prior-knowledge, a short summary of the basic concepts of GPS is 
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implemented here. The basic principle can be explained by the classical trilateration 

approach involving distance measurements from points at known coordinates. For that, 

a minimum of three GPS satellites that constitute three distinct distance ranges of 

transmitted electromagnetic waves to the Earth´s ground plus one additional satellite for 

the fourth dimension (the time) are required. The trilateration principle in its simplest 

form incorporates three spheres whose radii are determined by the distance between the 

satellite (center) and a receiver located anywhere on the sphere. The distance (radius of 

the sphere) can be calculated by simply measuring the transmitting-receiving time be-

tween the GPS satellite in space and antenna on the Earth´s ground assuming speed of 

light of the electromagnetic wave. With three satellites, the location of the receiver is 

equal to the intersecting point of all three spheres (Figure 2.1 a). 

 

 

Figure 2.1: a) Simplified 2-d-trilateration principle: the intersection point of three 
circles whose radii are determined by the distance between satellite and receiver 
constitutes the location (latitude, longitude and height) of the receiver. b) Signals are 
compared via autocorrelation functions between the transmitted GPS signal from the 
satellite and the replica of this signal generated in the receiver. The time difference (T - 
Ts) between transmission (Ts) and reception time (T) of the GPS signal can be 
converted into a distance (or pseudorange). For compensating clock errors, this 
classical approach is extended by a fourth distance measurement that uniquely 
determine the location of a receiver. 

 

The exact position of a GPS satellite is computed via the Ephemeris Algorithm (e.g. 

Leick et al., 2015) using encoded orbit parameters that are transmitted to receivers. 

Atomic clocks, on-board the satellite and in the receivers on the ground, measure the 

exact transmission and reception times of the signal. The distance between satellite and 
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receiver is referred to as pseudorange, computed as the multiplication of the time differ-

ence (transmitting-receiving) and the speed of light (Blewitt, 1997). Clock errors that 

arise by measuring this time difference introduce a fourth unknown to the trilateral 

problem. Thus, a minimum of four pseudorange measurements are required to uniquely 

determine the position of a receiver.  

The orbit constellation of all GPS satellites includes 24 sensors that are distributed in 

six orbital planes. This constellation theoretically ensures coverage from a minimum of 

four satellites simultaneously at most locations on Earth (Kaplan & Hegarty, 2005). In 

practice, terrain elevation, signal scattering and anthropogenic obstacles often impede 

the GPS signal. The fundamental frequency of the transmitted signal is 10.23 Mhz. Sep-

arately multiplying this frequency by integers 154 and 120 yields the L1 and L2 carrier 

signals, which are additionally encoded with an algorithm that is unique to each satellite 

(C/A code for L1 and P code for L2). By simultaneously generating an electronic repli-

ca of this GPS signal, receivers on the ground use autocorrelation techniques to com-

pare the received signal and to calculate time differences (Kaplan & Hegarty, 2005) 

(Figure 2.1 b). The technique to reduce receiver clock bias is referred to as double dif-

ferencing, whereby two satellite signals are received separately by distinct receivers 

(Blewitt, 1997). In general, a network of GPS receivers including a set of double differ-

ences improves the accuracy, although the double differenced data are characterized by 

a linear dependency. Introducing a common reference station for a set of double differ-

ences overcomes this problem and the number of linearly independent observations is: 

(number of satellites - 1) multiplied with (number of receivers - 1). 

2.1.2 GPS Data Processing  

All GPS were pre-processed using the Earth Parameter and Orbit System software 

EPOS and finally provided as 24 h solutions (Figure 2.2) (Gendt et al., 2013; Deng et 

al., 2016). In a first processing step, all GPS stations are processed in precise point posi-

tioning (PPP) model using specific GPS satellite clock and orbit products (Deng et al., 

2016). Satellite and ground antenna phase center offsets and phase center variations 

were calibrated using International Global Navigation Satellite System service files 

(IGS08, Schmid et al., 2007). Ocean tide loading correction was implemented using the 

Finite Element Solution tide model (FES2004, Lyard et al., 2006). The combination of 

the Global Pressure and Temperature model (GPT2) and the Vienna Mapping Function 

provided an a priori Zenith Hydrostatic Delay (Saastamoinen, 1973). The Zenith Total 

Delay was estimated using an elevation cut-off angle of 7° and random-walk parameters 
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for every hour (Gendt et al., 2013). After outlier removal, the single station PPP coordi-

nate results have an accuracy of ~1-2 cm. The second step applies these PPP solutions 

in a network processing algorithm. As the total number of GPS stations in South Ameri-

ca exceeds 800 stations, about 250 stations were processed at once in several sub-

network approaches. For each sub-network, 56 densely distributed IGS stations were 

included (Figure B.4). In the network approach, all stations are weighted equally and 

no station position is fixed which corresponds to a free network solution for the final 

coordinates. The datum of the coordinate solution is defined by the used satellite orbit 

and clock in the International Terrestrial Reference Frame ITRF2008. Finally, the net-

work solutions are aligned to the IGS 2nd reprocessing combined daily coordinate prod-

uct in ITRF2014 (Rebischung et al., 2015; Altamimi et al., 2016) to reduce the impact of 

datum effect. The coordinate results from the network solution have an accuracy of a 

few millimeters.  

 

 

Figure 2.2: Schematic processing overview of GPS data in a network approach using 
EPOS software at GFZ (German Research Center for Gesociences). All GPS data are 
first processed in a precise point positioning (PPP) model including specific GPS clock 
and orbit products and Earth Orientation Parameters (EOP) and improved via a net-
work approach (GFZ-NET) in a second processing step including reference stations. 
Those solutions are aligned to the ITRF2014 (Figure from Zhiguo Deng). 

The non-deformational rotation of South America is not accounted for in the ITRF2014 

model. Thus, I applied an Euler Pole rotation (21.44° S, 125.18° W, 0.12° Myr-1, More-

no et al., 2011) for all GPS observations to align the velocity field relative to the stable 
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South American Plate (SOAM) compatible to the NNR-Nuvel-1A model (DeMets et al., 

1994). Examples of the cGPS (Figure B.2) and sGPS (Figure B.3) time series are pro-

vided in the auxiliary material. 

2.1.3 Time series inversion  

In general, the GPS signal is assumed to consist of a combination of various ground 

motion components, some of which are to tectonic processes (Figure 2.3). To extract 

only tectonically-driven components from the total signal, a trajectory model can be 

applied that usually includes five different trends: an interseismic constant velocity 

trend, two distinct kinds of step functions (instantaneous jumps), a postseismic loga-

rithmic transient and annual oscillations (Bevis and Brown, 2014):  
 

ሻݐGPSሺߜ  ൌ ሻݐinterseismicሺߜ ൅ ሻݐcoseismicሺߜ ൅	ߜAntennaOffsetሺݐሻ ൅

ሻݐpostseismicሺߜ																																				 ൅  ሻ.  (2.1)ݐseasonalሺߜ

 

 

Figure 2.3: Different signal components of the cGPS time series: the (interseismic) lin-
ear trend δlinear (blue), two sources of signal offsets δantenna offset (azure) and δcoseismic offsets 
(purple), the seasonal trend δseasonal (red) and the postseismic decay δpostseismic (green). 

 

Each of the three GPS directions (East, North and Up) is treated as an individual trajec-

tory. The simplest component of the time series assumes a constant velocity for the 
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ground movement. The underlying assumption for this linear relation is the uniformity 

of the plate velocity in all stages of the seismic cycle (Wang et al., 2012). Each station 

is described by a linear dependency of its actual position with its velocity term B, the 

reference position A and the pre-defined reference time tr: 
 

ሻݐlinearሺߜ  ൌ ܣ ൅ ܤ ∙ ሺݐ െ  ௥ሻ. (2.2)ݐ

 

The continuous time series is occasionally interjected by discontinuities, or so called 

jumps. These jumps in the time series can easily be recognized as instantaneous shifts in 

the displacement component and can arise from real surface movements by earthquake 

generated coseismic displacements or as manifestations of changes in the GPS hardware 

(Bevis and Brown, 2014). Such step features in the time series, in absence of an earth-

quake, are artificial discontinuities that must be accounted for. The mathematical ap-

proach to model velocity drops is to apply a Heaviside function H(t), where a number of 

earthquake jumps neq with amplitude Ceq occur at coseismic times teq or respectively a 

number of antenna offsets nao with amplitude Dao occur at times tao 

 

 Hሺݐሻ ൌ ቄ0				ݐ ൏ 0	
ݐ				1 ൐ 0

 ,      (2.3) 

 

ሻݐcoseismicሺߜ  ൌ ∑ ௘௤ܥ
௡೐೜
௘௤ୀଵ ∙ ݐ൫ܪ െ  ௘௤൯, (2.4)ݐ

 

ሻݐOffsetሺ	Antennaߜ  ൌ ∑ ௔௢ܦ
௡ೌ೚
௔௢ୀଵ ∙ ݐሺܪ െ  ௔௢ሻ.  (2.5)ݐ

 

One major challenge in GPS time series inversion is to distinguish antenna offsets from 

tectonically-driven coseismic jumps. In section 3.3.2, I describe in detail how I separate 

both signal contributions for my GPS time series. However, the lack of a logarithmic 

transient usually following earthquakes above a certain magnitude is one criteria for 

determining artificial jumps. These so called postseismic transients are characterized by 

a fast, non-linear decay of ground velocities with the fastest accelerations in a GPS time 

series immediately after a coseismic displacement. The rate of velocity change is highly 

dependent on the magnitude of the earthquake. The postseismic decay may constitute 

the most complex contribution to the GPS time series due to the superposition of at least 

three main processes – afterslip, poroelastic rebound and viscoelastic relaxation (Wang 

et al., 2012). The latter two mechanisms usually require complicated numerical models, 

whereas afterslip can be mathematically reproduced using a simple logarithmic formula 

that is derived from rate-and-state friction models (Marone et al., 1991). When aiming 
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to invert station trajectories, rather than focussing on resolving the complex mecha-

nisms taking place after an earthquake, Bevis & Brown (2014) showed that it might be 

sufficient to simply use afterslip models to account for the total postseismic transient 

motion: 
 

ሻݐpostseismicሺߜ  ൌ ∑ ௣ܧ
௡೛
௣ୀଵ ∙ ݃݋݈ ቀ1 ൅

௧ି௧೐೜
்
ቁ,  (2.6) 

 

where np  is the number of logarithmic transients based on the number of detected earth-

quakes.  

Another very prominent feature in the GPS signal is a quasi-constant sinusoidal annual 

trend. These oscillations are widely attributed to actual surface motions as elastic re-

sponse to seasonal changes in loads imposed upon the crust and associated with the wa-

ter-cycle (e.g. Heki, 2001; Van Dam et al., 2001). The mathematical approach for ap-

proximating those oscillations in the GPS time series is a Fourier series (Dong et al., 

2002): 
 

ሻݐseasonalሺߜ  ൌ ଵܨ ∙ ߨሺ2݊݅ݏ ∙ ሻݐ ൅ ଶܨ ∙ ߨሺ2ݏ݋ܿ ∙ ሻݐ ൅

ଷܨ																																					 ∙ ߨሺ4݊݅ݏ ∙ ሻݐ ൅ ସܨ ∙ ߨሺ4ݏ݋ܿ ∙  ሻ.        (2.7)ݐ

 

The sum of equations 2.2-2.7 constitute the trajectory model used in this study. For each 

cGPS station, the time series is inverted component-wise using a least-squares ap-

proach. The main purpose of inverting the time series is to account for the non-tectonic 

contributions to the GPS signal – the antenna offsets and the seasonal loading. The GPS 

observations can mathematically be described with: 
 

 ݀ ൌ ܩ ∙ ݉ , (2.8) 

 

where d represent the data,  m the model parameters (A – F) and G the matrix of Greens 

functions (Menke, 2012). The Greens functions matrix describes a transfer operation 

that relates the individual signal contributions of equations 2.2-2.7 to the total GPS sig-

nal. The basic concept of time series inversion is to resolve equation 2.8 for the model 

parameters A, B, Ceq, Dao, Ep and F1-4
 using the linearized equation: 

 

 ݉ ൌ ሺ்ܩ ∙ ሻିଵܩ ∙ ்ܩ ∙ ݀. (2.9) 

 

By applying the respective model parameters to equations 2.2-2.7, I derive a model for 

each individual signal contribution and am able to substract the antenna offsets and the 
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seasonal oscillations from the signal. Results of the inversion are provided in the auxil-

iary material (Figure B.2). Moreover, a more detailed analysis of extracting GPS rates 

and corrections of sGPS data using model parameters A – F as well as the time series 

split strategy is given in section 3.3.2. 

Time series outlier detection and removal is based on error statistics. First, all measure-

ments above the 99.5th percentile of the average position error are removed for the East, 

North and Up component. Second, after time series inversion, I used a moving window 

approach with a window size of 50 observation points on data residuals to remove 

measurements that differ more than three times the standard deviation of each window.  

2.2 InSAR methods 

This chapter gives an overview of InSAR principles by introducing applied acquisition 

geometries of the satellites, providing a generalized processing strategy and explaining 

possible error sources. In general, the synthetic aperture radar works similar to a single 

static radar, whereby information in range direction can be converted to distance to the 

sensor at certain azimuth times. This conversion is based on the pulse return times to the 

radar antenna. The detection of radar waves is related to Hertz´s experiments from the 

end of the nineteenth century (Hertz, 1894), but military applications since the 1930´s 

and subsequent space exploration since the 1960´s have boosted the evolution of this 

technology (Curlander and McDonough, 1991). The general concept of exploiting the 

radar´s phase information to discriminate two objects that reflect the antenna pulses is 

contributed to the work of Carl Wiley in the early 1950´s (Wiley, 1954). A major prob-

lem of a single radar image is that two points P and R that have the exact same distance 

to the antenna (slant range), but that are displaced horizontally in ground range cannot 

be distinguished (Figure 2.4). This geometric problem is solved by applying SAR inter-

ferometry that provides two observations of both points in slightly different geometry. 

The along-track flight direction of a SAR satellite is referred to as azimuth, whereas the 

direction perpendicular to the azimuth is the range. A SAR-satellite acquires images at 

an oblique line-of-sight (mostly right-looking) and has two different orbit directions: 

from south towards north (ascending) or vice versa (descending). The interferometric 

approach of SAR data is only possible for two images acquired with the same frequency 

of coherent radar beams due to an introduced frequency shift of the moving transmitter 

referred to as Doppler Centroid frequency (Hanssen, 2001). The repetition interval of 

acquiring the same footprint on the Earth´s surface twice in the same mode depends on 

the mission, but is six days in best case (Sentinel-1 a/b). 
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Using the orbit differences (baseline) of the two SAR acquisitions, positions of the two 

points P and R (Figure 2.4) can be derived by applying simple trigonometric formulas. 

Moreover, assuming a coherent system, the phase difference of the backscattered elec-

tromagnetic wave between both acquisitions only depends on the difference in range. In 

other words, position changes in the line-of-sight of the satellite of one ground scatter 

point at two SAR images can be measured as fraction of the signal wavelength. The 

InSAR signal contains different contributions and is highly influenced by the (side-) 

looking geometry of the satellite acquisitions as well as disturbances along the path of 

the electromagnetic wave through the atmosphere (Figure 2.4). In my thesis, I apply the 

differential two-pass interferometry (two SAR images at different dates) using an Shut-

tle Radar Topography Mission (SRTM-2, Farr et al., 2007) Digital Elevation Model 

(DEM) with a resolution of 90 m to extract the ground motion differences associated to 

the Iquique-Pisagua earthquake 2014. Due to the acquisition geometry and the path of 

the electromagnetic wave through the tropo- and atmosphere, the InSAR signal has var-

ious phase contributions. Similar to the case of the GPS signal, not all of these contribu-

tions will be related to actual surface motion and need to be analysed and corrected for 

if aiming to extract the deformation related signal.  

 

Figure 2.4: Configuration of the repeat-pass radar interferometry with master (M) and 
slave (S) acquisition. The coloured arcs represent electromagnetic wavefronts from the 
master (green) and slave (red) satellite. Points P and R have the same range distance to 
the master satellite (M), but cannot be resolved in a single SAR image as both would 
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appear in one resolution cell. The interferometric approach enables the separation of 
both points by a difference in look angle ΔΘ (ΘM-ΘS). The distance between M and S 
orbit is referred to as baseline. The interferometric phase contains different contribu-
tions, i.a. the flat Earth phase defined by the reference surface H0, the topographic 
phase determined by the topographic height H above the reference surface, the defor-
mational phase defined by changes of the Earth´s ground between two acquisitions (P 
and P‘), the orbital phase derived from the difference in satellite orbits M and S, the 
atmospheric phase representing the difference of water vapour content along the path 
of the electromagnetic wave through the atmosphere and noise contributions.  
 

 

Here, I present InSAR data from the TerraSAR-X (TSX) and Radarsat-2 (RS2) satel-

lites. A total of 28 RS2 scenes in Multi-look fine beam mode that were finally concate-

nated to seven SLC images were received in the course of the SOAR-EU data proposal 

#16660 Monitoring the crustal deformation cycle in the Chilean subduction zone data. 

The multi-looked fine beam mode is characterized by a resolution of 2.7 x 2.9 m in 

range and azimuth and a single tile footprint size of 50 x 50 km. For TSX, I received 

fifteen scenes in StripMap mode from the scientific collaboration partner DLR that were 

finally concatenated to five SLC images. In the StripMap mode, a continuous pulse se-

quence illuminates the ground swath while the antenna beam is stable in azimuth and 

range. This mode is characterized by a resolution of 1.2 x 3.3 m in range and azimuth 

and a single tile footprint size of 30 x 50 km in width and length. 

The nomenclature of single interferograms is consistent in my thesis by first stating the 

name of the satellite followed by the dates of the master and the slave SLC image: 

TSX/RS2 date_master-date_slave, e.g. RS2 01072011-04042014) 

2.2.1 InSAR data processing 

In this sub-chapter, I will introduce the common processing steps for SAR interferome-

try (e.g. Massonnet and Feigl, 1998; Rosen et al., 2000; Hanssen 2001). Each interfero-

gram is unique, thus introduces individual processing challenges that may arise by co-

registration problems, atmospheric decorrelation, phase-elevation dependencies or or-

bital inaccuracies. A more detailed analysis of processing TerraSAR-X and Radarsat-2 

scenes in particular and applied post-processing steps is given in section 4.2.1.  

Spaceborne SAR antennas transmit radar wave pulses towards the Earth´s surface in a 

side-looking geometry to recapture fractions of the transmitted electromagnetic wave, 

while other parts are refracted or reflected off the travel path. The recaptured radar wave 

is a superposition of the reflections from different objects (scatterers) on the ground that 

first need to be sorted by arrival times as an equivalent to distances between the 
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reflector and the satellite. This signal can be converted into a Single Look Complex 

image (SLC) which has become the standard exchange format for raw SAR data 

(Figure 2.5 a,b). The size of a single pixel of the SLC corresponds to the resolution cell 

size which is the minimum area on the ground resolvable with the radar satellite based 

on instrument specifications. Each pixel p yields a complex value: 
 

݌  ൌ ܽ ∙ ݁௜ఝ,  (2.10) 

 

with	߮ as the mean phase of the electromagnetic wave of all scatterers in that pixel and 

a as their combined amplitude (backscatter value). One requirement for calculating the 

phase difference of a certain point on the ground between two acquisitions is that the 

phase information of this point is located at the same position in both SLC images. Tiny 

geometric differences in the orbit of the satellite at each acquisition cause small time 

shifts of the reflections of the same point on the ground and thus slightly different posi-

tions in each SLC image. Therefore, the geometry of two SAR images needs to be 

matched to realise the radar coordinates of all reflections before forming the interfero-

gram. This process is called co-registration and is performed at sub-pixel domain. The 

common co-registration approach includes an offset calculation based on the local spa-

tial correlation function for small image patches. Polynomial functions for range and 

azimuth are calculated for refining those offsets and used to resample the slave SLC to 

the reference (master) SLC image. The acquisition dates of the images indicate the mas-

ter-slave classification - the earlier acquired image is defined as the master SLC. To 

reduce the noise level of the final interferogram, a so-called multi-looking is applied, 

which is the resampling of pixels to a lower resolution. The resampling factors are ap-

plied individually for range and azimuth direction and chosen based on the best balance 

of resolution and signal-to-noise-ratio as well as to generate square pixels (Massonett 

and Feigl, 1998). The azimuth and range spectra of the two SLC images differ in their 

Doppler centroids and therefore need to be filtered in a way that only common spectral 

parts are included, which is referred to as common band filtering. With the complex 

multiplication of all pixels p of the two co-registered and multi-looked SAR images, the 

interferogram can then be formed: 
 

ଵ݌  ∙ ଶ݌
∗ ൌ ܽଵ ∙ ܽଶ ∙ ݁௜

ሺఝభିఝమሻ ൌ ܽ ∙ ݁௜∆ఝ,  (2.11) 

 

with ∆߮ as the interferometric phase. The phase differences are expressed modulo 2ߨ 

ranging from െߨ	 to ൅ߨ and thus appear as phase cycles or so-called fringes in the in-

terferogram as they are wrapped (Figure 2.5 c).  
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Figure 2.5: (previous page) Results of the InSAR processing chain in radar coordinates 
(RS2 01072011-04042014) with a) SAR intensity image as master input (01-07-2011, 
multi-looked with 5 x 10 looks in range and azimuth) b) SAR Intensity image as slave 
input already co-registered (04-04-2014, multi-looked 5 x 10), c) raw interferogram as 
complex multiplication of all pixels from a) and b), d) orbital ramp corrected interfero-
gram, e) synthetic topographic phase generated from DEM (SRTM-2) and orbit infor-
mation, f) differential interferogram derived by subtracting the synthetic interferogram 
from the flattened interferogram, g) coherence as indication for decorrelation of pixels 
h) unwrapped interferogram with ground motion in LOS direction. 
 

 

This wrapped interferometric phase now contains different signal fractions that might 

not all be related to tectonically driven ground motion, but instead appear as manifesta-

tions of different signal characteristics due to the acquisition geometry of the image and 

as sources of phase noise. The interferometric phase	∆߮ thus contains: 
 

 ∆߮ ൌ 	െ2ߨ ∙ ܿ ൅	∆߮௢௥௕ ൅ ∆߮௙௟௔௧ ൅ ∆߮௧௢௣௢ ൅

																																									∆߮ௗ௘௙௢ ൅ ∆߮௔௧௠௢ ൅ ∆߮௡௢௜௦௘.  (2.12) 

 

The first term െ2ߨ ∙ ܿ is an expression for the InSAR phase ambiguity expressed as 

fractions of a full wavelength cycle c, thus the absolute distance from satellite to scatter. 

∆߮ௗ௘௙௢ as the surface deformation is the main important phase contribution that I want 

to extract from equation 2.12. All other contributions have to be compensated for in the 

processing. The different orbit geometries of the two SAR acquisitions introduce phase 

gradients across the interferogram. The orbital state vectors jointly provided together 

with the raw SAR data include instant position and velocity information of the satellite. 

Using this sensor orbit information, the orbital phase ∆߮ை௥௕ can be subtracted (Figure 

2.5 d). To remove the effect of a curved Earth on the interferogram, a so-called flatten-

ing has to be applied. Interferometric flattening consists of removing the phase compo-

nent ∆߮௙௟௔௧ that is caused by variations of the range distance across the image. A basic 

assumption for this operation is that the Earth’s surface can be approximated by a 

curved reference ellipsoid. In this way, a fringe rate across the interferogram can be 

computed taking into account incidence angle, perpendicular baseline and slant range 

distance and the interferogram is flattened (Rosen et al., 2000). When aiming to process 

differential interferograms containing ground displacement information only, the topo-

graphic phase contribution ∆߮௧௢௣௢ needs to be accounted for. From the flattened inter-

ferogram, the topographic phase is subtracted by simulating topographic heights that are 

extracted from a digital elevation model (DEM). For that purpose, a synthetic interfero-

gram in radar coordinates is generated using terrain height information extracted from 
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the DEM (Figure 2.5 e). The remaining differential interferometric phase	∆߮ௗ௜௙௙ is 

then (Figure 2.5 f):  
 

 ∆߮ௗ௜௙௙ ൌ ∆߮ െ ∆߮௢௥௕ െ ∆߮௧௢௣௢ െ ∆߮௙௟௔௧. (2.13) 
 

The quality of the differential interferogram is mainly determined by the accuracy of the 

orbit information as well as the DEM. To prepare the differential, wrapped interfero-

gram for phase unwrapping, the coherence (Figure 2.5 g) as a quality characteristic is 

calculated using a sliding window approach from the cross-product of master and slave 

images. The coherence value ranges from 0 to 1, thus from no matching to perfect 

matching of geometry (from total to no decorrelation) in two intensity images. Pixels 

below a pre-defined threshold are not taken into account for the later phase unwrapping 

because they are assumed to more likely contain discontinuities (the coherence map is 

an estimate for robust and non-robust unwrapping areas). This threshold is defined case-

specifically and can e.g. be smaller for an expected long-wavelength tectonic signal 

compared to small scale anthropogenic surface changes. 

Finally, the remaining wrapped interferometric phase that is given modulo 2ߨ in the 

differential interferogram must be unwrapped by calculating the correct integer number 

of phase cycles to each phase measurement via a path-dependent integration to yield 

absolute surface deformation (Figure 2.5 h). To avoid unwrapping errors caused by so-

called residuals, the interferogram can be adaptively filtered applying filtering functions 

in a moving window approach that are based on local fringe spectrum (Goldstein and 

Werner, 1998). A residual (or inconsistency) in the differential interferogram is a loca-

tion, where the cumulative phase differences of pixels along a closed integration path is 

not equal to zero. Inconsistencies exist as antagonistic pairs and result in unwrapping 

errors, thus misinterpretations of the real ground deformation. Other filtering concepts 

than adaptive filters to avoid these errors include 2-d band-pass filtering or additional 

multi-looking of the complex interferogram. 

Unwrapping is the path-dependent, two-dimensional, pixelwise integration over coher-

ent phase cycles incorporating the smoothness criterion: phase changes from one pixel 

to another should not exceed half a cycle (Chen and Zebker, 2001). This processing step 

may introduce errors as phase jumps above the smoothness criterion due to isolated 

phase information. These phase jumps need to be masked out or corrected individually, 

otherwise they distort the surface displacement information. A commonly used unwrap-

ping algorithm that is applied in this thesis is the Minimum Cost Flow (MCF) tech-

nique. This global optimization approach involves masking, adaptive thinning, and 
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patch processing to find the minimum cost solution of an objective function (e.g. Con-

statini et al., 1999). Another unwrapping algorithm is the branch-cut method (Rosen et 

al., 1994).  

The unwrapped phase ߶ can then be converted into a LOS-displacement ߗ by using the 

relation that half the radar wavelength ߣ corresponds to one fringe cycle 2ߨ, because of 

the two-way travel-path of the wave: 
 

ߗ  ൌ െ
థ

ଶగ
∙
ఒ

ଶ
	.   (2.14) 

Finally, the radar coordinates of the unwrapped interferogram are converted into geoco-

ordinates in a process step called georeferencing. This coordinate transformation is de-

termined pixel by pixel using the DEM and satellite sensor information as the relation 

between radar- and geocoordinates is distorted across the interferogram due to topogra-

phy. 

2.2.2 Interferometric Errors and Decorrelation 

InSAR data errors arise from different sources and processing steps due to the complex-

ity of the SAR image generation from the backscattered electromagnetic wave to the 

image superposition. The quantification and extraction of those errors, included in the 

phase terms φatmo and φnoise of equation 2.12, is not trivial. Here, I introduce common 

error sources of SAR interferograms that occurred in one or more of my interferograms 

and may influence the resulting ground deformation if not compensated for. A first error 

source results from thermal anomalies in the the radar antenna and the transmit-

ting/receiving procedure of the electromagnetic wave. Usually this error is very small 

and can be neglected. Another error source results from the acquisition geometry of the 

radar instrument that can cause topography-related errors in the SAR images, especially 

in regions with high elevation gradients as the region of interest in Northern Chile. The 

so called foreshortening arises if the antenna receives reflections from a mountain flank 

facing towards the sensor very close in time and slopes that are oriented towards the 

LOS appear compressed (Figure 2.6 a). If both the mountain slope and the incidence 

angle of the LOS are steep, the mountaintops even appear superimposed, thus closer 

than their flanks in the SLC. This toppled geometry is called layover (Figure 2.6 b). 

Those geometric errors are masked out for processing and can generally be identified 

using an external DEM. Incorrect representations of the satellite orbit geometry will 

also cause an error that introduces ramps, if the orbital phase (φorb) is not fully compen-
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sated for (Figure 2.6 c). Another data error source that is particularly important in the 

single-interferometry approach emerges from the wave path through the Earth’s atmos-

phere (φatmo). Atmospheric water vapour changes the speed of the electromagnetic 

wave, thus data errors correlate spatially with tropospheric humidity at the time of ob-

servation (e.g. Hanssen 2001; Tarayre and Massonnet, 1996). Those data errors are the 

consequence of a difference of atmospheric water vapour concentration between two 

SAR acquisitions (Zebker et al., 1997; Delacourt et al., 1998). 

 

 

Figure 2.6: Interferometric error sources: a) foreshortening (red arrow) and b) layover 
(red arrow), both in the intensity image of TSX 18122011-02042014, c) orbital ramps 
(RS2 27032014-20042014), d) layered tropospheric error, e) turbulent atmospheric 
error in the wrapped interferogram RS2 04042014-15062014 and f) decorrelation in 
the coherence image that may cause unwrapping errors (RS2 01072011-04042014). 
 

The atmospheric phase φatmo is difficult to distinguish from deformation, topography or 

orbital errors due to its spatial correlation with the differences in the atmospheric state 

between two acquisitions. However, two main sources of atmospheric data errors are 

generally distinguished: (1) errors that correlate with the topographic height as a conse-

quence of the layered troposhere (e.g. Delacourt et al. 1998; Hanssen 2001; Cavalié et 

al. 2007) (Figure 2.6 d) and (2) errors that emerge due to turbulent atmospheric mass 

movements with strongly varying water vapour concentrations (wet delay) causing spa-

tial and temporal signal delay heterogeneities (Hanssen, 2001) (Figure 2.6 e). All error 

types can cause decorrelation in the interferogram, thus areas where no deformation can 

be extracted (Figure 2.6 f). 
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The turbulent atmosphere is hard to compensate for as it requires a detailed analysis of 

tropospheric conditions at the exact time of observation. I remove those errors from the 

data by identifying high phase gradients at regions with a steep topographic gradient 

and crop the interferogram in those regions (Figure 2.7). The layered tropospheric error 

source can be approximated by using atmospheric models and a linear signal-elevation 

inversion approach (Cavalié et al., 2007). The linear inversion approach is similar to 

equation 2.9, where in this case G is the Greens function matrix containing DEM height 

information, d is a vector with the phase information ∆߮ and m is the model vector con-

taining the model parameters b0 (phase constant) and b1 (phase slope) based on a sim-

ple linear trend. The phase data are then corrected (∆߮௔௧௠_௖௢௥) by applying: 

 

 ∆߮௔௧௠_௖௢௥ ൌ ∆߮ െ ሺܾ0 ൅ ܾ1 ∙  ሻ.  (2.15)ݐ݄݄݃݅݁
 

 
 

Figure 2.7: Effect of the linear inversion as correction for the layered atmospheric er-
ror. a) Uncorrected (blue) and corrected (red) interferometric phase along a N-S pro-
file highlighted in the unwrapped interferogram RS2 04042014-15062014 (b)), c) cor-
rected unwrapped interferogram using linear relation in the scatter plot of the phase vs. 
topographic height with the regression line in red (d)).  

 

The drawback of this approach is that contributions of the tectonic deformation signal 

may be cut in the case of a correlation of deformation with topography. In my case, in-

deed, the maximum deformation signal is expected at coastal regions and decreases 

gradually landwards, thus towards higher altitudes. For that reason, I define non-

deforming or least-deforming areas of the interferogram that are located in the far-field 
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of the deformation source and estimate a simple linear relationship between interfero-

metric phase and topography in those areas. This relationship is then applied to the en-

tire interferogram in a linear inversion approach (Figure 2.7).  

The refraction and dispersion of radar waves caused by charged particles in the iono-

sphere is also a signal-path dependent error source that may influence the interferomet-

ric phase. This effect becomes stronger for larger signal wavelengths and is negligible 

for X- and C-band data (Xu et al., 2004). A processing-related error source for interfer-

ometry is aliasing, introduced by frequency spectrum doubling due to the complex mul-

tiplication in the time domain (convolution in the frequency domain). The interferogram 

generation thus induces spectral contributions above the Nyquist frequency as the inter-

ferogram frequency spectrum is twice as wide as that of the single SLC. I prevent alias-

ing by doubling SLC samples and applying an azimuth and range oversampling of two. 

The interferometric data error is an expression for the quality of the data set and is used 

to calculate the weights (section 2.2.3) in my model approach. To account for the quali-

ty of InSAR data, the errors have to be quantified, which is not a trivial and standard 

processing step. As explained above, one of the main contributors to interferometric 

signal errors is induced by atmospheric phase delays. The turbulent atmosphere error 

can be expressed as correlated random functions and the water vapour concentration as 

main driver of phase delays follows power laws (Hanssen, 2001). Implying similar 

characteristics for total phase delay as well as a quasi-stationary and isotropic data error 

within the interferogram, the variance and covariance fully describe the data error, ex-

pressed as ∆߮௔௧௠௢ and ∆߮௡௢௜௦௘ in equation 2.12. For the interferometric error estima-

tion, I chose an area that is non-deforming (Figure 2.8 a) and calculate sample semi-

variograms and covariograms to estimate the data error variance and co-variance 

(Sudhaus & Jonsson, 2009). In case of co-seismic interferograms that show comprehen-

sive deformation throughout the footprint, I defined an area with the largest distance to 

the deformation source. In non-deforming areas, spatially uncorrelated decorrelation is 

characterized by the variance, whereas spatially correlated atmospheric errors are speci-

fied by the covariogram. I generate the semi- and co-variogram by randomly sampling 

point pairs at different directions and with varying distances h in the non-deforming 

area of the interferogram (Figure 2.8 a). Variances and covariances of each point pair 

are calculated and classified in distance bins hc (of 0.2°): 
 

 Semi-variogram:   ܵሺ݄௖ሻ ൌ
ଵ

ଶ∙ே
∙ ∑ ሾߗሺݍ௜ሻ െ ௜ሻሿଶݎሺߗ

ே
௜ୀଵ  , (2.16) 

 

 Covariogram:   ݋ܥሺ݄௖ሻ ൌ
ଵ

ଶ∙ே
∙ ∑ ௜ሻݍሺߗ െ ௜ሻݎሺߗ

ே
௜ୀଵ , (2.17) 
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with the number of point pairs N at locations qi and ri with LOS-displacement ߗ. At 

longer point distances, the variogram values saturate forming a sill (Figure 2.8 b). I 

estimate the variance of the correlated data error based on the level of this sill (Chilés & 

Delfiner, 1999). A continuous covariance function is finally retrieved by fitting the 

sample covariogram with an exponential decay (Figure 2.8 c).  
 

 

Figure 2.8: Estimation of the InSAR data error in TSX 02042014-18062014 caused by 
atmospheric noise with a) random point pair sampling (black dots and lines) in the non-
deforming part of the interferogram (southern part was cropped) at different distances 
and random directions, b) sample semi-variogram of the interferogram in distance bins 
of 0.02° (black dots) and estimated variance (blue line), and c) sample-covariogram 
(black dots) with the variance (blue cross) as starting point of the fitted covariance 
function (red line). 

 

One crucial requirement for stable interferometry between two SAR acquisitions is the 

conservation of the average phase information within a resolution cell. If this criterion is 

not matched, the InSAR resolution cell will decorrelate and no ground deformation can 

be extracted. The correlation is an expression for the magnitude of coherence of the 

pixels or in other words the difference in scatter characteristics of one pixel between 

two acquisitions (Figure 2.5 g). Decorrelated pixels may cause unwrapping errors, thus 

potentially distort extracted ground deformation and have to be identified and masked 

out. One reason for decorrelation is a changing acquisition geometry between two im-
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ages (Figure 2.6 f), e.g. through different satellite orbits or by different incidence angles 

and is referred to as geometric decorrelation (Gatelli et al., 1994). Phase differences 

also arise, if the reflection characteristics of the pixel change due to physical changes of 

the Earth´s ground, e.g. through mass movements, snow cover or vegetation which is 

referred to as temporal decorrelation (Zebker and Villasenor 1992; Hanssen 2001). An-

other reason for interferometric decorrelation may be a rapid ground deformation, 

whereby the phase information becomes ambiguous for the phase unwrapping as the 

phase shift between two pixels exceeds half the radar wavelength (Hanssen 2001). This 

usually happens at epicentre locations of onshore earthquakes, but does not appear in 

the near-field deformation area of the Iquique-Pisagua earthquake with an epicenter 

located more 50 km offshore. A difference in the center frequency of the azimuth spec-

trum (Doppler centroid frequency) between two acquisitions causes the Doppler Cen-

troid decorrelation. However, a high correlation value for a pixel in the interferogram 

means higher accuracy and also reliability of remaining phase contributions. Masking 

out pixels below a coherence threshold is one strategy for noise reduction. Another 

strategy is adaptive filtering that reduces phase jumps by smoothing pixels. 

2.2.3 Quadtree subsampling and InSAR weighting 

The full-resolution interferogram consists of an enormous amount of scatterers with 

redundant information, which requires huge computational effort for the modelling of 

InSAR and GPS data. Therefore, data reduction is important to efficiently model my 

data. Since the ground deformation of subduction zone earthquakes usually varies 

smoothly, I can subsample my interferometric data without losing important phase in-

formation. For this purpose, I used the Quadtree subsampling approach (Jónsson et al., 

2002). This subsampling algorithm combines a number of interferometric data points to 

squared areas. The size of one square and the total number of subsampled cells is based 

on an arbitrary variance threshold and  may differ across the interferogram. That means 

squares are usually smaller in areas of larger phase gradients preserving small-scale 

phase changes. For most of my interferograms, I decided to define an equal size of all 

Quadtree squares, as the observed phase gradient is rather smooth. An exception is the 

TSX 02042014-15062014 interferogram including the coseismic deformation of the 

largest aftershock that is characterized by a spatially extremely dense ground motion 

change  (Table C.2). The variance threshold, thus the number of total subsampled cells 

was adapted to the number of independent GPS measurements (number of stations 

times three directions E N U). The total number of Quads ranges between 130 to 196. 

The phase information as well as the location of a Quadtree square is given by the mean 
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interferometric phase respectively location of all combined pixels in one cell. The big 

advantage of the Quadtree approach is that the algorithm averages over pixels instead of 

reducing data based on the spatial domain which may distort data error statistics (De-

louis et al., 2002).  

For my model approach (more details in section 4.2.5), each Quadtree square is handled 

as data point, thus requires a weight. The weighting of InSAR data is based on the idea 

of reducing the influence of data points that have a larger error compared to others. I 

calculate a data error variance-covariance matrix from the data error covariance func-

tions (section 2.2.2, Figure 2.8). The diagonal of the variance-covariance matrix gives 

the variance (var) for each subsampled cell. The final InSAR weights W are then esti-

mated from the cell variances as an estimate for the error: 
 

 ܹ ൌ  ଵ. (2.18)ିݎܽݒ√
 

Applying error statistics on the Quadtree-subsampled data, I also average the variances 

and covariances of all pixels in one square so that the error as the square root of the var-

iance is reduced compared to the full-resolution variance. The error is dependent on the 

size of the square, which means that smaller subsampled cells have a higher variance 

hence a lower weight. This is compensated by their higher quantity compared to large 

cells. In this way, I ensure that the overall InSAR weight is balanced and not influenced 

by the number of subsampled cells, but instead by the variance estimate (Figure 2.9). 
 

 

Figure 2.9: InSAR Quadtree subsampling for TSX 02042014-15062014 and weights of 
InSAR cells (squares) and GPS measurements (dots). Stars mark mainshock (turquoise) 
and largest aftershock (magenta) epicenter location. 
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2.3 From ground displacement data to distributed slip models  

In this chapter, I introduce the general elastic modelling strategy for the inversion of 

geodetic data to produce kinematic models of all three stages of the seismic cycle. The 

case-specific adaptions for my kinematic models of the corresponding stage will be giv-

en in the sub-chapters 3.3 (interseismic), 3.4 (postseismic) and 4.2.5 (coseismic). 

First of all, I invert the geodetic data received from GPS- and InSAR measurements to 

model subduction fault interface motion using dislocation in an elastic half-space ap-

proach (Okada, 1992). Therein, the linear relation between the surface movements and 

slip on the plate interface is described via Greens Functions. My model geometry as-

sumes uniform slip and model parameters include along strike- and dip-slip dislocations 

only. All other parameters, such as fault dimension, location, and orientation of the sub-

duction interface are pre-defined by the SLAB1.0 subduction zone model (Hayes et al., 

2012). This commonly used geometry model of the Chilean subduction interface (e.g. Li 

et al., 2015; Bedford et al., 2013) is well determined by seismic records as the majority 

of earthquakes occur in the seismogenic zone, where the subducting and overriding 

plate interact with each other. 

The inversion is realized with a linear least-squares approach that allows for data 

weighting and regularization of fault patches (e.g. Moreno et al., 2009). In its simplest 

mathematical form the linear least-squares approach can be formulated as: 
 

 ሺܩ ∙ ݉ሻ ൅ ݁ ൌ ݀, (2.19) 
 

where G is the matrix of Greens functions, m is the model vector as slip on fault patch-

es, e is the data error vector and d is the vector containing all GPS and InSAR ground 

deformation data. The least-squares approach solves equation 2.19 by minimizing the 

cost function: 
 

ܥ  ൌ ‖݀ െሺܩ ∙ ݉ሻ‖ଶ. (2.20) 
 

The relative weights of each data measurement are expressed as the inverse of the data 

error. When aiming to invert for the slip m, equation 2.19 can be reformulated as (Men-

ke, 2012): 
 

 ݉ ൌ ሺ்ܩ ∙ ሻିଵܩ ∙ ்ܩ ∙ ݀.  (2.21) 
 

Motion on fault patches is not only modelled as slip in the co- and postseismic stage, 

but also as interseismic plate-interface locking. Using the backslip assumption (Savage, 

1983), I model locking as fault patch dislocation opposite to the coseismic slip direction 

and thus define backslip to be negative. This assumption enables slip to occur in each 
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direction for all my kinematic models and thus allow relocking at any time. To regular-

ize the inversion, I applied a Laplacian operator that minimizes slip variations of neigh-

bouring patches based on a smoothing parameter that is determined on the trade-off 

between model misfit and slip roughness. The slip inversion (equation 2.21) is done 

with the MATLAB routine ‘lsqlin’ based on a subspace trust-region-reflective algo-

rithm (Coleman and Li, 1996).  
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3  Characterizing afterslip and ground displacement 
rate increase following the 2014 Iquique-Pisagua Mw 
8.1 earthquake, Northern Chile  

This chapter has been published as: Hoffmann , F., S. Metzger, M. Moreno, Z. Deng, C. 

Sippl, F. Ortega‐Culaciati , and O. Oncken (2018), Characterizing Afterslip and 

Ground Displacement Rate Increase Following the 2014 Iquique‐Pisagua Mw 8.1 

Earthquake, Northern Chile, Journal of Geophysical Research: Solid Earth, Volume 

123, Issue 5, p.4171-4192, doi: 10.1002/2017JB014970. 

3.1 Impact of the 2014 earthquake on the 1877 seismic gap  

The convergent plate boundary of western South America is characterized by meg-

athrust events with short recurrence intervals. Almost all segments south of Peru broke 

within the last century and generated large subduction earthquakes such as the 1960 

Valdivia Mw 9.5 earthquake (Kanamori, 1977) or the 2010 Maule Mw 8.8 earthquake 

(e.g. Moreno et al., 2010). The segment between 18- 23° S latitude, known as Northern 

Chile-Southern Peru seismic gap, has not ruptured since 1877 (Mw 8.6 Iquique earth-

quake), but is capable of generating a Mw ~9 earthquake (e.g. Kelleher, 1972) (Figure 

3.1). With an estimated recurrence interval of ~100 years (Comte and Pardo, 1991) and 

two recent earthquakes in the adjoining segments, namely the 1995 Antofagasta Mw 8.1 

event in the south (Ruegg et al., 1996) and the 2001 Arequipa Mw 8.3 event in the north 

(Ruegg et al., 2001), this gap was considered to be the most mature seismic gap along 

the South American plate boundary south of Peru. Despite the occurrence of several 

smaller earthquakes in the area during the last century (Comte & Pardo, 1991; Engdahl 

& Villaseñor, 2002) and the 2007 Tocopilla Mw 7.8 event (e.g. Motagh et al., 2010), the 

slip deficit remained nearly unchanged and recent geodetic studies report high plate 

coupling rates (e.g. Métois et al., 2013; Li et al., 2015). A megathrust event leading to a 

closure of the seismic gap has been expected for more than thirty years (e.g. Kelleher, 

1972; Nishenko, 1985). For this reason, the region has been particularly well monitored 

for more than two decades already: first by the South American Geodynamic Activities 

(SAGA) project that started in 1993 (e.g. Klotz et al., 1999; Klotz et al., 2001) and the 

International Associated Laboratories (LIA) “Montessus de Ballore” project in the 

1990´s (Chlieh et al., 2004; Métois et al., 2013). Since 2007 the area has constantly 
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been monitored by the Integrated Plate Boundary Observatory Chile (IPOC), an interna-

tional effort to measure ground deformation with multi-purpose instrumentation (More-

no et al., 2017) extended with UNAVCO data (Simons et al., 2010). In 2014 and 2015, I 

took part in two measurement campaigns for sGPS data in Northern Chile, hence con-

tributing to the enormous IPOC data archive (Moreno et al., 2017). Those two cam-

paigns aimed to observe the late interseismic stage of the Northern Chile- Southern Peru 

seismic gap region and the postseismic deformation of the Iquique-Pisagua earthquake 

2014. During the campaigns, I remeasured existing points by installing mobile GPS 

antennas for a time span of 36 to 48 consecutive hours. The antennas were installed and 

levelled to already existing basements on the ground.  

On 1st April 2014, the Iquique-Pisagua Mw 8.1 megathrust event with a rupture length of 

about 100 km broke the plate interface in the central-northern part of the gap close to 

the town of Pisagua (e.g. Schurr et al., 2014; Ruiz et al., 2014). The mainshock nuclea-

ted in a zone of intermediate interseismic coupling and initially ruptured down-dip to-

wards a patch of higher coupling (Schurr et al., 2014; Hayes et al., 2014). Aftershocks 

are concentrated at the southern edge of the rupture zone (Meng et al., 2015) with the 

largest one being a Mw 7.7 event that occurred two days after and 100 km SSE of the 

main event (Duputel et al., 2015). Both events led to a cumulative failure of the plate 

interface of about 200 km length, which reflects only a partial release of the slip deficit 

accumulated since 1877 (Schurr et al., 2014).  
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Figure 3.1: (previous page) Topographic and geographic map of the Northern Chile-
Southern Peru seismic gap region. Its relative location on the South American continent 
is shown in the inset. Rupture zones of past relevant earthquakes are indicated as shad-
ed areas (source: USGS): the 1995 Antofagasta, the 2001 Arequipa and the 2007 To-
copilla event (yellow), the 2005 Tarapacá event (orange), the 2014 Iquique-Pisagua 
event (red) including its largest aftershock (magenta). The Northern Chile- Southern 
Peru Seismic gap is highlighted with a dashed ellipse. Inferred along-strike extents of 
the two last megathrust events in the gap area are indicated with dashed red lines 
(Comte & Pardo, 1991). The blue circles (continuous GPS stations, cGPS) and green 
squares (survey-mode GPS stations, sGPS) mark the location of GPS stations used in 
this study. The Iquique Ridge is marked as dashed white line (Geersen et al., 
2015).Major geologic faults and lineaments are highlighted in red (Reutter et al., 
1994). The topographic symmetry axis of the Andes is indicated as black dashed line 
(Gephart, 1994). 

 
In this study, we present new Global Positioning System (GPS) data acquired before 

and after the Iquique-Pisagua earthquake. From the acquired time series, we extract in-

ter- and postseismic deformation rates to analyse the temporal and spatial evolution of 

deformation following the earthquake. We further investigate deformation rate changes 

on the unbroken southern segment of the seismic gap. Interpreting surface displace-

ments is one of the key elements in understanding the behaviour of subduction zones. 

After a large earthquake, lithospheric stress is released in three principal processes: (1) 

continued slip of the fault referred to as afterslip (e.g. Marone et al., 1991; Perfettini et 

al., 2010), (2) poroelastic rebound due to pore fluid pressure changes (e.g. Peltzer et al., 

1998; Jónsson et al., 2003), and (3) visco-elastic relaxation of the mantle (e.g. Nur & 

Mavko, 1974; Wang et al., 2012), while the fault simultaneously relocks during the 

postseismic stage. These postseismic processes may take place simultaneously and vary 

in duration between months to decades depending on the magnitude of the event as well 

as on the rheology of the deformed material and/or the frictional properties of the slip-

ping interface. In our analysis, we assume afterslip to be the driving mechanism control-

ling early postseismic deformation, although we recognize that other processes may 

contribute to the GPS derived surface displacements. Of particular interest to us is the 

assessment of slip behaviour in the postseismic stage across different tectonic segments, 

especially towards the southern edge of the pre-2014 seismic gap. The rupture zone of 

the Iquique-Pisagua event only covers less than one third of the 1877 rupture as inferred 

by Comte and Pardo (1991). This means that the southern segment of the Northern 

Chile-Southern Peru seismic gap now has accumulated a slip deficit for more than 140 

years (Figure 3.1). For the regional earthquake hazard assessment, it is important to 

understand, how the 2014 earthquake affects this segment of the gap. Thanks to the 



3   Afterslip and deformation rate increase 
following the Iquique-Pisagua event 

3.2 GPS observations and model approach 

 

54 

 

dense spatial coverage of GPS observations in Northern Chile (Figure 3.1), we can 

characterize regional crustal deformation in great detail. In order to evaluate spatial and 

temporal changes in plate coupling, we compare GPS rates before and after the Iquique-

Pisagua event on the northern and southern part of the 1877 seismic gap. We first iso-

late tectonic GPS rates from non-tectonic contributions (section 3.3.2), then use a com-

bination of elastic and visco-elastic slip models to analyse the interseismic and post-

seismic stage of the Iquique-Pisagua earthquake (section 3.3 and 3.4), discuss the inter-

pretation of the model results (section 3.5) and finally draw conclusions (section 3.6). 

3.2 GPS observations and model approach 

3.2.1 GPS data processing 

The geodetic instrumentation of the IPOC (Moreno et al., 2017) and LIA network 

(Chlieh et al., 2004; Métois et al., 2013) include GPS sites that are operated continuous-

ly (cGPS) and in survey-mode (sGPS), the latter of which are also referred to as cam-

paign GPS sites. We include data from 75 cGPS stations and 77 sGPS sites covering a 

latitudinal range of 17-24° S from the coast to 450 km inland (Figure 3.1). The sGPS 

sites are not strictly measured periodically, but at least once every three years for at least 

48 consecutive hours, thus delivering less accurate positioning than the cGPS stations. 

But since the sGPS time series extend further back in time compared to the cGPS time 

series, they are most helpful to estimate interseismic rates prior to the 2014 Iquique-

Pisagua earthquake (Figure B.1).  

All GPS data are organized in units of 24 h periods and were processed using the Earth 

Parameter and Orbit System software (EPOS) (Deng et al., 2016). We calibrated the 

positions using absolute antenna phase centres provided by the International Global 

Navigation Satellite System Service (IGS) (Schmid et al., 2007) and compensated tidal 

effects using the Finite Element Solution tide model (FES2004) (Lyard, et al., 2006). 

We estimated station coordinates and tropospheric wet zenith delays using random-walk 

parameters for every hour (Gendt et al., 2013). Finally, we estimated coordinates in 

network mode and aligned them to the IGS combined coordinate product reducing the 

impact of the Earth rotation parameter (Rebischung et al., 2015). The GPS processing 

results are compatible with the International Terrestrial Reference Frame ITRF2014 

(Altamimi et al., 2016), which is based on a kinematic model without taking into ac-

count the non-deformational rotation of South America. We compute our final horizon-

tal velocity field relative to the stable South American Plate by applying an Euler Pole 



3   Afterslip and deformation rate increase 
following the Iquique-Pisagua event 

3.2 GPS observations and model approach 

 

55 

 

rotation (21.44° S, 125.18° W, 0.12° Myr-1, Moreno et al., 2011) comparable to the 

NNR-Nuvel-1A model (DeMets et al., 1994). Examples of cGPS (Figure B.2) and 

sGPS (Figure B.3) time series and more details of GPS data processing (Text B.1 and 

Figure 2.2) and reference frame realization (Figure B.4) are provided in the auxiliary 

material. 

3.2.2 Extracting the tectonic GPS signal  

Our GPS time series cover a time interval of more than a decade (1999-2016 for sGPS 

and 2003-2016 for cGPS; Figure B.1) and include a variety of tectonic and other sig-

nals occurring at the convergent plate boundary. We excluded three months of data pre-

ceding the Iquique-Pisagua event 2014 from our time series as they were affected by 

preseismic transients (Bedford et al., 2015) (see also section 3.1). The recorded ground 

displacements are the sum of tectonic, atmospheric, instrumental and other signal con-

tributions, like interseismic shortening, coseismic displacements, instrumental failure 

(e.g. antenna replacements), postseismic transients, seasonal oscillations: 

 

ሻݐGPSሺߜ ൌ ሻݐinterseismicሺߜ ൅ ሻݐcoseismicሺߜ ൅  ሻݐAntennaOffsetሺߜ

 ൅ߜpostseismicሺݐሻ ൅  ሻ.    (3.1)ݐseasonalሺߜ

 

Following the approach of Metzger et al. (2013) and Bevis & Brown (2014), we simu-

late these signal types in our GPS displacement time series with (Figure 3.2): 
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ሾܨଵ ⋅ sinሺ2ߨ ⋅ ሻ൅Fଶݐ ⋅ cosሺ2ߨ ⋅ ሻݐ ൅ ଷܨ ⋅ sinሺ4ߨ ⋅ ሻ൅Fସݐ ⋅ cosሺ4ߨ ⋅  ሻሿ.    (3.2)ݐ

The constant A corrects the time series for any initial offset and the linear term B repre-

sents a constant plate velocity in each stage of the seismic cycle (Wang et al., 2012) 

with respect to a pre-defined reference time tr. Discontinuities can arise either from co-

seismic displacements or antenna offsets. The mathematical approach to model such 

data offsets is a Heaviside function H(t), where neq earthquakes (or nao antenna offsets, 

respectively) induce a step with amplitude Ceq (Dao) at times teq (tao). The challenge is to 

distinguish artificial steps in the displacement function from earthquake induced ground 
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motion. Postseismic relaxation observed after large earthquakes is represented by a log-

arithmic transient Ep with a non-linear parameter T. Bevis and Brown (2014) showed 

that the logarithm is nearly insensitive to T, hence this component can be linearized by 

setting T equal to one year. The most rapid deformation within the first weeks after the 

earthquake might not be perfectly represented by this simplification (Figure 3.2 b). 

However, we demonstrate in section 3.3.1 that the linear term is most important for our 

velocity analysis. The last term in equation 3.2 represents an elastic loading response of 

the crust to seasonal changes in the water cycle (e.g. Heki, 2001; Van Dam et al., 2001). 

We apply a Fourier series for terms F1 to F4 that represent two annual and two semi-

annual terms (Dong et al., 2002).  

 

 

Figure 3.2: a) Time series of station CRSC (see Figure 6 for location) and its decompo-
sition into various model trajectories highlighted in different colors. b) The model re-
siduals of a) (based on equation 2.2).  

 

To estimate all parameters mentioned above and to exclude irrelevant signal contribu-

tions (instrumental offsets and seasonal loading) from further analysis, we modelled the 

cGPS time series component-wise using a least-squares inversion (Figure 3.2). To ex-

clude co- and postseismic signals related to other events than the 2014 Iquique-Pisagua 

earthquake, we developed a semi-automated earthquake selection procedure that ex-

tracts relevant earthquakes from the US National Earthquake Information Center (NE-

IC) catalogue. We used a distance-magnitude filter to identify all events that could po-
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tentially have affected our GPS time series, i.e. that occurred within a radius of 20 to 

2500 km and with an incremental magnitude of 5 to 8.  

 

Figure 3.3: Modelled seasonal signal on the a) East, b) North and c) Up components of 
50 cGPS stations. Stations with significant data gaps (Figure B.1 b) were excluded 
from the analysis.  
 

All remaining offsets in the time series were then visually checked and manually classi-

fied as antenna offsets. The average rms (root mean square)-error of all stations is 1.2 

mm for the East, 1.0 mm for the North and 2.0 for the vertical component; stationwise, 

it ranges from 0.9 mm (LVRA) to 1.9 mm (PCAL) in the East component, 0.8 mm 

(ANT2) to 2.4 mm (PICN) in the North component and 1.5 mm (MCLA) to 2.7 mm 

(UTAR) in the vertical component (Table B.1). The residuals of the time series inver-

sion are close to zero, thus indicate that our approach in equation 3.2 seems reasonable 

for approximating the observed GPS ground motion signal (Figure B.2). We then sub-

tracted the non-tectonic signal contributions, the seasonal trend and the antenna offsets, 
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from the time series for each station individually (Figure B.2). We further find that the 

seasonal changes are surprisingly consistent over the whole cGPS network (Figure 3.3). 

The East component contains a clear bi-annual signal with one peak in February/March 

and a second lower peak in September, whereas the north component exhibits a clear 

annual signal with a peak in February/March and a low in September. The vertical com-

ponent also exhibits a one-peak annual trend, in which the highs and lows are shifted in 

respect to horizontal components to October/November (peak) and May/June (low). The 

campaign GPS data have a much lower temporal resolution and have been collected 

irregularly and in different seasons (Figure B.3). Thus, the extraction of the tectonic 

signal is more challenging here. We used the seasonal parameters estimated from the 

cGPS data to correct the campaign data and applied a seasonal model derived from the 

mean of each parameter F1 to F4 in equation 3.2 (Table B.2, B.3 and Figure B.5). 

3.2.3 Data time windows and model strategy 

In order to better understand the different stages of the Northern Chile seismic cycle, we 

split the GPS data into an interseismic part prior to and a postseismic part after the 2014 

Iquique-Pisagua earthquake. The interseismic interval is covered by three to eight GPS 

campaigns between 1999 until end of 2013 and by continuous GPS observations span-

ning a time interval from 2003 until end of 2013 (data from 2014 was cut due to ob-

served GPS transients, see also section 3.3.1) (Figure B.1). The postseismic interval 

contains another two to three campaign GPS surveys, covering a time period of three 

weeks after the mainshock until April 2016, and daily solutions from 3 April, 2014 to 

April 2016. To not contaminate the afterslip analysis with the largest aftershock occur-

ring on 3 April, we excluded the cGPS solutions of the first two days after the 

mainshock. To analyse the temporal evolution of the postseismic response to the earth-

quake, we further subdivided the postseismic part into three periods that best match the 

timing of the campaign GPS surveys (Figure B.1 a). The intervals comprise days 2-16, 

days 17-334 and days 335-717 after the mainshock and are henceforth called Period 1, 2 

and 3, respectively. 

We invert the observed GPS surface displacements for estimating slip (respectively 

backslip) on the subduction interface using elastic and visco-elastic half-space models 

(Okada, 1992). For the interseismic model, we assume elastic deformation (Okada, 

1992) to be the dominant driver (e.g. Chlieh et al., 2011; Métois et al., 2016). For the 

postseismic models of Periods 1-3, we combine the elastic afterslip model with visco-

elastic mantle relaxation using the PyLith software (Aagaard et al., 2013). In the visco-

elastic finite element modelling (FEM) approach, we use four different material blocks 
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to discriminate between an elastic crust and lithospheric mantle and a visco-elastic as-

thenospheric mantle (Text B.2, Figure B.6). The model geometry of the subducting 

slab is based on the SLAB1.0 model (Hayes et al., 2012) and the elastic-visco-elastic 

boundary is based on the model of Tassara & Echaurrens (2012). We fixed the 

Young’s modulus to 100, 120 and 160 GPa for the continental crust, oceanic crust, and 

mantle layers, respectively (Li et al., 2015), and use the linear Maxwell rheology in the 

visco-elastic body. The Poisson’s ratio is set to 0.265 and 0.30 for the continental and 

oceanic crust (Christensen, 1996).  

In general, Maxwell viscosity is preferably applied for long-term viscosity estimates, 

whereas Burgers viscosity resolves short-term rheologic transients typical for the early 

postseismic stage (e.g. Trubienko et al., 2013; Li et al., 2015). We decided to use Max-

well rheology to reduce complexity and computational cost. When using pre-determined 

time windows like here, the effective viscosity is defined as the best-fitting Maxwell 

viscosity (Li et al., 2017). This approach has been successfully applied for GPS data in 

Chile before (Bedford et al., 2016; Li et al., 2017), but we cannot exclude the possibility 

that this simplification creates artefacts in our slip models as discussed in section 3.5. 

To simulate the viscous response to coseismic stress perturbation, we used the slip 

model of Schurr et al. (2014) and estimated the visco-elastic deformation in the respec-

tive model Periods 1-3 (Tables B.7, B.9 and B.11). We tested different values of the 

Maxwell viscosity of the continental mantle and kept all other parameters constant, in-

cluding the oceanic mantle viscosity, which we fixed to 1020 Pa s (Hu et al., 2004; 

Moreno et al., 2013; Li et al., 2015). Continental viscosity was varied between 1018 Pa s 

(highly viscous) and 1020 Pa s (nearly elastic) in our tests and was finally constrained to 

2 x 1019 Pa s, based on the best data-fit (rms, see examples for Period 2 in Figure B.7 

and B.8). Using these fixed viscosities, we removed the predicted visco-elastic signal 

component from our GPS observations in advance and thus account for the viscous 

mantle relaxation. In a second step, we subtracted the interseismic loading component 

from each postseismic period to invert for the afterslip signal only (more details can be 

found in section 3.4.1).  

The elastic model geometry of the plate interface slip is also based on the SLAB1.0 

subduction zone model (Hayes et al., 2012), from which we utilized the region from 

17.5 to 26° S latitude. Slip is modelled as along strike and up-dip dislocations on 1016 

triangular fault patches with an average area of 170 km2 and constrained to a maximum 

depth of 65 km, assumed to represent the Moho depth (Husen et al., 2000; Chlieh et al., 

2011). We invert Green’s functions describing slip at depth on the interface geometry to 

best fit the observed GPS displacements in a least-squares approach (Okada, 1992). We 

do not constrain the rake, thus allow backslip to occur. For regularization of the inver-
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sion, we applied a Laplacian operator, making the solution more stable while minimiz-

ing slip variations of neighbouring patches based on an input smoothing weight. The 

strength of the regularization is determined by considering the trade-off between misfit 

and slip roughness (Figure B.9). In the interseismic backslip model, three additional 

model parameters describe an Euler pole that accounts for the motion of the Central 

Andean sliver (Bevis et al., 2001). The sliver motion is collinear to the plate conver-

gence and causes back-arc shortening in the Subandeans (Chlieh et al., 2011). This 

model modification allows to better describe the abnormally high interseismic GPS 

rates (with respect to the overall convergence rate in Northern Chile) that cannot be ex-

plained by an elastic response of the plate interface alone (e.g. Métois et al., 2014; 

Métois et al., 2013). The Green´s functions are inverted with the MATLAB routine 

‘lsqlin’, a subspace trust-region-reflective algorithm based on the interior-reflective 

Newton method (Coleman and Li, 1996). To avoid physically unreasonable slip rates 

and additionally improve model resolution, we apply constraints for minimum slip (Du 

et al., 1992) based on the constant plate velocity of 67 mm/yr (Angermann et al., 1999). 

The respective minimum slip for inter- and postseismic models corresponds to the 

“negative” backslip rates of -61 mm/yr that would equal to a locked (fully coupled) in-

terface dipping 25-30° (e.g. Husen et al., 2000).  

3.3 Interseismic period 

3.3.1 Constraining GPS rates  

The interseismic ground displacements in our GPS network were affected by two major 

earthquakes in Northern Chile (Figure B.10): the 2005 Tarapacá MW 7.8 earthquake 

(Delouis & Legrand, 2007; Ruiz et al, 2014) and the 2007 Tocopilla MW 7.8 earthquake 

(Motagh et al., 2010; Weiss et al., 2016). We therefore excluded all data between No-

vember 2007 and January 2008, when GPS rates were dominated by afterslip from the 

Tocopilla event (e.g. Delouis et al., 2009) and data in May and June 2005 due to the 

Tarapacá event. We further excluded all GPS data in the three months before the Iqui-

que-Pisagua main rupture on 1 April, 2014, where clear transient signals appear in the 

time series (Figure B.11). These distinct features reflect either a slow slip event preced-

ing the mainshock (e.g. Yagi et al., 2014; Ruiz et al., 2014) or represent a surface ex-

pression of precursors of seismic slip (e.g. Schurr et al., 2014; Bedford et al., 2015). We 

split the interseismic GPS data into three parts to investigate on rate differences in the 

interseismic stage: (A) a pre-Tarapacá interval with data before June 2005, (B) a time 
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interval between the Tarapacá and the Tocopilla event from July 2005 until October 

2007 and (C) a post-Tocopilla interval with all data from February 2008 until end of 

December 2013.   

In all three parts of the time series, we removed data points with a position error above 

the 99.5th percentile and/or each point whose position differs from its neighbour by 

more than three times the standard deviation of the first derivative of the time series. 

For each of the three interseismic subsets of continuous time series longer than one 

year, we estimate the interseismic rate by extracting the linear trend from the signal as 

explained in section 3.2.2. From the sGPS data, we derived the interseismic rates using 

linear regression. The rate differences of the 1d-horizontal velocities between the pre-

Tarapacá (A) , the inter-earthquake (B) and post-Tocopilla (C) periods do not exceed 5 

mm/yr (Table B.4). We use the mean of all three periods, equally weighted as inter-

seismic velocity for further analysis. The resulting velocity may not fully account for 

interseismic transients observed in the epicentre regions of the Tarapacá and Tocopilla 

events (e.g. Weiss et al., 2016). Uncertainties of the resulting cGPS rate model parame-

ters are calculated from the mean instrumental error in each model interval. Given the 

low number of observations, calculating campaign GPS errors is more challenging. Fol-

lowing Geirsson et al. (2006), we correct the rms fit by the number of model parameters 

(two in the linear case) and normalize it by the full length of the time series. 

The resulting interseismic rates (Table B.5, B.6) were corrected for the Andean sliver 

motion (see section 3.2.2 and 3.3.2) (Figure 3.4 a). They exhibit a consistent ENE-

motion that is collinear to the plate convergence over the entire area of interest in 

Northern Chile, even in the far-field of the network. The interseismic observations are 

characterized by a gradual rate decrease of about 7 mm per 100 km from coastal stations 

to stations on the Andean Plateau. Maximum horizontal GPS velocities of up to 35.3+/-

3.1 mm/yr (station MEJS) occur at coastal stations at the southern edge of our GPS 

network at a minimum distance of ~80 km to the trench, whereas minimal horizontal 

GPS velocities of 14.1+/-5.2 mm/yr (PAJA) occur on the Andean Plateau at a longitude 

of about 67° W and ~490 km distance to the trench (Figure 3.4 a). The rates also exhib-

it a north-nouth gradient from coastal stations close to the border to Peru that show sig-

nificantly slower GPS rates of 20.3+/-1.2 mm/yr (LYAR) to coastal stations in the south 

like the afore mentioned station MEJS. The vertical GPS data (Figure 3.4 b) exhibit 

uplift for most of the coastal stations with a maximum of 9.0+/-1.4 mm/yr (PB05) at 

sGPS stations near Mejillones peninsula at 23° S latitude and a maximum of 5.9+/-2.1 

mm/yr (PSGA) at cGPS stations close to the epicentre of the Iquique-Pisagua earth-

quake 2014. Further inland, the vertical displacements show a more inhomogeneous 

deformation pattern with subsidence rates of less than 2 mm/yr south of 22° S. 
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3.3.2 Model results  

The weights for the model approach of 50 cGPS and 51 sGPS stations are defined as the 

square of the inverse error. Given the inhomogeneous distribution of cGPS and sGPS 

stations, we additionally tested different weighting ratios w = wsGPS/wcGPS between cam-

paign and continuous data by performing a least rms-error analysis (Cavalié et al., 

2013). A weighting ratio of w=2.5 generates the best data fit (Figure B.12 a). Based on 

a similar approach, we increased the uncertainty (i.e. decreased the weights) of our ver-

tical GPS components by a factor of five for cGPS and a factor of ten for sGPS data 

(Figure B.12 b). The different weighting is necessary as in general, GPS data are more 

sensitive to horizontal motion and the vertical instrumental error might be underrepre-

sented, especially for episodic GPS data acquisitions. Our interseismic backslip model 

locates the Euler pole representing the motion of the Andean sliver in central Ecuador 

(1.20° S, 77.31° W +0.30° Myr-1). Amplitudes and azimuths of the resulting sliver mo-

tion are in agreement with Métois et al. (2013; 54.5° S, 37.5° W, -0.15° Myr-1), whose 

model was based on a different station network (Figure B.13). However, the Euler pole 

of Métois et al. (2013) is located to the south of Chile, thus opposite of our pole, sug-

gesting smaller sliver motion southwards, where the active Eastern front is lacking. In 

our case, the sliver rotation would be anticlockwise with a main NNE-component of 

ground motion, which is in agreement with the preferred convergence direction in 

Northern Chile. The shortening of the Andean sliver accounts for 12-14 mm/yr of the 

measured ground motion, which is consistent with other studies (e.g. Brooks et al., 

2011;  Métois et al., 2013). This rate corresponds to about 19% of the total convergence 

rate, that hence has to be reduced from 67 mm/yr (Angermann et al., 1999) to 54 mm/yr 

in Northern Chile for modelling if only data from the Chilean forearc is considered 

(Figure 3.4 a). The backslip model yields an estimate for the degree of coupling of the 

plate interface in the decade before the Iquique-Pisagua earthquake. The coupling de-

gree can easily be inferred from the slip rate: the higher the rate of backslip, the higher 

the degree of coupling. Coupling maps (e.g. Li et al., 2015; Métois et al., 2016) are giv-

en in ratios between 0 and 1, with 0 referring to freely slipping fault patches and imply-

ing that the interface moves with the full rate of the subducting Nazca Plate (54 mm/yr 

after removal of 13 mm/yr of sliver motion). Slip is generally considered as interface 

motion towards the trench and assumed to be positive. Therefore, backslip is directed 

away from the trench and assumed to be negative (Savage, 1983). Similar to previous 

plate interface coupling studies in Northern Chile (e.g. Chlieh et al., 2011; Li et al., 

2015; Métois et al., 2016), our interseismic backslip model demonstrates a heterogene-

ous coupling distribution ranging from almost free slipping to full coupling of the plates 
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with rates of up to 61 mm/yr effectively realistic (Figure 3.4 c). The backslip pattern in 

Northern Chile exhibits several highly coupled patches with rates >50 mm/yr along the 

Chilean coastline at an intermediate depth of 30 to 40 km. These patches are separated 

from each other by low coupling areas of backslip rates less than 30 mm/yr. 

Figure 3.4: a) Modelled (red) and observed (blue) GPS displacements with 1-sigma 
uncertainties plotted in a stable South America reference frame, b) corresponding verti-
cal GPS observations (blue) with corresponding misfit indicated in colors (data minus 
model) and c) modelled interseismic backslip on triangular fault patches on the subduc-
tion interface (white arrows indicate rake). Other features represent the coast line (sol-
id line), the fault trench (solid line with triangles), political boundaries (dashed lines) 
and the coseismic slip model and aftershock location (Duputel et al., 2015). Inferred 
segment boundaries are marked with grey lines following the nomenclature of Métois et 
al. (2016). 

 

Most prominently, the central segment between 19.3-21° S latitude referred to as the 

Camarones segment (Figure 3.4 c), where the Iquique-Pisagua earthquake ruptured, is 

clearly separated by lowly coupled zones to the north and south. The low coupling cor-

ridor at 21° S is referred to as Iquique low coupling zone (or Iquique interseismic seg-

ment) and was confirmed by others with slightly different extents (e.g. Li et al., 2015; 

Métois et al., 2016). Our interseismic backslip model generally compares well to previ-

ous coupling maps that detect highest coupling rates at a depth range of 20-40 km (e.g. 

Chlieh et al., 2011; Béjar-Pizarro et al., 2013; Li et al., 2015; Métois et al., 2016). But 

in contrast to these maps, our results show very low backslip rates at shallower depths 

<15 km, which could be explained by a lack of sensitivity in this depth range. For sensi-

tivity analysis, we perform a checkerboard test, in which we generate rectangular slip 

and backslip patches of size ~80x80 km in a checkerboard pattern of +/- 1 m slip on our 
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interface geometry. This interface slip is forward modelled to yield ground deformation 

for our GPS network and inverted again. Inversion results can then be compared to the 

checkerboard geometry. The interseismic model is generally well resolved south of 19° 

S and in a depth range below 20 km, and is less sensitive for the very north of our study 

area and the shallow interface parts (Figure B.14 b). Overall, we fit the GPS observa-

tions very well with a rms-misfit of only 1.8 mm/yr in horizontal direction (Figure B.15 

a) and 1.7 mm/yr in vertical direction (Figure B.16 a). In the north of the GPS network, 

the Euler rotation seems somewhat overpredicted, which causes a slightly underpredict-

ed backslip rate. Our model fit the vertical data generally well, with a few exceptions at 

sGPS coastal stations to the south (Figure 3.4 b and B.17 a). 

3.4 Postseismic period 

3.4.1 Constraining static GPS displacements  

We used the Euler pole obtained from the interseismic model (section 3.3.2) to correct 

the postseismic data for a sliver motion. Unlike for the estimation of interseismic rates, 

where we extracted linear rates, we extracted static displacements for the three consecu-

tive intervals, Periods 1–3, directly from the GPS time series (Tables B.7-B.12). Outlier 

detection and calculation of individual uncertainties for cGPS in the postseismic stage is 

the same as in section 3.3.1. For sGPS data, we increased the instrumental error by add-

ing the overall rms-position-error of all (usually 3-5) daily solutions of one campaign. 

To further account for the instrument set-up error, we lowered the relative weights for 

sGPS data with respect to cGPS data in the inversion (details in section 3.4.2). From the 

postseismic static displacements, we subtracted the visco-elastic response signal deter-

mined by the independent viscous model (section 3.2.3) in all three periods to account 

for the postseismic mantle relaxation (Tables B.7, B.9, B.11 and Figure B.18). We still 

allow backslip to occur to assess possible rate changes on the interface in adjoining 

segments of the ruptured Camarones segment. Additionally, we subtracted the inter-

seismic backslip rates, assuming temporal consistency (Table B.13) to account for re-

locking and extract the afterslip signal. For non-active stations before 2014, we predict-

ed an average relocking velocity based on our interseismic slip model (Figure 3.4 c).  

In Period 1 (days 2-16), stations north of 21° S exhibit trenchward (WSW) motion of up 

to 46.0+/-1.2 mm ~80 km SE of the max. slip (station CGTC, Figure 3.5 a, Table B.7). 

This motion is oriented opposite to the interseismic ground displacement direction prior 

to the event. Stations south of 21° S remain unaffected by this early postseismic motion 
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and continue to move in plate convergence direction (2.3+/-1.2 mm, PB03). The latitu-

dinal displacement gradient is not symmetric around the peak slip region at 20° S: from 

there, the displacement decrease is ~14 mm within the first 100 km northward, whereas 

the decrease is faster, ~18 mm within the first 100 km, southward (Figure 3.5 a). The 

vertical GPS data (Figure 3.5 d) exhibit subsidence of all stations, with a maximum of 

25.4+/-2.3 mm (PSGA) at stations that are located close to the aftershock epicentre. 

In Period 2 (days 17-334), the displacement pattern slightly changes and the maximum 

trenchward displacement has shifted about 50 km away from the coast reaching 58.9+/-

2.2 mm at cGPS station PB11 (Figure 3.5 b, Table B.9). The asymmetric surface de-

formation pattern becomes more prominent, with a displacement decrease of ~34 mm 

northward and a decrease of ~46 mm southward within the first 100 km (Figure 3.5 b). 

Moreover, the abrupt displacement sign change of stations from north to south of 21° S 

is more obvious. GPS station PB01 is the southernmost station that moves towards the 

rupture zone (11.8+/-1.3 mm), whereas GPS station PB02, located only ~40 km south of 

PB01, moves opposite (16.7+/-1.3 mm) before the relocking signal is subtracted. All 

stations south of 21° S move collinear with the plate convergence vector with a maxi-

mum of 28.9+/-2.0 mm at station LIVE which nearly corresponds to its interseismic rate 

of 31.7+/-5.5 mm/a. The vertical GPS data (Figure 3.5 e) close to the main rupture ex-

hibit subsidence of up to 23.9+/-2.6 mm (PSGA), whereas stations towards the south of 

the epicentre region show uplift of 33.0+/-2.8 mm (PRO2). This spatial sign change 

may represent the hinge line of postseismic uplift to subsidence at a latitudinal range of 

~21-22° S. In general, the vertical displacement pattern seems more coherent for cGPS 

than sGPS observations. Uplift rates of sGPS data towards the south may be systemati-

cally overestimated compared to cGPS rates. 

During Period 3 (days 335-717), most of the stations north of 21° S have significantly 

reduced their trenchward motion and relocking dominates over the afterslip component 

of the signal, e.g. the cGPS station (PSGA) closest to the mainshock exhibits a dis-

placement of 5.0+/-3.7 mm towards ENE before subtracting relocking (Figure 3.5 c, 

Table B.11). Stations south of 20.5° S feature ENE displacement that increases south-

wards from 15.4+/-2.2 mm (AEDA) to 35.8+/-1.4 mm (LIVE) before subtracting re-

locking velocity (Figure 3.5 c). The vertical GPS data (Figure 3.5 f) is relatively inho-

mogeneous. Coastal stations close to the main rupture still mostly exhibit subsidence 

with a maximum of -19.3+/-6.1 mm (PSGA), whereas few stations south of 21° S 

(8.5+/-2.2, PB03) and in Bolivia (3.7+/-1.7, BMWS) experience uplift. The sGPS rates 

seem less coherent with generally higher subsidence rates towards the south (-10.3+/-

3.0 mm, PRO3) compared to cGPS rates (-6.6+/-3.1 mm, JRGN). 
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Figure 3.5: a)-c) Predicted displacements (red) and GPS observations (blue) with 1-
sigma uncertainties, after subtracting the relocking signal (average interseismic rate)
and the visco-elastic response for a) 2-16 days (Period 1), b) 17-334 days (Period 2)
and c) 335–717 days (Period 3) after the mainshock. d)-f) Vertical GPS observations
(blue) and color-coded model residuals for postseismic Periods 1-3. g)–i) Predicted
postseismic afterslip on the plate interface during the corresponding postseismic Peri-
ods 1-3. For other features see Figure 3.4.
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If we analyse the temporal evolution of displacement by using a moving-window of 30 

days, we illustrate for how long each GPS station was affected by the Iquique-Pisagua 

earthquake (Figure 3.6). As reported before, stations south of 21° S seem not at all af-

fected by the mainshock. Stations south of PB01 have an eastward trend collinear with 

the plate convergence over all investigated periods. But just 40 km north, at 21° S, the 

adjacent stations CRSC, CLLA and PB01 are clearly affected by co- and postseismic 

response to the mainshock (Figure 3.6).  

 

 

Figure 3.6: Postseismic ground displacement color-coded by days after the mainshock 
(sampled every 30 days). For other features see Figure 3.4. 
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The majority of GPS stations north of 21° S turn their sense of motion from trenchward 

to landward after about one year, thus slowly converge to interseismic relocking. This 

turnover of ground displacement motion back to interseismic relocking with surface 

motion collinear to the plate convergence vector is almost completed after two years. 

After April 2016, westward-directed motion induced by afterslip is dominated by east-

ward-directed motion induced by relocking and we assume interface afterslip to become 

negligible with less than 5 cm/yr two years after the Iquique-Pisagua event.  

3.4.2 Model results  

The slip models of the different postseismic stages yield a more detailed picture of the 

temporal evolution of afterslip (Figure 3.5 g-i). For the postseismic models, we first 

calculated the data weights based on GPS uncertainties and then introduced the 

weighting factor w = wsGPS/wcGPS (Figure B.12 a), similar as for the interseismic model 

(section 3.2). Period 1 only contains cGPS data (42 stations), but for Period 2 (38 cGPS 

and 64 sGPS stations, w=2.0) and Period 3 (33 cGPS and 43 sGPS stations, w=1.5), we 

defined different relative weights to account for a difference in spatial distribution of 

cGPS and sGPS stations. Similar to the postseismic modelling approach, we increased 

the uncertainty of the vertical GPS component by a factor of five for cGPS and ten for 

sGPS data to more realistically represent the vertical data error (Figure B.12 c-d).  

While subtracting averaged interseismic rates from postseismic data before inverting for 

postseismic slip, we assume that the relocking rate s remain constant before and after 

the Iquique-Pisagua event 2014. This may lead to an overestimation of afterslip rates 

and also the visco-elastic relaxation component of the signal, if interseismic loading 

signal does not resemble prevailing backslip during the postseismic period. 

In Period 1, afterslip with a magnitude of 15-25 cm surrounds the rupture area of the 

Iquique-Pisagua earthquake down-dip at ~30-35 km depth (Figure 3.5 g). Maximum 

slip of up to 38 cm occurs 50 km south of the mainshock at ~30 km depth, near the epi-

centre of the largest aftershock. In a latitudinal range of 20.7-21° S, our model indicates 

a transition from highest slip rates to backslip-dominated interface motion. We think 

that this pattern is caused by the sharp latitudinal sign change of displacement and 

might be linked to a seismotectonic barrier at 21° S. This sharp transition moreover 

suggests that stations south of this zone are not affected by afterslip (Figure 3.5 g).  

In Period 2, afterslip occurs down-dip of the main rupture at 30-50 km depth, surround-

ing the hypocentre and reaching peak values of 51 cm (Figure 3.5 h). One peak slip 

patch is located 50 km south of the epicentre, again at the location of the largest after-

shock, and a second high afterslip patch appears 40-50 km to the north of the main rup-
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ture at ~35-40 km depth. The up-dip area of our slip model exhibits significantly less 

slip, only 10 to 20 cm. The geometry of afterslip extent during the first year after the 

earthquake is surprisingly similar to the afterslip pattern of the first two weeks, except 

for the larger magnitudes. Afterslip in Period 2 involves deeper parts of the interface 

and is shifted ~20 km northwards compared to Period 1 as visible at the aftershock peak 

slip. A relatively sharp transition from slip to backslip-dominated interface motion is 

again detected at 20.7-21° S. At this latitude, slip extends about ~40 km further south 

underneath the Chilean coast, thus at relatively poorly resolved, deeper parts of the in-

terface. No difference to interseismic interface motion can be observed south of this 

latitudinal range as inferred by a lack of slip/backslip southwards.  

In Period 3, afterslip has significantly decreased and converges to zero in the centre of 

the inferred rupture zone of the Iquique-Pisagua mainshock (Figure 3.5 i). This reflects 

the transition from an afterslip-dominated stress regime to relocking as described by 

Wang et al. (2012). One isolated afterslip patch is located ~50 km north of the epicentre 

with 10-15 cm slip. Surprisingly, peak slip occurs consistently at the area of the largest 

aftershock 50 km south of the mainshock, with slip of 35 cm in Period 3. The spatial 

transition from afterslip at the Camarones segment to interseismic relocking at the 

southern Loa segment becomes more diffuse in Period 3, but is shifted northwards 

compared to Period 2 (nomenclature from Métois et al., 2016). Most prominently, south 

of 21° S, we observe increasing backslip rates in an interface depth range of 40-60 km. 

After having subtracted averaged interseismic loading rates from our observations, we 

expect interface slip in adjoining seismotectonic segments that are not affected by af-

terslip to be close to zero. In contrast, backslip rates up to -2.5 cm south of 21° S indi-

cate a coupling increase of the subduction interface in the second year after the meg-

athrust event. Peak backslip rates are located at 45-50 km depth underneath Mejillones 

peninsula at ~23° S.  

Overall, a cumulative peak afterslip of 89 +1.2/-0.4 cm is observed within the first two 

years after the Iquique-Pisagua earthquake, occurring between 30 and 45 km depth and 

embracing the rupture area down-dip (Figure B.19). We estimated the error of the max-

imum slip using a simplified Monte-Carlo approach calculating the standard deviation 

of 50 inversions in which we added normally distributed noise to the GPS data (Figure 

B.20). A sharp transition between afterslip to the north and backslip (increased inter-

seismic coupling) to the south is observed in a latitudinal range of 21-21.5° S. Most 

interestingly, the pattern complements the high backslip pattern observed in the inter-

seismic phase at these latitudes (Figure 4c).  

The model resolution based on our checkerboard approach (section 3.3.2) for all three 

periods is generally good (Figure B.14 c-d). An exception is the southern part of Period 
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1, where we have rather poor resolution south of 23° S mainly due to the lack of GPS 

stations there as we only use cGPS data. But the expected afterslip area south of the 

mainshock epicentre, towards the largest aftershock, is well resolved below a depth of 

~15 km. However, potential shallow afterslip above 15 km might not be resolvable with 

our model geometry.  

The postseismic models fit the horizontal data of all three stages reasonably with a rms-

residual of 1.7 mm (Period 1), 4.2 mm (Period 2) and 2.4 mm (Period 3) (Figure B.15 

b-d). The strongest horizontal misfit is observed in Period 2 at coastal stations close to 

the main rupture and to the north. Further tests have shown that misfit cannot be signifi-

cantly improved by changing model parameters (i.e. depth constraints or smoothing 

value). The overall direction of deviation is towards the south, implying a northward 

shifted model slip. One reason for the northward shift of slip could be the unfavourable 

spatial resolution of our model geometry that is poorly resolved at shallow parts of the 

interface as well as north of 19° S due to a lack of Peruvian GPS stations. Thus, poten-

tial shallow afterslip may be shifted deeper and northward to better fit the observations. 

A more physical explanation for the deviation could involve rheologic inhomogeneity in 

the crust, which are not taken into account in our simple half-space model. The relative-

ly high misfit and systematic underprediction of the southward displacement in Period 2 

may be a consequence of our simplified model rheology. To better fit the data, a more 

complex geometry involving a three-dimensional model set-up may be needed (e.g. Li 

et al., 2015; Klein et al., 2016). Another cause for local (point-wise) misfit of the GPS 

vectors as e.g. observed for stations VIRI or COLC in Period 3 could be upper crustal 

faulting, as has been observed in many parts of Northern Chile and Bolivia (e.g. Lamb, 

2000; Allmendinger & González, 2010). González et al. (2015) even argued that the 

Iquique-Pisagua mainshock could have been triggered by a reactivated trench-oblique 

upper plate reverse fault (the Mw 6.7 foreshock on March 16th, 2014). However, we do 

not observe a spatially coherent, long-wavelength misfit pattern in the far-field as poten-

tially caused by viscous relaxation (Wang et al., 2012). Thus, we believe that our model 

predictions for the visco-elastic component represent the amount of mantle relaxation 

contributing to the measured postseismic ground deformation signal well.  

The vertical displacement predications generally fit the data worse than the horizontal 

predictions and exhibit a rms-residual of 3.5 mm (Period 1), 5.2 mm (Period 2) and 2.0 

mm (Period 3) (Figure B.16 b-d). The model clearly fails to properly predict the highly 

complex vertical displacement and, again, a three dimensional model would probably 

improve the fit, e.g. by including a complex crustal structure that accounts for features 

like local low-viscosity channels (e.g. Klein et al., 2016)  (Figure 3.5 d-f and B.18 b-

d). Another reason for the poorly vertical fit is the relatively large data uncertainty of 
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the vertical data, particularly for episodic measurements that can be explained by the 

acquisition geometry allowing more sensitivity to horizontal measurements. Another 

systematic overrepresentation of vertical data is apparent close to the rupture area of the 

mainshock, whereas the up-component towards the south is clearly underrepresented. 

Nevertheless, our model is capable of resolving the hinge line between postseismic up-

lift and subsidence at coastal stations between 20-21° S in Period 1 and 2. In Period 3, 

this hinge line may has shifted offshore. 

3.5 Discussion 

3.5.1 Spatial correlation of afterslip and aftershocks  

The afterslip pattern of the Iquique-Pisagua earthquake is comparable with the post-

seismic deformation of other megathrust events of the last decade. Similar to the 2005 

Nias Mw 8.7 Sumatra event (Hsu et al., 2006) or the 2010 Maule Mw 8.8 Chile earth-

quake (Bedford et al., 2013), afterslip surrounds the region of maximum coseismic slip, 

and occurs mostly in the down-dip area of the rupture (Figure 3.5 g-i). To shed light on 

this and better understand the relation between afterslip and aftershocks, we analysed 

the location of aftershocks of the first year after the earthquake. For this we utilized a 

recently compiled seismicity catalogue from the IPOC permanent station network that 

covers the years 2007-2014 (Sippl & Schurr, 2017, Sippl et al., 2018). The catalogue 

contains a total of 101k events and has good spatial coverage of the Northern Chile-

Southern Peru seismic gap, with a completeness magnitude of 2.7-2.9. Events were de-

tected using the multi-step procedure of phase picking and relocation outlined in Sippl 

et al. (2013), the last step of which is double-difference relocation using event pair 

cross-correlations (Sippl et al., 2018).  

In the first two weeks after the Iquique-Pisagua mainshock, modelled peak afterslip 

occurs north and southeast of the rupture area (Figure 3.5 g), near the epicentre of the 

large aftershock, where interseismic backslip (coupling) is highest (Figure 3.4 c). This 

suggests that in the first few days after the mainshock, afterslip neutralizes incomplete 

coseismic stress drop, as it was also reported after the 2010 Maule earthquake (Bedford 

et al., 2013). In the same period, aftershocks mostly occur in the rupture area. The dis-

tribution of aftershocks in the first days following the mainshock may thus be controlled 

by the redistribution of stress during the coseismic phase (Figure 3.7 a) (e.g. King et 

al., 1994). 

The early stage of afterslip is characterized by the presence of both, normal and thrust 
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faulting earthquakes, but after two weeks only thrust mechanisms dominate in the 

aftershock sequence. This may reflect a minor temporal change of the compressional 

axis of about 6° and pre-megathrust stress conditions were restored a few weeks later 

(Cesca et al., 2016). Aftershock locations in the first year after the mainshock until the 

end of 2014 seem to flank the highest coseismic rupture areas (slip above 8 m), but also 

border the regions of high afterslip (Figure 3.7 b). 

 

Figure 3.7: Aftershock distribution (Sippl & Schurr, 2017) during a) Period 1 and b) 
Period 2 in comparison to coseismic slip (blue/green isolines) and modelled afterslip 
(yellow/red isolines) in the respective intervals. Each coseismic slip represents an in-
crement of 2 m, each afterslip contour an increment of 0.1 m. Note that in b) only after-
shocks until the end of 2014 are included. For other features see Figure 3.4. 

 
In a band-like geometry, aftershocks separate the northern peak afterslip patch from the 

southern one. Modelled afterslip mostly occurs deeper than ~35 km and reaches the 

assumed transition zone from (brittle) crust to the hydrated mantle wedge (e.g. Bloch et 

al., 2014). Given the clear spatial correlation between peak afterslip and the absence of 

aftershocks in Period 2 (Figure 3.7 b), we infer that postseismic stress release is mostly 

transferred from aseismic (rate-strenghtening) peak afterslip areas to adjacent 

intermediate afterslip regions close to the coseismic rupture zone. The up-dip area 

exhibits relatively low afterslip, which agrees with the observation of the low degree of 

interseismic coupling in the shallower parts of the interface, where slip deficit is 

assumed to be almost zero (Li et al., 2015). This possibly indicates interseismic creep 

on the up-dip portion of the plate interface. On the other hand, our checkerboard tests 

(Figure B.14) show that the shallow parts of the interface are poorly resolved, and the 
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relatively intense up-dip seismic activity indicates rate-weakening behaviour. North of 

19° S, the seismicity in the down-dip high afterslip area decays rapidly (Figure 3.7 b). 

Thus, the aseismic area in the north seems to release stress while creeping, which 

potentially reflects a transient increase of pore fluid pressure (Kodaira et al., 2004). 

Moreover, this region spatially correlates with low coupling in shallow to intermediate 

crustal depths of 10-30 km (Figure 3.4 c), probably indicating the border to another 

seismotectonic segment (Métois et al., 2013; Li et al., 2015). This could also explain the 

relatively low GPS displacement rates north of 19° S in the interseismic (Figure 3.4 a) 

and postseismic period (Figure 3.5 g-i) that are probably caused by a lowly coupled 

segment to the north that is separated from the Camarones segment where the 

mainshock ruptured. Moreover, the distance to the trench increases towards the north, 

which also contributes to a slowing-down of the GPS velocities there.  

However, south of 21° S, the high-afterslip zone also exhibits a significant decrease of 

seismicity. The rupture area of the mainshock terminates near a low coupling zone 

(Iquique intersegment, Métois et al., 2013) at 20° S (Duputel et al., 2015; Schurr et al., 

2014; Ruiz et al., 2014), but afterslip extends further south across to 21° S, probably due 

to the effects of the large aftershock (Figure 3.8 a). Low coupling zones are assumed to 

behave in a rate-strengthening way, increasing their frictional strength, thus decreasing 

the likelihood of slip propagation (e.g. Scholz, 1998). But the afterslip also affects this 

interseismically low coupled zone and terminates abruptly at ~21.2° S (Figure 3.8 a), 

where the seismicity likewise decreases sharply. Similar to above, the coupling 

differences may reflect a seismotectonic barrier.  

In Period 2, a N-S oriented, left-stepping, band-like structure of seismicity becomes 

more prominent at 80-120 km depth and 250-300 km east of the trench (Figure 3.7 b) 

and is most densely populated between 20°-22.5° S. The spatial extent of this band 

correlates neither with the shallow seismicity described above nor with the co- or 

postseismic plate interface slip. The occurrence of this intermediate-depth seismicity is 

most likely caused by the metamorphic dehydration of the oceanic lithosphere effecting 

hydraulic embrittlement due to the release of fluids (Rietbrock & Waldhauser, 2004; 

Yoon et al., 2009; Bloch et al., 2014). The observed kink in the seismic band spatially 

correlates with the southern limit of the afterslip zone at 21° S. South of the kink, the 

dehydration-related seismicity occurs slightly deeper, probably reflecting heterogeneity 

in the subducting oceanic plate (e.g. Geersen et al., 2015) or crustal rheology. We 

additionally generated a simple Coulomb Failure Stress Change (ΔCFS) model based on 

our visco-elastic model geometry and the coseismic shear (σs) and normal stress (σn) 

changes on the interface with μ= 0.1 as the coefficient of friction (Lamb, 2006): 
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In our model, positive ΔCFS outlines the main rupture area up- and down-dip (Figure 

3.8 b), indicating that those interface regions were brought closer to failure and are 

more prone to aftershocks during the postseismic stage. For the up-dip part, where we 

lack model resolution, aftershock locations are in good spatial agreement with positive 

ΔCFS. For the down-dip area, aftershocks ocurr in both, positively and negatively 

loaded ΔCFS regions. The negative ΔCFS of up to -4 MPa spatially coincides with the 

high coseismic slip regions of the rupture area of the Iquique-Pisagua mainshock, where 

significantly fewer aftershocks occur. The largest aftershock is located at the southern 

edge of the negative ΔCFS region. This may be associated to pre-mainshock stress 

conditions and potentially reflects interseismic stress build-up preceding the mainshock, 

e.g. due to the foreshock on 16 March 2014 (e.g. González et al., 2015).  
 

Figure 3.8: a) Comparison of interseismic backslip, coseismic slip (Duputel et al., 
2015) and cumulative afterslip (see also Figure B.19). b) Comparison of coseismic slip, 
estimated Coulomb Failure Stress Changes based on slip model of Schurr et al. (2014) 
and aftershocks from April to December 2014 (Sippl & Schurr, 2017). For other fea-
tures see Figure 3.4. 
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3.5.2 Seismotectonic barrier at 21° S  

In all our observations, we find that the region at 21° S acts as a barrier or apparent dis-

continuity of physical properties. Throughout the whole investigated period, the GPS 

stations south of 21° S move permanently in the interseismic ENE direction, indicating 

that the plate interface remains strongly coupled (Figure 3.4 a, 3.5 a-c, 3.8 a). In the 

postseismic stage, we observe sharp GPS rate changes near 21° S that coincide with the 

southern termination of the narrow, low-coupled zone (Iquique low coupling zone) 

(Figure 3.8 a) (Métois et al., 2016). Afterslip intrudes into this possibly rate-

strengthening zone south of 21° S, which we interpret as postseismic stress transfer into 

a very heterogeneous subduction interface (e.g. Kaneko et al., 2010; Marone et al., 

1991) at the border to a region undergoing stress build-up (south of 21° S). This transi-

tion zone also shows peak seismicity at the upper plate both before and after the 2014 

earthquake (Meng et al., 2015) (Figure 3.7 b) and potentially indicates a seismotectonic 

barrier, which is less coupled with respect to adjacent segments. The barrier may thus be 

a consequence of mechanical variations in the coupling between the interface and the 

upper plate. Geersen et al. (2015) attribute the heterogeneous coupling to seamounts on 

the subducting plate that prevented the Iquique-Pisagua rupture to migrate southwards. 

According to them, the so-called Iquique Ridge at 19.5-21° S (Figure 3.1) favours 

aseismic conditions with smaller earthquakes and creep rather than large ruptures due to 

extensive fracturing at the plate boundary (Wang & Bilek, 2011; Geersen et al., 2015). 

Another explanation for the presence of the barrier could be a postulated abrupt change 

of slab dip at ~21° S, interpreted as slab bending in recent studies (e.g. León-Ríos et al., 

2016). In the numerical model of Kaneko et al. (2010), two rate-weakening zones were 

separated by a narrow rate-strengthening block. This is comparable to the tectonic set-

ting of our study, where two highly coupled zones are separated by the narrow Iquique 

low coupling zone at 21° S (Figure 3.8 a). Whenever one of the rate-weakening zones 

ruptured individually in this experiment, stress was transferred to the opposite zone that, 

in turn, was brought closer to failure than expected from the original recurrence interval 

(Kaneko et al., 2010). These results focus our attention to the southern Loa segment at 

21-23° S.  

However, the origin of the seismotectonic barrier might also be related to the upper 

plate rather than to the plate interface. Loveless et al. (2009) reported that the preferred 

orientation of surface cracks north and south of 21° S changes from NNW to NE, indi-

cating two distinct stress regimes in the upper crust. This zone is also the southern limit 

of E-W trending faults (Figure 3.1) responsible for along-strike shortening of the 

Coastal Cordillera (Allmendinger et al., 2005; Allmendinger & González, 2010). These 
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authors have related this kinematic observation to the location of the symmetry axis of 

the Andean orocline (Gephart, 1994) (Figure 3.1) as well as of the Benioff Zone. This 

finding is also supported by numerical analysis and analogue simulation in Boutelier & 

Oncken (2010) and Boutelier et al. (2014), both of which suggest that bending in con-

junction with specific plate interface properties has a key role in the kinematic response. 

The seismotectonic barrier correlates spatially with the boundary between a strongly 

faulted upper plate domain in the North and an unfaulted upper plate in the South (All-

mendinger and Gonzáles, 2010). From these observations together with the observed 

sharp gradient in surface motion, we additionally speculate that there could be an asso-

ciated strength change of the forearc crust. 

The seismotectonic barrier at 21° S potentially prevented the Northern Chile-Southern 

Peru seismic gap region to rupture in a single event as in the 1877 Iquique Mw 8.6 

earthquake (e.g. Comte and Pardo, 1991). Although there is also some discord about the 

actual size of the 1877 event in scientific literature (Métois et al., 2013), this earthquake 

was certainly larger than the 2014 event and either extended the barrier, or the barrier 

was only formed in the post- and interseismic stage following the 1877 event. The 2014 

earthquake could only partially release the slip deficit accumulated since 1877 (Métois 

et al., 2013; Schurr et al., 2014). Consequently, for further analysis the seismic gap re-

gion should be split into two parts separated by the seismotectonic barrier at 21° S. 

Moreover, our results suggest that the seismotectonic behaviour may be more strongly 

affected by upper plate strength variations along the Chilean margin than previously 

surmised. 

3.5.3 GPS rate change south of 21° S 

GPS rates south of 21° S reflect the crustal response to the occurrence of the 2014 

earthquake at this unbroken adjacent segment. Here, we find a significant rate change of 

up to 10 mm/yr over different postseismic periods after the Iquique-Pisagua earthquake. 

To illustrate this, we extracted the linear trend from the time series of Periods 2 and 3 as 

described in section 3.2.2, and calculated the rate changes with respect to the interseis-

mic rates observed before the earthquake (Figure 3.9). In the first year after the 

mainshock, stations south of 21° S latitude experienced a rate decrease compared to the 

pre-earthquake rates, whereas in the second year those stations (consistently sGPS and 

cGPS) show a rate increase (Figure 3.9). This rate increase may not be dependent on 

the distance between station and trench as maximum acceleration is observed at inland 

stations at distances of 130 to 170 km away from the trench and not at coastal stations 

that are closer to the trench. We interpret this change of behaviour between the first and 
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the second year following the Iquique-Pisagua earthquake as response to decreasing 

afterslip rates and the dominant effect of interseismic deformation at the southern Loa 

segment. Hence, the rate decrease in the first year could be explained by the interaction 

of (1) far-field afterslip on the interface and (2) visco-elastic relaxation. Both mecha-

nisms cause GPS stations to move towards the rupture zone, opposite to the ongoing 

interseismic coupling locking (Wang et al., 2012; Bedford et al., 2016). Therefore, the 

observed rate decrease in the first year could be the consequence of relaxation process-

es. This confirms that the visco-elastic relaxation decays fast, being more dominant in 

the first year after the event. But what causes the rate increase in the second year after 

the earthquake, which is comparable to what was reported from adjoining segments of 

the 2003 Tokachi-Oki Mw 8.0, Japan earthquake (Heki & Mitsui, 2013)? One explana-

tion may be given by recent studies of Melnick et al. (2017) and Klein et al. (2016) that 

documented GPS rate increase after the 2010 Maule earthquake at the adjacent unbro-

ken segments. Likewise, we propose that the observed rate increase south of 21° S can 

be an effect of continental-scale, visco-elastic mantle relaxation (Klein et al., 2016) that 

induces an increase of fault shear stresses more than 200 km away from the rupture 

zone. The increase of interseismic rates can also be mechanically related to the elastic 

flexural bending response of both plate segments to the uncoupling after a large earth-

quake in one of the segments. This uncoupling may increase the interseismic stress ac-

cumulation at adjacent clamped (locked) segments (Melnick et al., 2017). Our models 

confirm these temporal variations of interseismic rate after a large earthquake and sug-

gest a significant increase in backslip rate of up to 10 mm/yr (Figure 3.9) and thus in-

creased interface coupling in the second year after the earthquake (Figure 3.5 i). The 

observation that maximum rate increase occurs not at coastal stations, but 40 to 80 km 

inland potentially reflects down-dip changes of interface coupling deeper than 40 km at 

the down-dip limit of the seismogenic zone. Similar to the potential triggering of the 

2015 Illapel Mw 8.2 earthquake (Tilmann et al., 2016) by the 2010 Maule Mw 8.8 event 

as bimodal megathrust occurrence (Melnick et al., 2017; Klein et al., 2016), we suggest 

that the Iquique-Pisagua event can bring the Loa segment closer to failure due to in-

creased shear stress at the down-dip limitation of the fault.  

Another, more speculative hypothesis locates the source of surface displacement rate 

increase to the upper crust, particularly if we assume that our elastic models somewhat 

overestimate the coupling degree. This would be the case, if we underestimate the vis-

co-elastic relaxation or the interseismic loading prior to the earthquake. Given the com-

plexity of our time series that cover different stages of the seismic cycle including two 

major earthquakes (the 2005 Tarapacá and 2007 Tocopilla event) that affect velocities 

in our pre-Iquique-Pisagua earthquake interval, our extracted loading rates may be un-
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derestimated. In this case, we should detect a time-dependent increase of upper crust 

weakening and the current slip deficit would be released aseismically. Another realistic 

explanation for coupling increase in our models involves our simplified model rheology 

with a homogeneous, linear Maxwell viscosity that does not account for complex rheo-

logic features like low viscosity wedges (e.g. Klein et al., 2016). 

 

Figure 3.9: Rate changes during a) Period 2 and b) Period 3 after the Iquique-Pisagua 
earthquake with respect to the pre-event displacement rates. The vectors are color-
coded by the amplitude of the rate change, the symbols mark continuous (circle) and 
campaign (square) measurements. 
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However, the consistency and uniformity of the change of the interseismic velocity 

field, observed in both, sGPS and cGPS data, suggests an increase of shortening rate at 

the Loa segment independent of our modelling strategy. Longer postseismic time series 

will provide valuable data to our findings and to further investigate the temporal varia-

tions of coupling degree. 

3.6 Conclusion 

Based on 152 GPS time series, we have derived an interseismic backslip model of the 

(former) Northern Chile-Southern Peru seismic gap and three consecutive postseismic 

models documenting two years of afterslip motion following the 2014 Mw 8.1 Iquique-

Pisagua earthquake. Prior to the earthquake, we find a heterogeneously locked plate 

interface with two highly coupled patches in the central part of the gap that are separat-

ed by a narrow, low-coupling zone at 21° S (Iquique low coupling zone), probably act-

ing as a seismotectonic barrier. Consequently, the rupture area of the 1877 Mw 8.6 Iqui-

que earthquake should be analysed as two distinct patches. 

The postseismic models exhibit peak afterslip at the location of the largest aftershock 

and show a relatively sharp gradient from trenchward to landward motion at ~21° S 

latitude. Based on this strong displacement gradient as well as mapped changes in upper 

plate faulting and crack orientations, we speculate that crustal strength heterogeneity 

may contribute to cause this seismotectonic barrier. 

Cumulative afterslip reaches 89 +1.2/-0.4 cm, outlines the main rupture area down-dip 

and dissolves after two years. The Loa segment south of 21° S is unaffected by afterslip, 

but yields a significant rate increase towards interseismic gound displacement direction 

of up to 10 mm/yr in the second year following the earthquake. We interpret this as an 

increase in down-dip interface coupling due to shear stress increase as a consequence of 

regionally induced deformation (visco-elastic and/or elastic bending) after the 2014 

earthquake. The Iquique-Pisagua earthquake may have initiated a super-interseismic 

phase in the southern sector with a bimodal occurrence of megathrust events (Melnick et 

al., 2017; Loveless, 2017). In this case, the risk of another earthquake in this unbroken 

part between 21-23° S has increased. An opposing interpretation suggests time-

dependent crustal weakening involving aseismic slip release in the Loa segment. Longer 

deformation time series are needed to distinguish between these hypotheses and an in-

creased observational attention to this segment is recommended. 
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4 Refining coseismic slip of the 2014 Mw 8.1 
Iquique-Pisagua earthquake and the largest Mw 7.7 
aftershock by jointly modelling InSAR and GPS data 

4.1 Introduction 

4.1.1 Iquique-Pisagua mainshock 

The tectonic regime of the South American continent is mainly characterized by the 

subduction of the oceanic Nazca Plate underneath the continental South American Plate. 

Subduction zones are generally known to frequently generate large devastating meg-

athrust events and it is assumed that approximately 80 per cent of the total seismic ener-

gy worldwide is released by events located at convergent plate boundaries (e.g. Fowler, 

1990). The South American subduction zone is characterized by one of the most rapid 

convergence rates on Earth with about 6.7 cm/yr in the North of Chile (Norabuena et 

al., 1998) and, for that reason, it is not surprising that the Chilean coast has been hit by 

some of the largest instrumentally observed earthquakes during the past century, namely 

the 1960 Mw 9.5 Valdivia (Kanamori, 1977) and the 2010 Mw 8.8 Maule events (More-

no et al., 2010). A subduction plate interface is characterized by heterogeneous locking 

properties and can be conceptualized as consisting of asperities (or seismotectonic seg-

ments) that rupture individually (Aki, 1979). The rupture events at specific asperities are 

assumed to repeat after accumulating a characteristic slip deficit whilst being locked in 

the time interval referred to as earthquake recurrence time that usually lasts decades to 

centuries (Shimazaki and Nakata, 1980). Although rupture locations, extents of past 

events and also seismic recurrence intervals along the Chilean subduction zone are con-

strained either by instrumental measurements, geologic archive data or sometimes even 

historical reports (e.g. Kausel et al., 1986; Métois et al., 2013), we are still not able to 

precisely determine magnitudes and timing of future large earthquakes. Huge efforts in 

geodetic technology and the set-up of spatially dense networks of geophysical instru-

mentations, such as IPOC in Northern Chile, during the last decades has enabled exten-

sive measurement of ground deformation changes that occur during various phases of 

the subduction seismic cycle. Kinematic modelling of these geodetic observations al-

lows for the better understanding of the physical mechanisms related to the recurrence 

of large earthquakes and, ultimately, improves the seismic hazard prediction in the tem-

poral as well as spatial domain. It is well known, that seismic activity along subduction 
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zones is very heterogeneous, in fact significant gaps in seismicity are commonplace 

(e.g. Fowler 1990). These seismic gaps are located at seismotectonic segments that are 

assumed to have reached the amount of characteristic slip deficit and have not ruptured 

within the calculated recurrence interval. Such a gap can be characterized by a region of 

the interface with much lower rate of smaller magnitude interseismic earthquakes than 

adjacent segments. Until recently, one of the most mature seismic gaps along the Chile-

an subduction zone was the Northern Chile- Southern Peru seismic gap between 18°-

23° S latitude (Figure 4.1). Accordingly, the Iquique-Pisagua earthquake 2014 is 

thought to have ruptured the central part of the gap (Schurr et al., 2014; Ruiz et al., 

2014). The last historic megathrust event in this region is documented as the 1877 Iqui-

que-earthquake that is considered as the largest historical earthquake ever documented 

in Northern Chile with an estimated magnitude of Mw ~8.5-8.8 (Comte and Pardo, 

1991; Lomnitz, 2004; Chlieh et al., 2011) (Figure 4.1).  
 

 

Figure 4.1: Topographic map of Northern Chile. Rupture zones of past relevant earth-
quakes are indicated as shaded areas (source: USGS): the 1995 Antofagasta, the 2001 
Arequipa and the 2007 Tocopilla event (yellow), the 2014 Iquique-Pisagua event (red) 
including the epicentre locations of the mainshock (turquoise star) and its largest after-
shock (magenta star). The seismic source area of the last megathrust event 1877 (Iqui-
que event Mw ~8.6, Chlieh et al., 2011) in the Northern Chile- Southern Peru seismic 
gap is indicated as dashed ellipse.   
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However, the actual rupture length of this earthquake and whether or not it broke the 

entire length of the Northern Chile- Southern Peru seismic gap is still debated in scien-

tific literature resulting in a difference of up to 0.5 units of the moment magnitude (Mw) 

scale (e.g. Kausel, 1986; Comte and Pardo, 1991; Lomnitz, 2004; Métois et al., 2013). 

The seismic moment released by the 2007 Tocopilla event at 22-23° S latitude (Figure 

4.1) was calculated to only represent ~4% of the known moment deficit (Chlieh et al., 

2011). Other megathrust events in Northern Chile were documented in 1615 and 1768 

and the average recurrence interval was calculated to about 100 to 130 years (Duputel et 

al., 2015). Various coseismic slip models have been presented for the Iquique-Pisagua 

mainshock on April 1st, 2014 based on teleseismic observations (e.g. Yagi et al., 2014; 

Ruiz et al., 2014), GPS and tsunami records (e.g. An et al., 2014), seismic and GPS data 

(e.g. Schurr et al., 2014; Hayes et al., 2014), crack analysis (Loveless et al., 2016) and a 

combination of all of these observations (Duputel et al., 2015). In this study, I want to 

refine the existing coseismic models by combining InSAR measurements from two dif-

ferent satellites (Radarsat-2 and TerraSAR-X) with continuous GPS (cGPS) data to de-

rive coseismic displacements. The unique InSAR data set allows to clearly separate co-

seismic slip induced by the main event from slip caused by the large aftershock on April 

3rd in a joint InSAR and cGPS coseismic slip model approach. 

4.1.2 Iquique-Pisagua earthquake trigger scenarios 

The Iquique-Pisagua earthquake ruptured only about one third of the Northern Chile- 

Southern Peru seismic gap even though the calculated slip deficit of the entire seismo-

tectonic segment was assumed to have exceeded 9 m, which would correspond to the 

inferred rupture size of the 1877 megathrust event in case of a total segment failure (e.g. 

Schurr et al., 2014; Ruiz et al., 2014). Thus, although a subduction megathrust event 

was foreseen to rupture the mature seismic gap in Northern Chile for quite a long time 

(e.g. Kelleher, 1972; Comte and Pardo, 1991), the final Iquique-Pisagua event was 

smaller than expected. 

This fact raises the question of whether or not the 2014 earthquake was a characteristic 

seismic event that ruptured the same interface asperity with similar kinematics to those 

of the 1877-megathrust event. In order to address  this question, I introduce in the fol-

lowing paragraphs the tectonic state and conditions that are thought to have finally led 

to the partial segment failure here. 

The Iquique-Pisagua earthquake was preceded by a Mw 6.7 thrust event on 16th March 

2014, approximately 60 km SE of the Iquique mainshock epicenter followed by a re-

markable foreshore sequence that migrated towards the final rupture nucleation point 
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with a velocity comparable to that observed for the foreshock sequence before the great 

Mw 9.1 Tohoku-oki earthquake, Japan (Yagi et al., 2014; Kato et al., 2012). The simi-

larity of foreshock patterns and migration velocities of both megathrust events leads to 

the interpretation that a slow slip event accompanied the Iquique-Pisagua precursors and 

accounts for up to 25% of the observed pre-shock ground displacements finally trigger-

ing the mainshock (e.g. Kato et al., 2012; Ruiz et al., 2014; Yagi et al., 2014; Kato & 

Nakagawa 2014; Herman et al., 2016). Additionally, repeating earthquakes in the fore-

shock sequence that migrate towards the hypocenter of the final mainshock are taken as 

indication for slow slip (e.g. Kato & Nakagawa, 2014; Meng et al., 2015), whereas oth-

er studies argue that repeaters could also be caused by fluid pressure changes rather than 

slow slip and question statistical robustness of the 16 days observation interval between 

fore- and mainshock (Bedford et al., 2015). Another evidence for a slow slip event may 

be given by the interseismically unusual trenchward motion of coastal cGPS stations for 

about two weeks from 16 March until April 1st, 2014 (Figure B.11; Ruiz et al., 2014). 

In contrast, other studies show that transient cGPS displacements before the Iquique-

Pisagua mainshock can be reproduced by seismic slip caused by the foreshock sequence 

(e.g. Schurr et al., 2014; Bedford et al., 2015). However, the issue whether the Iquique-

Pisagua mainshock was triggered by a slow slip event or not remains an ongoing dis-

cussion in scientific literature.  

Alternative mainshock trigger scenarios involve the foreshock series that potentially 

occurred as cascading sequence of one earthquake triggering the following event finally 

culminating in the rupture of the mainshock. The Mw 6.7 event on 16 March 2014 is 

assumed to be the initiation-point of the intense precursor sequence (e.g. Gonzáles et 

al., 2015; Herman et al., 2016). This thrust-event ruptured at 17 km depth and is charac-

terized by an unusually rotated strike of 277° compared to the subducting Nazca slab 

with a strike of 335° (Hayes et al., 2014). This rotation is generally attributed to the 

location of the rupture in the upper plate instead of on the plate interface as the strike 

coincides to crustal fault orientations (Gonzales et al., 2015). In contrast, most of the 

foreshocks of the Iquique-Pisagua event are located on the megathrust interface (Hayes 

et al., 2014). Triggering of the mainshock by the foreshock sequence is supported by the 

observation that the rupture area was characterized by a positive Coulomb failure stress 

(CFS), potentially loaded by preceding seismicity. Similarly, the large aftershock oc-

curred in a region that was unaffected by precursors but most likely positively loaded by 

the mainshock (Herman et al., 2016). 
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4.2 Methods 

4.2.1 InSAR processing   

The Iquique-Pisagua earthquake on April 1, 2014 and its largest aftershock two days 

later induced large ground displacements that were measured by various geodetic in-

struments. In addition to cGPS data, I use InSAR measurements to jointly invert for 

ground motion and model coseismic interface slip. In my thesis, I use a total of 18 SAR 

images from the TerraSAR-X satellite in X-band (wavelength λ= 31.0mm) and 32 ac-

quisitions from the Radarsat-2 satellite in C-band (56.2mm)  

In general, two SAR acquisitions from the same frequency, footprint area, orbit and 

acquisition geometry are required for generating interferograms (Hanssen, 2001). In 

order to enlarge the spatial extent of the InSAR scenes, I concatenated three TSX and 

four RS2 acquisitions along-track to finally yield one single SAR image for each date 

(Figure C.1). The shortest interferometric observation interval corresponds to the satel-

lite orbit recurrence time (11 days for TerraSAR-X and 24 days for Radarsat-2). In or-

der to extract deformation related to an earthquake, one SAR scene before and one sce-

ne after the event is combined via different InSAR processing steps. Thus, the genera-

tion of interferograms is highly limited to the data availability in the satellite archive. In 

case of the Iquique-Pisagua earthquake, the data cover a time interval from 2011-2015 

including deformation related to the mainshock on April 1, 2014 (Figure 4.2). 
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Figure 4.2: (previous page) Overview of applied InSAR combinations with markers for 
the Iquique-Pisagua mainshock (red line) and the largest aftershock two days later 
(dashed blue line). Horizontal black lines (with numbers) indicate interferometric pairs 
with respective acquisition dates. The different colours reflect different acquisition 
modes: TSX ascending (red), RS2 ascending (green) and RS2 descending (blue). 

 

Processing of all SAR data is performed using the Gamma software (Werner et al., 

2000). Here, I provide a detailed description of all applied processing operations for the 

interferometric approach of my data (Text C.1) and moreover highlight deviations and 

adjustments to the commonly followed processing chain presented in section 2.2.1. In 

general, I applied the same processing strategy for images of both sensors TerraSar-X 

and Radarsat-2, but used different parameter settings that are pointed out in the corre-

sponding sections that outline the processing. First, I merged corresponding SLC tiles 

by estimating the offsets between two image tiles that must be overlapping along-track. 

I estimated range and azimuth registration offsets using cross-correlation optimization 

over a grid of 64 x 64 pixels with an oversampling factor of two. Based on these offsets, 

a four-parameter polynomial is solved with regression. I then concatenated two SLC 

tiles using the polynomials and the Doppler centroid information and repeated the pro-

cedure for the third SLC image for TerraSar-X respectively for the third and fourth im-

age in case of Radarsat-2 acquisitions. 

A drawback in merging several SLC tiles may be the introduction of slight image ge-

ometry changes and a shift of the Doppler frequency center location. This potentially 

leads to problems in the image co-registration and can result in a loss of coherence of 

the interferogram. When applying the common SLC-to-SLC resampling method based 

on correlation (see section 2.2.1), all processed interferograms experienced a significant 

degradation of coherence towards the edges of the merged image (Figure 4.3). For that 

reason, I applied an extended co-registration operation using look-up tables and the 

Shuttle Radar Topography Mission 2 (SRTM-2) DEM with a resolution of 3 arc sec-

onds (∼90 m; Farr et al., 2007). 

The DEM-assistant co-registration provides higher accuracy than the cross-correlation 

algorithm and requires the generation of multi-look images (MLI) and a DEM in range-

Doppler coordinates based on the geometry of the master MLI. Thus, each pixel of the 

reference SRTM-2 DEM is assigned to a coordinate of the corresponding pixel in the 

MLI. Multi-looking is a technique to reduce noise by averaging or oversampling an im-

age which goes along with a reduction of the spatial resolution. For that reason, I chose 

the number of range and azimuth looks based on the best compromise between noise 

reduction and resolution loss based on the generation of square pixels in the SLC. For 

TerraSAR-X, I used 10 x 10 looks for approximately 20 m pixel spacing and for Radar-
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sat-2, I used 5 x 10 looks in range and azimuth and approx. 50 m pixel spacing. The 

actual transformation of the SRTM-2 DEM into the radar coordinate system of the 

MLIs takes into account local terrain heights and image skew. First, each pixel of the 

DEM is transformed from map to Cartesian coordinates. Second, a correction of the 

Datum shift between the map projection and sensor orbit geometry reference ellipsoid is 

applied. Then, position and acquisition times of the pixels in map coordinates are de-

termined and finally look vectors of those pixels are calculated to derive azimuth and 

slant range position. 

Figure 4.3: Coherence maps of interferogram 1 (Figure 4.2, asc. TSX 18122011-
02042014) as a result of different processing strategies. a) The coherence is very low 
and decreases towards the edges of the image when applying SLC-to-SLC coregistra-
tion for merged SAR-tiles along-track. b) The coherence can be significantly improved 
when incorporating a DEM for coregistration procedure. 

In a next processing step, I generated a co-registration look-up table by resampling the 

slave MLI to the master MLI geometry. The look-up table defines coordinates in the 

new transformation coordinate system for each image pixel in the old coordinate sys-

tem. This transformation is based on image parameters and orbital data defined in the 

sensor parameter files. I determine initial registration offsets between the two images in 

different geometries using cross-correlation analysis. I performed a refinement of those 

offsets using bi-linear functions of range and azimuth to compensate for location errors 

due to imprecise orbital information. To yield refined offset model polynomials that 

guide the search of pixel positions, I calculate offsets in small image chips. This opera-

tion for estimating coefficients is repeated at least twice using different parameter set-
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tings. In a first run, a small number of offsets is defined efficiently by choosing an over-

sampling factor of 1. To improve the quality and number of offsets, I chose an over-

sampling factor of 2 in the second run. This refinement yields the registration polyno-

mial that is finally used to improve the quality of the initial look-up table. Using the 

refined look-up table, the slave SLC is then resampled to the master SLC. Due to inac-

curacies in DEM terrain heights, orbit state vectors and offset estimation, a slight offset 

between both SLC images remains after this resampling and I applied the classical 

cross-correlation co-registering based on intensities to further improve the matching 

results. In a next step, I applied a complex multiplication of all pixels of the two co-

registered SLC images yielding the complex normalized, wrapped interferogram in 10 x 

10 looks (TerraSAR-X) and 5 x 10 looks (Radarsat-2) in range and azimuth. The gener-

ated interferogram now contains all phase contributions discussed in section 2.2.1 and 

equation 2.12 and needs to be corrected for all contributors that are not associated to 

ground deformation. 

The baseline estimation for calculating the fraction of the orbital phase is based on the 

state vectors in the SLC parameter files. In case of inaccurate orbit information, large 

errors can arise. The provided orbits of TerraSAR-X were very precise, whereas orbits 

of Radarsat-2 acquisitions were inaccurate and produced large artefacts, visible as linear 

ramps over the entire interferogram. For that reason, more precise orbits were generated 

in a post-processing procedure using the enhanced definite orbit tool (EDOT) from the 

Canadian satellite owner, MDA. I used these definite orbits to update Radarsat-2 state 

vectors (Figure C.2). To subtract signal fractions due to topographic differences be-

tween the two SLC images (caused by the difference in orbit geometries and thus satel-

lite look directions of each acquisition), I generated a simulated backscatter image. The 

height information is derived from the SRTM-2 DEM in radar coordinates and topo-

graphic information is converted into a synthetic signal in the radar domain. This opera-

tion requires a co-registration procedure between the simulated image and the wrapped 

interferogram, which I applied using a two-step intensity cross-correlation algorithm 

over image patches of first 256 x 256 pixels and second 128 x 128 pixels and an over-

sampling factor of 2. Subtracting the synthetic height phase from the complex interfero-

gram yields the differential interferogram that is assumed to only contain deformation-

related and error phase contributions. To prepare the wrapped differential interferogram 

that contains phase information modulo 2π for phase unwrapping, I apply an adaptive 

filtering approach. The advanced filtering step is performed to more efficiently unwrap 

the interferometric phase while reducing the number of residuals without losing spatial 

information. The adaptive filtering algorithm is based on Goldstein & Werner (1998) 

and applies filtering functions estimated from the local fringe spectrum. Thus, the inter-
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ferogram power spectrum is computed locally to design a filter that is finally applied to 

the interferogram. The filtering is then applied using fast Fourier transformation (FFT) 

with a power of two. The FFT window size was set to 64, whereas the exponent for 

non-linear filtering was chosen to be 0.6 and hence represents the compromise between 

noise reduction and phase smoothing. As a result of the magnitude of the complex val-

ued output filtered interferogram, I then derive a phase noise coherence map using an 

estimation window size of 9 pixels. The coherence map is an estimate for robust and 

non-robust unwrap areas in the interferogram. The lower the coherence, the more likely 

unwrapping errors will occur due to the presence of discontinuities. Unwrapping is the 

final and crucial step in interferometric processing, where an integer value is added to 

the complex phase information that is only known modulo 2π to yield the true ground 

range as surface deformation in the LOS of the satellite. This operation can mathemati-

cally described as path-dependent integration over all pixels. Unwrapping is realised by 

using the global optimization technique of minimum cost flow (MCF) with a triangular 

and irregular network that globally minimizes the difference in gradients of the wrapped 

and unwrapped phase (Werner et al., 2002). First, a coherence based validity mask is 

generated excluding areas that potentially introduce errors when unwrapping the inter-

ferometric phase. Pixels below a given coherence threshold in the interferometric corre-

lation file are masked out for unwrapping . In my processing procedure, the coherence 

threshold ranges between 0.4 and 0.7. The interferometric correlation is also used for 

weighting pixels for the MCF processing. I then applied an adaptive sampling reduction 

to adaptively thin-out points. In general, patching the interferogram for unwrapping is 

not recommended, because it tends to introduce artefacts. But if the number of pixels 

exceeds the capacity of computer memory, patching becomes necessary. In the case of 

the Radarsat-2 data, I unwrapped the interferogram using 2x2 overlapping patches, 

whereas for TerraSar-X I unwrapped the entire interferogram as one single patch. For 

Radarsat-2, each patch is unwrapped individually and phases are merged at overlapping 

boundaries. The topmost left pixel of the interferogram in radar coordinates was arbi-

trarily set as reference point and thus phase zero for unwrapping procedure. The reason 

is that no areas of zero deformation could certainly be determined in the subduction 

zone earthquake setting with the expected long-wavelength tectonic signal. Linear 

ramps were accounted for in a post-processing procedure and final ground deformation 

values were adjusted in a joint inversion algorithm with GPS. 
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4.2.2 InSAR errors and subsampling   

Interferometric data errors generally have individual characteristics for each single in-

terferogram. One of the main error sources apart from unwrapping errors due to phase 

decorrelation is induced by the difference of the state of the atmosphere during two ac-

quisitions (section 2.2.2). Since this error source involves turbulent atmospheric pro-

cesses, InSAR processing has to be adjusted case-specifically for multi-looking, filter-

ing and other noise reduction algorithms. The atmospheric error estimation is performed 

explicitly in an area that is free of surface deformation. This requires a priori knowledge 

about the area of interest and the expected deformation signal. For localized ground 

deformation sources (e.g. volcanoes) it is way easier to define areas of non-deformation 

close to the epicenter of deformation, whereas for earthquakes, large parts of the inter-

ferogram are affected by ground deformation. To enlarge the InSAR footprint, several 

SLC tiles can be merged along-track (section 4.2.1). Usually the epicenter for subduc-

tion megathrust events is located offshore and coastal InSAR footprints do not include 

the peak deformation location. Thus, an area that has the largest distance to the earth-

quake epicenter is defined as the least-deforming region. The error is assumed to be 

stationary, which means that error statistics are the same throughout the entire interfero-

gram – in both deforming and non-deforming regions. For the InSAR variances, I calcu-

late sample semi-variograms, whereas for the spatial correlation in the data, I use sam-

ple covariograms that are generated using characteristics of various point pairs through-

out the defined non-deforming region in the interferogram (section 2.2.2). The point 

pair distance was chosen in a range between 0 and 0.5° with a bin distance of 0.02°. In 

this study, the level at which the semi-variogram saturates is defined as a data variance 

that ranges from 5 to 15 mm2. Fitting positive-definite functions to the sample covario-

gram yields a continuous description of the covariance that assigns an error value to 

each InSAR pixel respectively each InSAR cell (Figure 4.4).  

A single unwrapped interferogram usually consists of millions of data points (pixels), 

depending on the acquisition mode and coherence of the scene. In case of the Iquique-

Pisagua earthquake, the expected ground motion signal has a long wavelength and a 

rather smooth deformation gradient. This deformation gradient can be represented with 

much fewer InSAR data points without any significant loss in information, and, given 

the number and average size of slip patches in the dislocation model, it is appropriate to 

downsample the InSAR data in the joint inversion with cGPS data. This InSAR 

resampling significantly improves the processing and inversion performance and more-

over simplifies the data weighting of cGPS and InSAR data points. Thus, all interfero-

grams are subsampled applying the Quadtree algorithm (Jónsson et al., 2002). For 
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24 h period are averaged to a single GPS antenna position value. All cGPS data were 

processed in the ITRF2014 reference frame (Altamimi et al., 2016) using the EPOS 

software (Deng et al., 2016) that incorporates the position calibration by IGS absolute 

antenna phase centres (Schmid et al., 2007), a FES2004 tide model compensation 

(Lyard et al., 2006), an hourly random-walk parameter wet zenith delay calculation 

(Gendt et al., 2013) and a network mode coordinate estimation reducing the impact of 

the Earth rotation parameter (Rebischung et al., 2015). To compensate the non-

deformational rotation of the South American Plate, I converted the resulting ITRF2014 

cGPS measurements into NNR-Nuvel-1A compatible velocities (DeMets et al., 1994) 

relative to South America by applying an Euler Pole rotation (21.44° S, 125.18° W, 

0.12° Myr-1, Moreno et al., 2011).  

The total cGPS time series of the IPOC network in this study covers a time interval 

from 2003-2016 (Figure B.1). The GPS signal thus contains, along with various noise 

signals, the tectonic ground displacement signal contributions of the inter-, co- and 

postseismic stage related to the Iquique-Pisagua earthquake 2014. For a tectonic analy-

sis, the most problematic sources of noise (non-tectonic) in the time series are due to 

seasonal oscillations and antenna offsets (Bevis & Brown, 2014). For each component 

(East, North, and Up) at each station, I calculated model parameters for the station tra-

jectory with a linear regression, including terms for first-order polynomial tectonic mo-

tion, seasonal oscillations, and earthquake and equipment related offsets (see also sec-

tion 2.1.3). The mathematical functions for the modelled tectonic signal contributions 

are outlined in Bevis & Brown (2014). A more detailed description of the GPS post-

processing extraction of tectonic signal contributions is provided in section 3.2.2. cGPS 

time series (Figure B.2), GPS data processing (Text B.1 and Figure 2.2) and reference 

frame realization (Figure B.4) are provided in the auxiliary material. Finally, I separat-

ed the coseismic displacement related to the Iquique-Pisagua mainshock on April 1, 

2014 by truncating the corrected time series. The time period for coseismic cGPS meas-

urements thus covers three days from one day before the actual mainshock until one day 

after (March 31 – April 2, 2014). For measurements of ground displacement in relation 

to the largest aftershock on April 3, 2014, I extracted cGPS data from April 2 until April 

4, 2014. However, for the joint models including InSAR and cGPS data, the length of 

the coseismic cGPS time series corresponds to the relative time span between master 

and slave SAR acquisition of each interferogram individually. The cGPS measurements 

and error of each data point can be found in the auxiliary material (Tables C.6-C.10). 
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4.2.4 Geodetic Modelling: joint inversion of InSAR and cGPS data 

The surface deformation measured by cGPS and InSAR data can be related to motion of 

a known fault geometry at depth by means of analytical transfer functions (Green´s 

functions). By inverting this system of linear equations using the least-square MATLAB 

routine ‘lsqlin’ (Coleman and Li, 1996), I model slip as dislocations of each sub-patch 

of the fault in an elastic half space (Okada, 1985, Okada, 1992). The fault plane of the 

Iquique-Pisagua subduction zone earthquake corresponds to the Chilean subduction 

plate interface geometry, which I sample from the SLAB1.0 model (Hayes et al., 2012). 

I model slip as along strike and up-dip dislocations on 1016 triangular fault patches that 

extend from 17.5 to 26°S latitude and from the surface down to a maximum depth of 65 

km, assumed to represent the Moho depth (Husen et al., 2000; Chlieh et al., 2011). The 

rake is not constrained and backslip is allowed to occur. I additionally apply a Laplacian 

operator that minimizes slip variations of neighbouring patches based on an input 

smoothing weight. The strength of this regularization is determined by the trade-off 

between misfit and slip roughness (Figure C.3).  

The joint inversion of cGPS and InSAR data additionally incorporates a simple model 

of a 3-dimensional linear ramp on InSAR cells (Quads). This linear ramp is corrected 

for the unwrapped interferograms (Figure 4.5).  
 

 

Figure 4.5:Subsampled Radarsat-2 interferogram (Figure 4.2, asc. RS2 27032014-
20042014) with a) the unwrapped interferogram, b) the calculated linear ramp and c) 
the unwrapped interferogram corrected for the linear ramp. 

 

To compensate shortening signal in the surface deformation rates caused by the Central 

Andean sliver (Bevis et al., 2001), I applied an Euler Pole calculated in the interseismic 

models (1.20° S, 77.31° W +0.30° Myr-1, see section 3.3.2). The Andean sliver motion 

accounts for 12-14 mm/yr of measured cGPS rates, which is consistent with other stud-
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ies (e.g. Métois et al., 2013; Brooks et al., 2011). This sliver contribution is removed 

individually from each time series. 

For jointly modelling InSAR and cGPS data, the relative weights for all data points 

have to be adapted carefully, especially as the interferograms have a spatially extremely 

high resolution. As discussed earlier in this chapter, the long-wavelength tectonic signal 

allows for a subsampling of the InSAR data points down to a number comparable to the 

number of cGPS data points. Due to the higher incidence angle for SAR acquisitions, 

InSAR measurements are more sensitive to vertical motion, whereas GPS data better 

represent horizontal deformation. Despite of the higher sensitivity of GPS measure-

ments to horizontal motions, the error for both, vertical and horizontal direction, given 

by the instrument is in the same order of magnitude. Thus, the vertical error may be 

underrepresented by the instrument. For this reason, I increased the vertical cGPS un-

certainty by decreasing the weights for the vertical component by a factor of five. The 

weights for all InSAR data points (Quads) and cGPS stations are defined as the square 

of the inverse error. For each cGPS data point, the error corresponds to the total position 

error of a 24 h-period, whereas for the InSAR cells, the error is calculated based on a 

statistical approach (section 4.2.2). The distribution between both data sets spatially 

varies and I additionally tested different weighting ratios w = wInSAR/wcGPS in a least 

rms-error analysis (Cavalié et al., 2013). A weighting ratio of w= 0.75 – 1.5 generates 

the best data fit for the individual slip models (Figure 4.6 and C.3). 
 

 

Figure 4.6: Testing different weighting ratios w = wInSAR/wcGPS for Sub-model VI includ-
ing the asc. interferogram RS2 27032014-20042014 (Figure 4.9 b,d). Single cGPS rms 
error (red rectangles), single InSAR error (blue rectangles) and total error (green 
crosses) are plotted together. The ratio with the least total rms error is considered as 
best fit ratio for weighting the different data sets.  
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The coseismic slip models generally reflect (positive) trenchward motion on fault slip 

patches during the mainshock and the largest aftershock of the Iquique-Pisagua earth-

quake 2014. But the sparse SAR data archive availability only allows the generation of 

long model time intervals that contain inter- co- and postseismic ground displacement 

signals. The superposition of different deformation mechanisms in the seismic cycle 

requires a higher degree of complexity in all sub-models. For this reason, (negative) 

landward motion of fault patches referred to as backslip (Savage, 1983) as an estimate 

for interseismic coupling is allowed in the modelling. Another reason for allowing 

backslip is the large spatial extent of the interface geometry that covers different seis-

motectonic segments that may not all be directly influenced by coseismic (trenchward) 

interface motion. The degree of coupling of the plate interface can be inferred from 

those backslip rates. Coupling is given in ratios between 0 and 1, with 1 referring to a 

fully locked plate interface moving with the rate of the subducting Nazca Plate which is 

54 mm/yr after removal of the sliver motion (Li et al., 2015; Métois et al., 2016). 

4.2.5 Model strategy: Extraction of coseismic slip 

I separately analyse ground deformation caused by the Iquique-Pisagua mainshock on 

April 1, 2014 and its largest aftershock two days later. By jointly inverting for cGPS 

and InSAR data, I generate a coseismic slip model for both events. Due to the limited 

availability of SAR data that are suitable for interferometry in the archive, the time pe-

riod of all coseismic models covers approximately four years in total, from 2011 until 

2015 (Figure 4.7). Thus, although InSAR data allow for a highly spatially resolved in-

vestigation of coseismic deformation patterns in the coastal near-field area of the Iqui-

que-Pisagua mainshock region, all interferometric measurements represent a superposi-

tion of deformation from different stages of the seismic cycle. To extract pure coseismic 

displacements, I split the ground displacement analysis into different model intervals 

and compensate for non-coseismic measurement contributions. Accordingly, the inde-

pendent coseismic slip models of the largest aftershock (Model A) and the mainshock 

(Models C-D) are retrieved from a complex combination of various Sub-models (I-VI) 

(Figure 4.7)  

Model A combines two Sub-models (I and II). Sub-model I contains only postseismic 

deformation. The descending RS2 interferogram from April 4th until June 15th 2014 is 

jointly inverted with cGPS data from the corresponding interval. Sub-model II incorpo-

rates the joint inversion of the ascending TSX interferogram from April 02, 2014 until 

June 18, 2014 with corresponding cGPS data and contains coseismic deformation 

caused by the largest aftershock plus postseismic deformation. Subtracting Sub-model II 
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from Sub-model I, while assuming that rate changes between the 15th until the 18th of 

June 2014 are negligible, yields the extracted ground displacement of the largest after-

shock on 3rd of April.  

The coseismic (mainshock) Model B is derived by first generating Sub-model III as 

joint inversion of ascending TSX interferogram of December 18, 2011 until April 02, 

2014 with cGPS data in that interval. Sub-model III thus contains more than two years 

of interseismic slip and the ground displacement caused by the mainshock on 1st of 

April 2014. In a second step, I performed Sub-model IV that incorporates cGPS veloci-

ties calculated for the corresponding interval (December 18, 2011 until March 31, 2014) 

as derived from my averaged interseismic model (Figure 3.4, section 3.3.2) to compen-

sate for interseismic loading. Finally, the subtraction of Sub-model IV from Sub-model 

III yields the coseismic Model B. 

 

 
 

Figure 4.7: Overview of the complex model substitutions to derive an aftershock (Model 
A) and three coseismic (Models B-D) slip models. Models I-VI refer to Sub-models de-
rived from the joint inversion of cGPS and InSAR data (black lines) respectively inver-
sion of cGPS-only measurements (grey lines). The model intervals of Sub-Models I-VI 
correspond to the dates highlighted in the figure (grey/black dots). Subtraction of those 
sub-models yields the final coseismic/aftershock Models A-D (green lines). 
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The second coseismic (mainshock) Model C incorporates the joint inversion of the de-

scending RS2 interferogram from July 01, 2011 until April 04, 2014 with cGPS data in 

the corresponding interval (Sub-model V). Since this approach incorporates more than 

two and a half years of interseismic loading as well as the displacement caused by the 

largest aftershock on 3rd of April 2014, I need to separately subtract both non-

coseismically derived slip contributions from Sub-model V. Therefore, I first compen-

sate for aftershock-related deformation by subtracting Model A from Sub-model V. In a 

second step, the interseismic Sub-model IV that is already applied in Model A is   sub-

tracted from the modified Sub-model V to finally derive Model C. 

A third coseismic (mainshock) Model D contains the ascending Radarsat-2 interfero-

gram from March, 27 – April 20, 2014 that is jointly inverted with cGPS data from the 

corresponding interval (Sub-model VI). The time period of postseismic deformation 

corresponds to the interval covered in model Period 1 in section 3.4.1. Subtracting 

Model Period 1 from Sub-model VI yields the coseismic slip of the mainshock and  the 

main aftershock. Therefore additionally subtracting Model A from the modified Sub-

model VI extracts the purely coseismic Model D. 

Finally, each of the three independent mainshock slip models B, C and D is equally 

weighted to yield the best representation of coseismic slip on the subduction interface. 

4.3 Results 

4.3.1 Interferograms  

In this study, I processed seven interferograms of two different satellites (TSX and RS2) 

in ascending and descending orbits. All interferograms cover different stages of the 

seismic deformation cycle in Northern Chile associated to the Iquique-Pisagua earth-

quake 2014. Here, I present results of wrapped and unwrapped ground displacements in 

the line-of-sight (LOS) direction of the satellite. Most of the processed interfergrams are 

combined in a joint inversion approach together with cGPS data. For two interferograms 

(RS2 18022012-27032014 and TSX 18062014-09032015), the complex signal contribu-

tions and spatial limitations for large-scale inter- and postseismic deformation strongly 

restrict a joint modelling approach. One RS2 interferogram displays the early postseis-

mic deformation (04042014-15062014), whereas all other interferograms contain co-

seismic ground displacement signal contributions caused by the mainshock (TSX 

18122011-02042014), the largest aftershock (TSX 02042014-18062014) or the combi-

nation of both (RS2 01072011-04042014 and RS2 27032014-20042014) (Figure 4.2). 
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In general, wrapped interferograms indicate the direction of ground motion towards or 

away from the LOS of the satellite. This direction can directly be inferred by the se-

quence of colours within one fringe that represents a full cycle (or half the wavelength) 

of the emitted electromagnetic wave. The number of fringes in one interferogram is 

equal to the integer number of full cycles of relative ground displacement throughout 

the footprint. The displacement measured modulo 2π (one phase cycle) is thus given by 

the number of fringes, whereas the spatial relation of ground deformation is given by 

the density and extent of those fringes. This wrapped information of ground displace-

ment is then unwrapped by applying a path-dependet, pixelwise integration that yields 

the total displacements in metric length units. The reference point for the starting loca-

tion of the integration (unwrapping) is defined as a zero deformation location. Its posi-

tion was chosen based on the largest distance to the expected maximum deformation.  

The wrapped ascending coseismic TSX interferogram (Figure 4.8 a) shows a dense, 

dominantly N-S directed fringe pattern. The fringes are interrupted in the central and 

southern part, and less clear and less circular shaped compared to the RS2 coseismic 

interferograms (Figure 4.9 b, 4.10 a). The unwrapped ascending coseismic TSX inter-

ferogram (Figure 4.8 d) reveals the maximum ground motion at the coast at the closest 

distance to the mainshock epicenter with 100 mm motion towards the LOS. The defor-

mation decreases towards the south of the footprint with a minimum of about -10 mm 

(direction away from the satellite). The wrapped ascending coseismic TSX interfero-

gram of the largest aftershock (Figure 4.8 b) has a circular-shaped and dense fringe 

pattern centered at the closest distance to the epicenter of the aftershock at the coast at 

20.4° S latitude. These circular fringes are interrupted by N-S directed fringes at 19.8° S 

latitude towards the north that may reflect the influence of postseismic ground defor-

mation of the mainshock. The unwrapped ascending TSX interferogram  (Figure 4.8 e) 

reveals a maximum ground motion of 100 mm towards LOS in the center of the circu-

larly shaped deformation pattern at closest distance to the aftershock epicentre at the 

Chilean coast. A minimum ground motion of -100 mm away from the LOS occurs at the 

same latitude further inland, at the rim of the circular deformation pattern.  

 

Figure 4.8: (next page) Ascending TerraSAR-X interferograms. The wrapped interfero-
grams a)-c) are displayed in full phase cycles measured from 0 to 2π in the LOS of the 
satellite. Unwrapped interferograms d)-f) show deformation in metric units (mm) with 
look angle from the ground. The numbers at the bottom right of each image refer to 
interferogram numbers in Figure 4.2, where a) and d) is TSX 18122011-02042014 (1), 
b) and e) is TSX 02042014-18062014 (2) and c) and f) is TSX 18062014-09032015 (3). 
The reference point is marked with a black star in the unwrapped interferograms. Black 
dotted rectangles on f) show footprint size of descending and ascending RS2 interfero-
grams. The coseismic slip contours are from Duputel et al., (2015). 
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The wrapped ascending postseismic TSX interferogram (Figure 4.8 c) has a significant-

ly lower coherence, which is indicated by less dense pixel (scatterer) coverage com-

pared to all other interferograms. Thus, the fringe pattern is hardly visible and  less con-

sistent. However, the fringes are mainly N-S-oriented, perpendicular to the trench. The 

unwrapped ascending postseismic TSX interferogram (Figure 4.8 f) reveals a relative 

ground motion difference within an approximate range of 0 to 70 mm towards the satel-

lite, from the south to the north of the scene.  

The wrapped interseismic RS2 interferogram (Figure 4.9 a) shows a preferably N-S 

directed ground deformation. The fringes in the northern part are characterized by an 

elliptical shape with an extended axis in the N-S direction, whereas the geometric fringe 

pattern towards the south is less clear indicating less ground motion. This change of 

fringe geometry can be localized in the latitudinal range of the epicentre of the Iquique-

Pisagua mainshock at ~20° S. A similar conclusion can be drawn based on the un-

wrapped interferogram (Figure 4.9 c) that shows maximum ground motion of 85 mm in 

the north and maximum subsidence of -30 mm towards the south. The location of the 

inferred hingeline of the change of motion roughly coincides with the latitude of the 

megathrust epicenter. The fringe pattern of the wrapped ascending coseismic RS2 inter-

ferogram (Figure 4.9 b) is very dense, indicating a high degree of deformation through-

out the footprint. The highest density occurs at the coast, closest to the epicenter of the 

mainshock and the largest aftershock with fringes directed parallel to the trench, E-W. 

Those fringes are super-imposed further onshore by a second dominant fringe pattern  

that is directed N-S, thus perpendicular to the trench. The unwrapped interferogram 

(Figure 4.9 d) reveals the highest ground deformation at the coast of about 150 mm 

towards the satellite, which may be primarily due to the high horizontal, coseismically 

trenchward motion rate rather than to the vertical motion. The N-S directed ground de-

formation shows deformation away from the LOS towards the northern and southern 

edges of the interferogram. The complex LOS-deformation pattern may arise by the 

satellite acquisition geometry. In ascending mode, the satellite look direction is towards 

the right (East). Thus coseismic ground motion in Northern Chile is directed towards 

the satellite look direction and horizontal motion dominates over vertical motion in the 

interferogram as subsidence would be expected at this distance to the trench. Moreover, 

the large coseismic deformation signal exceeds the spatial coverage of the InSAR foot-

print. The reference point location is defined at the largest distance to the epicentre of 

the mainshock and the largest aftershock, and may reflect the location of least defor-

mation (rather than zero ground motion) which would result in a possible deformation 

offset throughout the interferogram. 
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Figure 4.9: Ascending Radarsat-2 interferograms. The wrapped interferograms a)-b) 
are displayed in full phase cycles measured from 0 to 2π in the LOS of the satellite. 
Unwrapped interferograms c)-d) show deformation in metric units (mm) with look angle 
from the ground. The numbers at the bottom right of each image refer to interferogram 
numbers in Figure 4.2, where a) and c) is RS2 18022012-27032014 (4), and b) and d) is 
RS2 27032014-20042014 (5). The reference point is marked with a black star in the 
unwrapped interferograms. Black dotted rectangles on c) show footprint size of de-
scending RS2 and ascending TSX interferograms. The coseismic slip contours are from 
Duputel et al., (2015). 

 

The wrapped descending coseismic RS2 interferogram (Figure 4.10 a) shows a densely 

circular shaped fringe pattern centered  at the coast at closest distance to the epicentre of 

the mainshock (19.8° S). The unwrapped descending coseismic RS2 interferogram 

(Figure 4.10 c) yields a maximum deformation of -600 mm away from the LOS in the 

center region of the circular pattern. 
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The fringe pattern in the wrapped descending postseismic RS2 interferogram (Figure 

4.10 b) is less clear and less dense, but still circular shaped with the center in the latitu-

dinal range of the mainshock epicenter. The wavelength of these fringes have changed 

in comparison to the coseismic pattern and is larger in the postseismic stage.  
 

 
 

Figure 4.10: Descending RS2 interferograms. The wrapped interferograms a)-b) are dis-
played in full phase cycles measured from 0-2π in LOS. Unwrapped interferograms c)-d) 
show deformation in mm with look angle from the ground. The numbers at the bottom right 
refer to interferogram numbers in Figure 4.2, where a) and c) is RS2 01072011-04042014 
(6), and b) and d) is RS2 04042014-15062014 (7). The reference point is marked with a 
black star in the unwrapped interferograms. Black dotted rectangles on d) show footprint 
size of ascending RS2 and TSX interferograms. 
 
In the wrapped interferogram (Figure 4.10 b), a lot of small-scaled, multicolored fringe 

structures are apparent and can be correlated to topography gradients in the unwrapped 
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descending postseismic RS2 interferogram (Figure 4.10 d). In particular, the canyons to 

the north and the ridge structures in the center of the footprint are clearly visible as defor-

mation anomalies. These anomalies can often be explained by highly varying local condi-

tions of atmospheric water vapor availability at the image acquisition time. Those condi-

tions lead to a correlation of topographic height with interferometric phase. These effects 

can be corrected by applying a linear inversion in which a linear trend is subtracted from 

the phase depending on terrain elevation (see also section 2.2.2). But strongly local varying 

conditions within the InSAR footprint as the canyons to the north (Figure 4.10 b) are hard 

to correct for without further information and are cropped in order to not contaminate the 

deformation signal (Figure 4.10 d). The corrected unwrapped interferogram (Figure 4.10 

d) shows subsidence of -10 mm at the coast in a circular-shaped deformation pattern. 

4.3.2 Models 

For all models, I performed a sensitivity analysis, in which I forward model a checker-

board geometry of slip and backslip patches of +/- 1 m slip with a rectangular size of 

~80x80 km on the subduction zone interface to the cGPS network and InSAR data 

patches. This analysis reveals a relatively better resolution of the plate interface below 

15 km depth, whereas shallow slip above 10 km depth is relatively poorly resolved, 

which is mainly due to the lack of offshore measurements (Figure C.4 a).  

Sub-model I covers the first two months of postseismic stage measured with InSAR and 

GPS. The weighting ratio w = wInSAR/wcGPS based on the approach of Cavalié et al. 

(2013) is 0.75 (Figure C.4 f). The slip model reveals a quite homogeneous slip of about 

0.25 m with peak slip of 0.28 m at the southern edge around the epicenter of the largest 

aftershock (Figure 4.11 a). Postseismic slip is negligible south of 21° S and north of 

18.8° S. The GPS data reveal a distinct change of motion at ~21°S from trenchward to 

the north and (interseismically) landward motion to the south (Figure 4.11 b). The larg-

est horizontal motion is 66.0 mm at cGPS station UAPE. My model fits the cGPS well 

with a rms-misfit of 1.0 mm in horizontal direction and 1.4 mm in vertical direction 

(Figure C.4 b). The InSAR footprint covers only the trenchward motion north of 21° S 

and shows very little (vertical) LOS-ground motion (less than 20 mm, Figure 4.11 f). 

The slip model represents well the LOS-motions with a rms-misfit of 3.2 mm (Figure 

4.11 g). Original InSAR data, linear ramp reduction and InSAR model residuals can be 

found in the auxiliary material (Figure C.4 c-e). 

Sub-model II (a joint inversion of GPS and InSAR data) covers the first two months of 

the postseismic stage and incorporates the largest aftershock on 3rd of April. The 

weighting ratio w = wInSAR/wcGPS is 1.5 (Figure C.5 a). The slip model shows an ellipti-
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cal-shaped distribution that is elongated towards N-S in the megathrust rupture area 

with a maximum slip of 1.5 m at the inferred hypocenter of the largest aftershock at 

20.5° S latitude south of the mainshock. Slip extends slightly south of 21° S and north 

of 19° S latitude and is negligible beyond this latitudinal range. The slip at the southern 

edge of the mainshock rupture area is ~1 m and less than 0.5 m towards its northern 

edge (Figure 4.11 c). Figure 4.11 d shows again a distinct change of motion south of 

~21.2° S from (co- and postseismically) trenchward to the north and (interseismically) 

landward motion towards the south. The measured GPS horizontal surface motion in the 

coastal vicinity of the epicenter of the largest aftershock is generally very high and 

reaches a maximum value of 22.46 cm (cGPS station CGTC). Overall, the model fits 

the horizontal cGPS data well with a rms-misfit of 2.25 mm. But some coastal and in-

land stations in the vicinity of the rupture area between 20-21° S show considerable 

divergence in horizontal ground motion direction and magnitude to the model (e.g. 

cGPS station CRSC). A possible reason may be local deformation effects during the 

coseismic rupture of the largest aftershock, which are documented as (re-)opened sur-

face cracks in the geologic archive (Loveless et al., 2016). Another reason involves the 

data weighting in the model that favors vertical InSAR data due to the rms-error-

analysis (Figure C.5 a). The vertical GPS data is constantly overpredicted with a rms-

misfit of 9.3 mm (Figure C.5 b), which may be due to the high uncertainty of vertical 

GPS data. The InSAR data shows a circular deformation pattern with the maximum of 

9.8 cm at the coast at 20.8° S at closest distance to the epicenter of the largest aftershock 

with (Figure 4.11 h). The model slightly underpredicts the InSAR data with an average 

rms-error of 7.2 mm (Figure 4.11 i). Original InSAR data, linear ramp reduction and 

InSAR model residuals can be found in the auxiliary material (Figure C.5 c-e).  

The aftershock slip Model A (Figure 4.11 e) is the result of the subtraction of Sub-

model II from I. The interface slip pattern is elliptically shaped with a maximum of 

~1.1m, centered at the epicenter of the largest aftershock. Main slip generally occurs 

south of the inferred rupture area of the mainshock in a slightly lower depth range of 30-

35 km. North of the inferred rupture area of the mainshock, the aftershock slip decreases 

to less than 0.2 m and only ocurrs at depth below 30 km. Slip north of 19°S and south of 

21° S as well as below 50 km becomes negligible.  
 

Figure 4.11: (next page) The left panel shows the coseismic slip models of a) Sub-model 
I, c) Sub-model II and e) Model A on triangular fault patches on the subduction inter-
face. The middle panel displays the modelled (red) and observed (blue) horizontal cGPS 
displacements with 1-sigma uncertainties in a stable South America reference frame for 
b) Sub-model I and d) Sub-model II. Additionally, the subsampled InSAR cells (Quads) 
are plotted as grid in b) and d). The right panel shows the subsampled unwrapped and 
ramp-corrected InSAR data for Sub-model I (f)) and Sub-model II (h)) and the modelled 
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unwrapped InSAR data from the slip models for Sub-model I (g)) and Sub-model II (i). 
Other features represent the coastline (solid black line), the fault trench (solid black 
line with triangles), political boundaries (dashed lines) and the inferred coseismic slip 
model and mainshock and aftershock location from Duputel et al., 2015.  
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Sub-model III covers more than two years of interseismic ground displacement and the 

purely coseismic motion of the mainshock without the largest aftershock. The weighting 

ratio between InSAR and cGPS measurements is w = wInSAR/wcGPS is 1 (Figure C.6 a). 

The slip model shows backslip interface motion south of the inferred mainshock area 

with maximum rates of 0.2 m at 21° S latitude reflecting more than two years of inter-

seismic motion. The main slip area has an elliptical shape, elongated north-southwards 

from 19.2-20.5° S latitude. Peak slip of 4.4 m ocurrs S-E of the mainshock epicenter at 

depth of 35 km (Figure 4.12 a). The GPS data shows trenchward motion of up to 56.9 

cm (ATJN) north of 21° S latitude, whereas towards the south the sense of motion for 

all stations corresponds to interseismically landward motion (Figure 4.12 b). In general, 

my model fits the cGPS well with a rms-misfit of 6.5 mm in horizontal and 9.7 mm in 

vertical direction (Figure C.6 b), except for the magnitude of coastal stations with an 

extremely high motion vector close to the mainshock epicenter. A possible explanation 

for the cGPS misfit may be the presence of local coseismic effects as surface crack 

openings (Loveless et al., 2016) or lithology-driven velocity effects. The InSAR foot-

print only covers the trenchward motion north of 21° S and shows ground motion to-

wards the LOS of ~10 cm (Figure 4.12 f). The slip model represents well the LOS-

motions with a rms-misfit of 12.9 mm (Figure 4.12 g).  Original InSAR data, linear 

ramp reduction and InSAR model residuals can be found in the auxiliary material (Fig-

ure C.6 c-e). 

The (back)slip Sub-model IV (Figure 4.12 c) represents the cumulative interseismic 

backslip rates for the time covered by the ascending TSX interfeogram (Sub-model III) 

until right before the mainshock on April 1, 2014. Those rates and their influence to 

interface coupling are extensively discussed in section 3.3.2. The interseismic stage is 

best represented by a heterogeneously coupled interface (Figure 4.12 c) with GPS vec-

tors collinear to the subduction convergence vector of the Nazca Plate (Figure 4.12 d). 

The horizontal model fit is exceptionally well with a rms-misfit of 1.8 mm and the 

higher vertical rms-misfit of 2.7 mm represents well the less sensitive vertical domain 

for GPS measurements (Figure C.7). 

The coseismic slip Model B (Figure 4.12 e) is the result of the subtraction of Sub-

model IV from III. The slip pattern is centered SE of the mainshock epicenter with a 

maximum of ~4.6 m at 30-35 km depth. Peak slip does not extend southwards to the 

aftershock epicenter and becomes negligible south of 20.5° S latitude and below a depth 

of 45 km. 
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Figure 4.12: The left panel shows the coseismic slip models of a) Sub-model III, c) Sub-
model IV and e) Model B on triangular fault patches on the subduction interface. The 
middle panel displays the modelled (red) and observed (blue) horizontal cGPS dis-
placements with 1-sigma uncertainties in a stable South America reference frame for b) 
Sub-model III and d) Sub-model IV. Additionally, the subsampled InSAR cells are plot-
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ted as grid in b). The right panel shows the subsampled unwrapped and ramp-corrected 
InSAR data for Sub-model III (f)) and the modelled unwrapped InSAR data from the slip 
models for Sub-model III (g)). 
 

Sub-model V incorporates InSAR and cGPS data of more than two and a half years of 

interseismic ground displacement and additionally includes the purely coseismic motion 

and the largest aftershock. The weighting ratio w = wInSAR/wcGPS is 1 (Figure C.8 a). 

The slip model reveals interseismic backslip motion with a maximum of 0.2 m, south of 

21° S and north of 19° S latitude. The spatial extent of the maximum coseismic slip 

zone coincides well with the inferred rupture area modelled by Duputel et al. (2015). 

Maximum slip is ~4.3 m located SW of the mainshock epicenter at ~25 km depth (Fig-

ure 4.13 a). The coseismic slip decreases to ~1.5 m at the epicenter of the largest after-

shock. The transition from coseismic slip to interseismic backslip is characterized by a 

very sharp gradient at 21° S latitude. GPS stations between 19-20.5° S show high rates 

of trenchward ground motion of up to 58.7 cm (ATJN). Stations south of 21° S are 

dominated by interseismic ground displacement collinear to the motion vector of the 

Nazca Plate (Figure 4.13 b). The horizontal cGPS model fit is very good with a rms-

misfit of 6.9 mm. The vertical cGPS model fit is slightly underrepresented at the co-

seismically affected latitudinal range of 19-20.5° S, but generally fits well with a rms-

misfit of 12.8 mm (Figure C.8 b). The descending RS2 InSAR data reveal very high 

ground motion rates in a cyclindrically shaped deformation pattern with a maximum of 

up to 60 cm away from the LOS of the satellite, centered at the coast at 20.5° S latitude 

(Figure 4.13 f). The slip model represents very well the magnitude of the ground mo-

tion and has an overall rms-misfit of 23 mm (Figure 4.13 g). The center of deformation 

in the model is slightly shifted northwards. This may be related to the inhomogeneous 

distribution of InSAR and GPS stations and the lack of data south of 20.5° S. Original 

InSAR data, linear ramp reductions and InSAR model residuals can be found in the aux-

iliary material (Figure C.8 c-e).  

Slip Models A (Figure 4.13 c) and IV (Figure 4.13 d) were shown and discussed be-

fore and are subtracted from Sub-model V to compensate interface motion related to the 

largest aftershock (Model A) respectively interseismic deformation (Sub-model IV). 

The resulting model represents the coseismic Model C (Figure 4.13 e). The coseismic 

slip is centered SW of the mainshock epicenter with a maximum of ~4.3 m at 25 km 

depth. Interface slip extends from 19-20.5° S at a depth range from 0-50 km. The max-

imum slip zone is slighly shallower than modelled by Duputel et al. (2015) but coin-

cides well in overall extent and shape.  
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Figure 4.13: The left panel shows the coseismic slip models of a) Sub-model V, c) Mod-
el A, d) Sub-model IV and e) Model C on triangular subduction interface fault patches. 
The middle panel displays the modelled (red) and observed (blue) hor. cGPS displace-
ments with 1-sigma uncertainties in SOAM reference frame for b) Sub-model V. Addi-
tionally, the subsampled InSAR cells are plotted as grid in b). The right panel shows the 
subsampled unwrapped and ramp-corrected InSAR data for Sub-model V (f)) and the 
modelled unwrapped InSAR data from slip models for Sub-model V (g)). 
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Sub-model VI covers the interface slip motion related to the Iquique-Pisagua mainshock 

and the largest aftershock two days later and about two weeks of postseismic defor-

mation measured by InSAR and cGPS data. The weighting ratio w = wInSAR/wcGPS is 1.5 

(Figure 4.6). The model reveals a circular-shaped interface slip pattern centered at the 

epicenter of the mainshock at 19.6° S latitude with a peak slip of ~5.0 m (Figure 4.14 

a). The spatial extent of maximum coseismic slip is in very good coincidence with the 

inferred rupture area modelled by Duputel et al. (2015). GPS stations in the coastal 

near-field of deformation between 19-20.5° S show very high displacements of 

trenchward ground motion of up to 91.1 cm (PSGA). Ground motion for stations south 

of the inferred transition zone at 21° S are negligible (Figure 4.14 b). The cGPS model 

fit has a rms-misfit of 4.3 mm for horizontal and 8.5 mm for vertical motion (Figure 

C.9 a). The ascending RS2 InSAR data show a complex deformation pattern with a 

maximum motion of 0.1 m towards LOS at the coast and motion of 0.1 m in opposite 

direction to the north and south of the footprint. This diverse deformation pattern is 

mainly due to the complex relation between acquisition geometry of the SAR satellite 

and the sense of deformation in satellite range direction (Figure 4.14 f). However, the 

slip model generally reproduces the InSAR data with an overall rms-misfit of 15 mm, 

but slightly underrepresents the motion away from the LOS (Figure 4.14 g). Original 

InSAR data and linear ramp reduction (Figure 4.5). InSAR model residuals can be 

found in the auxiliary material (Figure C.9 b). Slip Model A (Figure 4.14 c) and Model 

Period I (Figure 4.14 d, see also section 3.4.1) are subtracted from Sub-model VI to 

compensate interface motion related to the largest aftershock (Model A) respectively 

postseismic deformation of the first two weeks after the main shock (Model Period I). 

The resulting model represents the third independent coseismic Model D (Figure 4.14 

e).  

In Model D, the coseismic slip is centered at the location of the mainshock epicenter 

with a maximum of ~4.9 m at 30 km depth. Interface slip extends from 19.2-20.4° S at a 

depth range from 5-45 km and the transition zones to zero interface slip are relatively 

sharp. The spatial extent of the coseismic slip zone coincides remarkably well with the 

inferred rupture zone modelled by Duputel et al. (2015).  
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Figure 4.14: The left panel shows the coseismic slip models of a) Sub-model VI, c) 
Model A, d) Model Period I (see section 3.4.1) and e) Model D on triangular fault 
patches on the subduction interface. The middle panel displays the modelled (red) and 
observed (blue) hor. cGPS displacements with 1-sigma uncertainties in SOAM refer-
ence frame for b) Sub-model VI. Additionally, the subsampled InSAR cells are plotted as 
grid in b). The right panel shows the subsampled unwrapped and ramp-corrected InSAR 
data for Sub-model VI (f)) and the modelled unwrapped InSAR data from the slip mod-
els for Sub-model VI (g)).
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4.4 Discussion 

4.4.1 Refined mainshock and aftershock coseismic slip model 

The InSAR footprints may be spatially too small to cover the full range of ground mo-

tion for the long wavelength tectonic signal induced by megathrust earthquakes. For that 

reason, InSAR measurements at subduction zones should not be applied as unique geo-

detic input for slip inversions. Moreover, InSAR data are massively influenced by local 

weather conditions as e.g. temporally variable water availability. Those local effects 

often correlate with topography and cannot be corrected for without implementing addi-

tional and spatially dense weather information at the time of the two SAR-acquisitions. 

However, the InSAR footprints provide a spatially dense and continuous deformation 

map in the near-field of the tectonic deformation at the Chilean coast and highly com-

plement the few cGPS point measurements. The resolution of the interface slip models 

is improved in the rupture area taking into account InSAR data in addition to cGPS 

measurements (compare Figure B.14 and Figure C.4 a). In general, InSAR data also 

improve the vertical data fit in the slip inversions due to the SAR-acquisition geometry.  

All three Models B, C and D represent purely coseismic interface slip of the Iquique-

Pisagua mainshock on 1st of April 2014. The three models are generally very similar 

regarding interface slip magnitude ranging between ~4.3 and ~4.9 m and north-south 

extent of the rupture zone (~19.5-20.5° S) but also incorporate distinct features as espe-

cially peak slip depth range. Largest differences in peak slip depth occur between Model 

C (~25 km) and Model B (~35 km). Model D has the smallest N-S extent, thus the most 

compact (circular) spatial rupture zone compared to all three coseismic models. Model 

C has the northernmost extent of the inferred rupture zone. These differences may be 

explained by the complex model set-up including various sub-model substitutions. Dif-

ferent data sources and corresponding model parameterization of Models B-D result in 

different spatial resolutions. However, these models have similar slip characteristics and 

show mainshock coseismic slips that overlap the epicentre location of the largest after-

shock towards the south. The final coseismic mainshock model (Figure 4.15) thus rep-

resents the joint average interface slip of equally weighted Models B-D. 
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Hoffmann et al., 2018). Nevertheless, due to the combination of InSAR data with the 

dense network of cGPS stations, my aftershock slip model (Model A, Figure 4.11 e) 

gives a reliable evidence to interface slip with a maximum slip of 1.1 m. The measured 

ground motion, especially for coastal stations in closest distance to the epicenter of the 

largest aftershock is very high in relation to the surface motion measured for the 

mainshock. Thus, the surface motion is higher than expected from the magnitudinal 

range of the aftershock rupture, which is also shown by the slip potency. The slip poten-

6.7 cm/yr  
MW 7.7

largest 
aftershock

Iquique-Pisagua EQ
MW 8.1

-24

-23

-22

-21

-20

-19

-18

-17
la

ti
tu

d
e

0

4

1

5

S
lip

 [
m

]3

2

-0.2

40 cm
60 cm
80 cm
100 cm

     aseismic slip
10 - 31 March 2014

(Ruiz et al., 2014)

-73 -72 -71 -70 -69 -68 -67 -66

longitude

Figure 4.15: Joint coseismic slip model (as average of Model B, C and D). The isolines
show cumulative aseismic slip in the period from 10 of March 2014 (Ruiz et al.,
2014).

). The fact that the

mainshock rupture zone spatially overlaps the largest aftershock hypocenter may indi-

cate seismic triggering effects. This means that the seismic energy release pattern of the

Iquique-Pisagua mainshock may have directly led to the rupturing of the plate interface

further south, two days later.

Model A represents the effects of the largest aftershock separated from the Iquique-

Pisagua mainshock deformation. The ascending TSX aftershock InSAR model (Sub-

model II) displays the near-field deformation related to the large aftershock in unprece-

dented detail as the master image was acquired right before the largest aftershock rup-

tured the plate interface. Although three InSAR scenes were merged to enlarge the spa-

tial coverage, the long-wavelength deformation signal could not be fully covered by the

InSAR footprint, especially towards the inferred seismotectonic barrier at 21° S latitude

(

Figure 4.15The final coseismic mainshock model peak slip is 4.4 m (

th to 31st
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cy of the subduction interface fault model is the integral of the cumulative slip over the 

patch area, calculated with 1.154310 m3 for the coseismic aftershock model. With a typi-

cal shear modulus of 50 GPa, the moment magnitude M0 is 5.771520 Nm. The common 

seismic magnitude Mw can be calculated with:  

 

 MW = (2/3)*(log (M0/10-7) - 16.1) (Kanamori, 1977). (4.1) 

 

The calculated magnitude is Mw 7.9, thus significantly higher than the actual measured 

one (Mw 7.7). This potentially reflects a coseismically induced reactivation of inherent 

crustal faults and opening of surface cracks (Loveless et al., 2016). The fault reactiva-

tion may have released accumulated crustal stress and measured surface motion is larger 

than expected from a Mw 7.7 event. High surface deformation could thus have a signifi-

cant impact on permanent deformation in Northern Chile triggered by large seismic 

events. An alternative explanation for the higher slip is the potential contamination of 

coseismic geodetic data with postseismic deformation. 

All in all, the quality of my final slip sub-models is very good based on the analysis on 

absolute model residuals that range between 1.0 – 6.9 mm for horizonatl GPS, 1.4 – 

12.8 mm for vertical GPS and 3.2 – 23.0 mm for InSAR measurements (see chapter 

4.3.2 and Figures C.4 – C.8). However, InSAR model residuals of Sub-models that 

exhibit large co-seismic deformation signal, especially Sub-model II (Figure C.5 e) and 

Sub-model V (Figure C.8 e), have significantly high values and moreover show similar 

geometry patterns as the original data. This means, that the model approach only partly 

relates the surface motion measured by InSAR to motion on the plate interface. A pos-

sible explanation for the relatively high model residuals may be the inhomogenoeus 

distribution of surface data in the deformation near-field. GPS data is well distributed at 

the coastal and inland region between 18 – 23° S latitude, whereas the spatially highly 

resolved InSAR data is concentrated only at the coast between 19 – 20.5° S. The size of 

the interface fault patches in the model may be to large to translate these high-gradient 

surface motion changes. Moreover, single orbit InSAR data is given in LOS direction of 

the satellite and cannot be separated into purely horizontal and vertical surface motion. 

The surface LOS information may be more difficult to translate into dip slip and strike 

slip motion of single fault patches of the interface. Furthermore, my error approach may 

be unprecise for interferograms that are entirely affected by surface deformation. The 

defined non-deformation area in my error approach is contaminated by the deformation 

signal, which influences the error assessment as variance of subsampled InSAR cells. 

This may lead to inaccuracies in the data weighting and potentially has an influence on 

the model.  
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4.4.2 Analysis of coseismic slip distribution 

A range of diverse coseismic slip models of the Iquique-Pisagua mainshock have been 

published in scientific literature (Figure 4.16). All models are derived from distinct data 

sets and differ in extent, size and location from each other. In general, most of those slip 

models are characterized by a compact slip zone with the highest slip southeast of the 

mainshock. Thus, the range of slip models can be categorized into lower and higher 

peak slip models. The coseismic slip pattern suggested by my final coseismic slip model 

(Figure 4.15) corresponds in size to the slip models at the lower range of magnitude 

(e.g. Schurr et al., 2014, Figure 4.16 b; Yagi et al., 2014, Figure 4.16 c). In those mod-

els, peak slip does not exceed 5 m and the general slip geometry is characterized by a 

bullseye shape. Yagi et al. (2014) documented highest slip of 4.6 m as bullseye pattern 

at around 20.2° S latitude, centered between the mainshock and the largest aftershock 

hypocenters. A similar extent and size can be found by Schurr et al. (2014), in which a 

peak slip of 4.4 m at 19.8° S latitude, southeast of the mainshock is suggested. Kato et 

al. (2014, Figure 4.16 i) present a comparable slip of ~5m, but a different location, cen-

tered at the Chilean coast. A similar location can only be found in the study of Lay et al. 

(2014, Figure 4.16 d), that propose a peak slip of 6.7 m and can be categorized in the 

second group of higher peak slip models. This second category models also mostly cor-

respond in location and extent to my coseismic slip model. Those slip models suggest 

highest slip to occur southeast or east of the mainshock characterized by a circular and 

compact shape with varying peak slip: ~6 m (Ruiz et al., 2014, Figure 4.16 e), 6.5 m 

(Liu et al., 2015, Figure 4.16 f), ~7 m (Gusman et al., 2015, Figure 4.16 g), ~7 m 

(Loveless et al., 2016, Figure 4.16 h), 8 m (Hayes et al., 2014, Figure 4.16 j). The 

highest slip of more than 10 m, centered at 20° S latitude is documented in the model of 

Duputel et al. (2015, Figure 4.16 a), that use a pervasive data set. Coseismic slip 

stopped at an area of relatively low coupling (Figure 3.4 and Métois et al., 2013; Li et 

al, 2015), that was already identified as seismotectonic barrier in chapter 3. The main 

difference between my model and the slip models with higher peak slip (e.g. Hayes et 

al., 2014; Duputel et al., 2015) is the compactness of slip geometry. The spatial extent 

of the coseismic slip region is larger in my model compared to the second category 

models.  
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Figure 4.16 (previous page): Coseismic Iquique-Pisagua slip models from literature: a) 
Duputel et al., 2015; b) Schurr et al., 2014; c) Yagi et al., 2014; d) Lay et al., 2014; e) 
Ruiz et al., 2014; f) Liu et al., 2015; g) Gusman et al., 2015; h) Loveless et al., 2016; i) 
Kato et al., 2014 ; and j) Hayes et al., 2014. All published slip-models a) - j) were cop-
ied and modified from original manuscripts. The mainshock coseismic isolines (1 m, 2 
m, 3 m, 3.5 m and 4 m) calculated in this study are plotted on top of each image. 
 
 
My models indicate that the stress drop may not have been complete and the interseis-

mic strain accumulated since the last megathrust event in 1877 may not be released to-

tally in the rupture area of the Iquique-Pisagua earthquake 2014 in contrast to higher 

slip models. In my final coseismic model, slip is concentrated at shallower plate inter-

face depths further away from the coast. This may be due to incorporating spatially 

highly resolved near-field InSAR data that seem not to favour down-dip slip, similar to 

the model of Hayes et al. (2014) that also use InSAR data. Another reason, why my 

final model exhibits less slip than others may be given by considering the data base. I 

only use geodetic data (GPS and InSAR), that are measured at minimum distance of 

~100 km away from the trench, which leads to a lack of resolution at shallower interface 

parts in my models (Figure C.4 a). Most of the second category models have another 

data basis as tsunami records (e.g. Duputel et al., 2015; An et al., 2014) or teleseismic 

data (e.g. Ruiz et al., 2014; Yagi et al., 2014), that allow spatially broader investigations 

on subduction interface slip with higher resolution close to the trench. Thus, limitations 

of resolution may cause underrepresentation of coseismic slip. On the other hand, con-

tinuous GPS observations on a daily basis allow a high temporal resolution and the 

combination with InSAR data improves spatial resolution at a certain interface depth 

range of ~30-40 km, where most of coseismic slip is assumed to occur (e.g. Schurr et 

al.,2014; Duputel et al., 2015). An important modelling parameter, that highly influ-

ences maximum slip and geometry of the model is the smoothing factor. In general, the 

higher the smoothing, the more weight is given to a rounded shape of the slip area at the 

cost of maximum peak slip in the modelling. For that reason, a comparison between 

different slip models is very difficult, especially when using different input data. How-

ever, my coseismic slip model uniquely implements TerraSAR-X InSAR data, that are 

temporally very well resolved (with an acquisition between the mainshock and largest 

aftershock). My coseismic slip model represents an important contribution to already 

existing slip models due to the extraordinarily good spatial resolution in a depth range 

of the inferred hypocenter (~30-40 km) by means of joint GPS and InSAR inversion. 

The model of the largest aftershock on 3rd April 2014 presented in this study is in good 

agreement to already existing slip models regarding extent and magnitude (e.g. Hayes et 
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al., 2014; Schurr et al., 2014; Duputel et al., 2015). Most of these slip models are char-

acterized by an elliptical shape, elongated in E-W direction and extending down-dip 

underneath the Chilean coast up to ~50 km interface depth. The range of peak slip mag-

nitudes involves 0.8 m (Duputel et al., 2015), 1.2 m (Schurr et al., 2014), ~2 m (Ruiz et 

al., 2014) up to a maximum of more than 2.5 m (Hayes et al., 2014). In my model, 

highest slip reaches 1.1 m. Similar to all other models, the location of highest slip in my 

model is about 40-50 km south of peak coseismic slip, close to the hypocentre of the 

largest aftershock. Given the joint incorporation of InSAR and GPS data separately for  

the mainshock and the largest aftershock, my presented model extends the spatio-

temporal resolution of other models. As previously discussed, the aftershock rupture 

zone extends into the Iquique low coupling zone at 21° S. A possible explanation for 

this location is, that this area was seismically loaded by the mainshock and also by the 

first 27 h of aftershocks (e.g. Hayes et al., 2014). The low number of foreshocks in the 

area of the largest aftershock as well as the stress change to positive Coulomb Failure 

Stress values right after the Iquique-Pisagua rupture (Figure 3.8 b) are a clear indication 

that the Mw 7.7 aftershock occurred as response to mainshock static stress changes.  

My model results demonstrate, that the Iquique-Pisagua event and its largest aftershock 

did not rupture the shallow parts of the interface up to the trench (Figure 4.15), similar 

to the 1995 Antofagasta and the 2007 Tocopilla earthquakes in Northern Chile 

(Pritchard et al., 2006; Motagh et al., 2010). The interseismic coupling degree at shal-

low depth <30 km varies much between all existing backslip/coupling models (Figure 

3.4 and e.g. Chlieh et al., 2011; Metois et al., 2013; Li et al., 2015) mainly due to the 

lack of resolution close to the trench when using only onshore geodetic data. For that 

reason, it remains unclear whether or not the shallow part of the interface is seismogen-

ic. However, a failure of the entire interface including also shallow parts in one single 

event, as is assumed to have occurred for the 1877-megathrust event (e.g. Kausel 1986) 

is theoretically possible for the Northern Chile- Southern Peru seismic gap. Mechanisms 

causing such shallow slip could involve fault weakening properties as observed during 

the 2011 Tohoku-oki earthquake (e.g. Noda & Lapusta, 2013). The absence of shallow 

slip for the Iquique-Pisagua event and its largest aftershock shows that dynamic weak-

ening processes may play a minor role up-dip of the rupture.   

4.4.3 Tectonic pre-conditions control coseismic slip distribution of the 
Iquique-Pisagua earthquake 

The rupture propagation process of the Iquique-Pisagua event is described as occurring 

in two distinct stages: (1) the rupture initially propagated down-dip through a cascading 
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failure of minor asperities, while larger asperities remained unbroken due to the surpris-

ingly low level of stress release (Schurr et al., 2014) and (2) subsequently during the 

propagation process, dynamic stress was transferred to shallower depths triggering un-

broken asperities and moreover leading to re-rupturing of asperities along a circular rim 

(Meng et al., 2015). This re-rupturing is assumed to be controlled by initial stress heter-

ogeneities and is thus comparable with mechanisms observed for the 2011 Tohoku-oki 

event (e.g. Lee et al., 2011; Kato et al., 2012).  

An open question is, what kind of conditions could have caused the abnormally low 

level of stress release and high fracture energy in the initial rupture phase of the Iqui-

que-Pisagua mainshock? The fact that only the central part of the inferred 1877-Iquique 

rupture area broke during the recent Iquique-Pisagua event in 2014 may be a direct con-

sequence of the low level of stress release. Different scenarios describe possible reasons 

for the spatially rather narrow coseismic slip distribution. One theory is, that the defi-

ciency of moment rate and the low level of stress in the hypocenter region can be ex-

plained by the recurrence of slow slip events, preceding the mainshock (e.g. Meng et al., 

2015; Kato et al. 2016; Ruiz et al., 2014). The comparison between the area of slow slip 

inferred by scientific literature (e.g. Kato et al., 2016, Ruiz et al., 2014) and the coseis-

mic rupture area yield by the slip inversion of this study reveals a high degree of spatial 

coincidence (Figure 4.15). The slow slip event may have occurred in the nucleation 

zone of the Iquique-Pisagua megathrust which indicates a potential rupture triggering 

through aseismic creeping. A slow slip event would have released portions of the accu-

mulated slip deficit aseismically, thus reducing the overall stress level in the hypocentre 

region. The indication of slow slip would explain the similarity of rupture mechanisms 

between the Iquique-Pisagua and the Tohoku-oki event that is assumed to also have 

been preceded by a slow slip event (e.g. Kato et al., 2012). Another hypothesis of the 

low stress release during the Iquique-Pisagua mainshock emphasizes the role of the Mw 

6.7 foreshock on 16 March 2014. The foreshock is assumed to represent an upper plate 

reverse fault reactivation that could have triggered the precursor sequence finally lead-

ing to the Iquique-Pisagua mainshock (Gonzáles et al., 2015). In this scenario, the low 

level of coseismic stress release during the Iquique-Pisagua would be a direct conse-

quence of the upper plate earthquake triggering of static unclamping of the megathrust 

and thus partial unlocking of the plate interface (Gonzáles et al., 2015). To further in-

vestigate the role of the Mw 6.7 foreshock on 16 March 2014, I performed a slip model 

based on horizontal static displacements of 39 continuos GPS stations from the two 

weeks between fore- and mainshock (17th – 31th March). The model approach is com-

pletely based on the elastic modelling described in detail in chapter 3.2.3. The rake is 

not constrained and the inversion is regularized by a Laplacian operator that is deter-
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mined by the trade-off between misfit and slip roughness. The GPS vectors south of 21° 

S are predominantly collinear to the plate convergence vector, whereas coastal stations 

close to the later Iquique-Pisagua mainshock epicenter show trenchward motion (

Figure 4.17: Slip model of the 15 days (17th – 31th March 2014) between the Mw 6.7 
foreshock and the Iquique-Pisagua mainshock. The colored stars highlight the epicen-
tres of seismic events: foreshock (green), mainshock (turquoise) and magenta (largest 
aftershock). The observed horizontal continuous GPS measurements with respective 
errors (blue) are plotted together with modelled data (red). 

The striking conclusion from the slip model between fore- and mainshock (Figure 4.17) 

is the clear deviation from the interseismic slip model (Figure 3.4) that displays the 

inversion of averaged interseismic rates. Directly after the intraplate foreshock, the hy-

pocenter region of the Iquique-Pisagua earthquake that ruptured two weeks later shows 

slip between 19-21° S. The slip of ~2 mm in the later mainshock slip region may be a 

direct consequence of the intraplate foreshock. The limitation of this model approach is 

that it remains unclear, whether the surface deformation is induced by the plate interface 
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or by elastic crustal motions as consequence of the intraplate foreshock. If the plate in-

terface was the main driver for the measured GPS surface deformation in the two weeks 

between fore- and mainshock, the 16th March foreshock can be interpreted as potential-

ly triggering the Iquique-Pisagua megathrust event. Whether or not the displayed slip on 

the plate interface in my scenario (Figure 4.17) can be attributed to aseismic creeping is 

beyond the content of this inversion approach. But an indication that the displayed sce-

nario (Figure 4.17) may reflect a realistic tectonic setting is given by the shape of the 

transient displacements in the GPS time-series (Figure B.11). The onset of these transi-

ents is not abrupt (mathematically modelled via Heavyside functions, see chapter 3.2.2, 

equation 3.2) as would be expected from coseismically induced displacements (compare 

to Figure 3.2a). Based on this tectonic scenario, I evaluate that the 16th March fore-

shock directly influenced the plate interface, which corresponds to the conclusion of 

Ruiz et al. (2014) and Meng et al. (2015). A third hypothesis, why the initial stress re-

lease of the Iquique-Pisagua earthquake was surprisingly low, involves the presence of 

fluids. The Mw 6.7 earthquake is assumed to represent an intraplate event not rupturing 

the subduction plate interface (e.g. Schurr et al., 2014; Gonzáles et al., 2015). Such 

failure in the upper crust in a subduction zone setting potentially favours fluid release 

and migration onto the plate interface, which would directly affect the coseismic slip 

distribution of the Iquique-Pisagua mainshock two weeks later. A fluid pressure in-

crease at the mainshock hypocenter area could explain the low level of effective normal 

stress as the locking degree is thought to be locally reduced by the presence of fluids 

(Audet and Schwartz, 2013; Moreno et al., 2014).  

Apart from the influence of seismic or aseismic precursors, also local interface rheology 

and topography could have an impact on controlling slip distribution and the low 

mainshock stress level. The up-dip limit of the mainshock rupture spatially coincides 

with the borders of the eroded continental wedge, which can be explained by the pres-

ence of fluids in the wedge. In contrast to other megathrust events such as the 2010 Mw 

8.8 Maule event (e.g. Moscoso et al. 2011; Cubas et al. 2013) or the 2005 Mw 8.7 Nias 

event (e.g. Hughes et al. 2010), a large number of aftershocks occurred up-dip of the 

mainshock and thus closer to the trench at shallower depth (Figure 3.7 b). This can be 

explained by a lack of a large accretionary prism due to the erosive character of this 

segment of the Chilean margin (e.g. Contreras Reyes et al., 2012). Instead of the accre-

tionary prism, the bathymetry with an extensive horst and graben structure is thought to 

may control aftershock characteristics (Léon-Ríos et al., 2016). If this is true, the ba-

thymetry may also has a strong influence on coseismic slip distribution. Geersen et al. 

(2015) assume that the rupture propagation of the Iquique-Pisgagua earthquake 2014 

may have been controlled by a difference in seafloor roughness between the lowly cou-
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pled area at ~20.5-21° S and the moderately coupled central part of the Northern Chile- 

Southern Peru seismic gap. Thus, the presence of seamounts at ~21° S could potentially 

create favourable aseismic conditions impeding the rupture to propagate southwards 

(Wang and Bilek, 2011). Moreover, also the lack of coseismic up-dip slip is assumed to 

be controlled by topographic differences that cause extensive fracturing in the shallow 

part of the subducting Nazca plate (Geersen et al., 2015).  

The Iquique-Pisagua mainshock was very likely triggered by a combination of a slow 

slip event and cascading seismic energy release of precursors triggered by a crustal 

event two weeks before the megathrust rupture (Ruiz et al., 2014; Gonzáles et al., 

2015). However, the Northern Chile- Southern Peru seismic gap was mature and the 

calculated slip deficit would theoretically have been sufficient to generate a comparable 

megathrust event to the 1877-rupture (e.g. Schurr et al., 2014). Thus, triggering mecha-

nisms did not lead to a premature rupturing of the seismic gap before the calculated re-

currence time. The rupture area of the 2014 Iquique-Pisagua megathrust event is smaller 

than the inferred rupture zone of the 1877 Iquique event, which indicates a non-

characteristic megathrust generation at the Northern Chilean subduction zone.  

4.4.4 Temporal and longterm changes in the deformational regime of Northern Chile 
as a consequence of the Iquique-Pisagua earthquake  

An analysis of the focal mechanisms of fore- and aftershocks of the Iquique-Pisagua 

earthquake 2014 reveals that thrust faulting is the dominant mechanism in both periods, 

whereas normal faulting is only present after the mainshock (Cesca et al., 2016). The 

normal fault mechanisms are a consequence of the increased extensional stress. Similar 

observations were also made for the Tohoku-oki megathrust event 2011 (e.g. Asano et 

al., 2011; Hasegawa et al., 2012) and seem to indicate a minor temporal perturbation of 

the stress field caused by a potential rotation of the principal strain axis (σ1) of 6°. In 

Northern Chile, the deformational regime was not changed permanently and pre-

megathrust stress conditions were restored after only a few weeks (Cesca et al., 2016). 

Nevertheless, geologic evidence for permanent deformation caused by coseismic stress 

transfer and the short-term change of the compressional axis can be observed after the 

Iquique-Pisagua rupture. Subsidence of 20-30 mm related to the mainshock in the near-

field coastal deformation area is measured by cGPS data (Figure C.5 b, C.6 b;  Tables 

C.7, C.8). This coseismic vertical motion is in contrast to interseismically measured 

uplift (Figure C.7). Vertical motion is hard to interpret for the unwrapped interfero-

grams, because  InSAR images give evidence about deformation in the line-of-sight of 

the satellite. In general, InSAR is more sensitive to vertical motion, but in case of ex-
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tremely large coseismic horizontal deformation for subduction zone megathrust events, 

the LOS motion may be dominated by horizontal movements. However, in ascending 

mode, the unwrapped interferograms show LOS deformation towards the satellite at 

coastal regions south of 20° S (Figure 4.14 e and Figure 4.11 h), which may indicate 

uplift. These coseismically induced land-level changes are in agreement with other 

measurements as GPS and intertidal biota analysis for the Northern Chilean margin, 

where a ~100 km coastal stretch north of 20° S experienced subsidence and the coastal 

area ~50 km along the southern part of the mainshock was uplifted (Jarmillo et al., 

2017). The uplift south of the mainshock may be associated with the large aftershock on 

3rd April, an event that ruptured deeper and is generally assumed to contribute to the rise 

of the Central Andean coastline (Melnick, 2016). These contrary coseismic vertical mo-

tion directions in the near-field deformation area were also observed for other meg-

athrust events such as the 2010 Mw 8.8 Maule event (e.g. Lin et al., 2013 (Fig. 2d there-

in); Métois et al., 2013) and the 2005 Mw 8.7 Nias event (e.g. Hughes et al., 2010, Fig. 

4c therein) and may be related to the distance to the epicentre. Thus, regions closer to 

the trench are generally uplifted at coseismic stage, whereas areas further away experi-

ence subsidence. In the case of the 2014 Iquique-Pisagua earthquake, the southern part 

of the mainshock deformation area is closer to the trench, which may explain the uplift. 

Geologic evidences of co-seismically transferred stresses through the upper continental 

crust are also inferred from surface crack analysis (Loveless et al., 2016; Scott et al., 

2016). The direction perpendicular to the strike of coseismically opened cracks indicate 

the axis of maximum static tension. These cracks reflect permanent deformation gener-

ated during the megathrust event and thus clearly demonstrate the influence of local 

crustal tectonic processes on geodetic ground deformation measurements (Loveless et 

al., 2016). That means, a portion of the measured ground deformation may be generated 

by surface crack opening or other crustal deformational features and cannot be attribut-

ed to plate interface motion. Taking into account this hypothesis, the slip in my coseis-

mic models derived by inverted geodetic ground motion observations may be overrepre-

sented. 

4.5 Conclusion 

The final coseismic mainshock slip model is characterized by an eliptically shaped rup-

ture zone with peak slip of 4.4 m at ~30 km depth located at 19.8° S. The coseismic slip 

model of the largest aftershock has a peak slip of 1.1 m centered at the aftershock hypo-

centre at ~32-35 km depth. The geometry and spatial extent of my coseismic slip mod-
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els coincides well with already published rupture models, but is generally less compact 

and also ranges at the lower magnitudinal level (e.g. Duputel et al., 2015; Hayes et al., 

2014). Mainshock cosesimic slip stopped at the Iquique low coupling zone identified as 

seismotectonic barrier at ~21° S (Hoffmann et al., 2018), potentially induced by ba-

thymetry roughness differences. Slip of the largest aftershock extends further south, 

which is interpreted as consequence of seismic loading effects. The Iquique-Pisagua 

mainshock is characterized by a lack of shallow slip, mainly due to a minor influence of 

dynamic weakening processes up-dip of the rupture. 

The generally low magnitude and related low stress level in the mainshock hypocentre 

region may be a consequence of two processes preceding the Iquique-Pisagua rupture: 

(1) a slow slip event that released accumulated slip deficit aseismically (Kato et al., 

2016; Ruiz et al., 2014) and spatially coincides well with my coseismic slip 

model (Figure 4.15) 

(2) seismic triggering and related partial unlocking (respectively pre-seismic slip, 

Figure 4.17) and fluid pressure increase at the subduction plate interface in-

duced by a crustal earthquake two weeks before the mainshock   

The Iquique-Pisagua coseismic rupture may have a large influence on permanent crustal 

deformation changes that are indicated by significant vertical land level change between 

20-30 mm coastal subsidence north of the epicentre latitude based on cGPS data. More-

over, calculated slip potency based on the geodetic slip inversion is higher than the ac-

tual seismically derived magnitude of the largest aftershock. This may indicate high 

surface deformation that is potentially induced by local tectonic effects as surface crack 

openings or crustal fault reactivation reflected by localized cGPS misfits. The Northern 

Chilean seismotectonic segment may not generate characteristic megathrust events tak-

ing into account the larger extent and magnitude of the last megathrust rupture in 1877 

(Mw 8.6) compared to the Iquique-Pisagua event 2014.   
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5 Synthesis 

5.1 Conclusion 

 
In the following chapter, I further discuss and summarise the relevant results of my the-

sis and relate the main findings to the research questions that were posed in the intro-

duction to formulate the scientific goals and objectives of this study:  

 
1. Do interseismic ground deformation rates give direct insights to coseismic 

motions, thus location and extent of future megathrust events? 

 

Interseismic ground deformation rates at the Northern Chilean subduction zone location 

give direct insight into the coupling of the subduction zone interface. Fully or strongly 

coupled interface patches are prone to accumulating large slip deficits and finally may 

rupture as megathrust earthquakes. In the case of the Iquique-Pisagua earthquake 2014, 

the location of the mainshock coincides with a local peak in coupling at 19.8° S, where-

as the rupture extent towards the south was limited by a local low coupling zone at 21° 

S that is identified as seismotectonic barrier in this study. For that reason, interseismic 

backlip rates potentially indicate future location and extent of megathrust events as in 

case of the Iquique-Pisagua earthquake 2014, but are not a direct and reliable marker for 

future earthquake characteristics.  

 

2. What does the comparison of the inter- and postseismic ground defor-

mation in neighbouring segments of a subduction zone earthquake tell us 

about the risk of a future megathrust event? 

 

Comparing deformation rates before and after a megathrust event in neighbouring seis-

motectonic segments of a subduction interface rupture have not been studied extensive-

ly in scientific literature due to a lack of long time series of geodetic measurements. For 

the Northern Chilean subduction zone seismic cycle that culminated in the Iquique-

Pisagua earthquake 2014, there exists an unprecendened set of various geodetic data in 

the near- and far-field of tectonic deformation. In this study, I clearly demonstrate that 

in the second year of postseismic deformation following the Iquique-Pisagua earthquake 

in the Camarones segment, the interseismic ground motion rates in the southern (neigh-

bouring) Loa segment have been increased by up to 10 mm/yr compared to pre-shock 
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rates. I interpret this behaviour as an indication for an increased risk of another meg-

athrust event in this southern segment due to an increase in down-dip interface coupling 

as response to a raise of shear stress. The calculated slip deficit (e.g. Schurr et al., 2014) 

accumulated in the Northern Chile- Southern Peru seismic gap has not been released 

completely by the Iquique-Pisagua earthquake 2014. For that reason, the risk of a seis-

mic stress release of the remaining slip deficit in the Loa segment remains high.  

 

3. Is there any evidence that megathrust events behave characteristically over 

multiple seismic cycles? 

 

The theory that the extent and magnitude of a future megathrust event can be directly 

inferred from historic archive seems to be obselete. During the past decade, many seis-

mic events at subduction zone settings ocurred that were characterized by rupture ex-

tents completely different to previously predicted results. The most famous example is 

the Tohoki-oki earthquake in 2011 at an epicentre area, where only events with magni-

tudes less than 8 occurred periodically (e.g. Geller, 2011). An opposing example is the 

Mw 7.8 Ecuador earthquake 2016 that occurred at an area that was not assumed to have 

accumulated sufficient slip deficit for such a megathrust event (Noquet et al., 2017). 

Both examples demonstrate that tectonic, rheologic and/or kinematic conditions that led 

to historic megathrust events may change more quickly than previously thought. Thus, 

the general assumption that seismotectonic segments produce characteristic seismic 

events may be obselete.  

The Iquique-Pisagua earthquake 2014 is another example showing that seismic gaps do 

not behave constantly over time. A megathrust event has been expected for more than 

30 years in the Northern Chile- Southern Peru seismic gap (e.g. Kelleher, 1972). Seis-

mic predictions for this expected rupture were based on the last megathrust, the Mw ~8.6 

Iquique earthquake 1877 in this gap (Lomnitz 1970; Kausel 1986). The slip deficit at the 

Camarones segment, where this last megathrust occurred, was assumed to have reached 

a critical status, thus soon to generate another megathrust event with similar extent. The 

Iquique-Pisagua event 2014 does not correspond to the expected characteristic meg-

athrust (e.g. Nishenko et al., 1985) and is characterized by a suprisingly low level of 

stress release and magnitude. In previously published models, coseismic slip has a cir-

cular geometry and peak slip ranges between 4.4 m (Schurr et al., 2014) to ~10 m 

(Duputel et al., 2015). In my model, peak coseismic slip has reached 4.4 m centered at 

19.8° S latitude characterized by a bullseye shape geometry. Main differences to other 

models can be explained by the incorporation of different sets of data into modelling 
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and different smoothing operations. The unexpected low magnitude of the Iquique-

Pisagua rupture raises the question of why the earthquake occurred differently than the 

previous large event and what we can learn from this event. It is assumed that the 1877-

earthquake broke through the interseismic low coupling area at 21° S interpreted as 

seismotectonic barrier in this study (e.g. Kausel et al., 1986; Comte & Pardo et al., 

1991). If this was the case, a possible interpretation of the seismotectonic barrier is that 

coupling conditions may vary during one completed seismic cycle. The 1877 meg-

athrust potentially changed stress conditions on the subduction plate interface and led to 

the activation of different locking asperities compared to interseismic stage. Thus, lock-

ing conditions varied in the following post- and interseismic stage of the 1877 quake 

until 2014. These interface conditions could have separated a formerly joint large seis-

motectonic segment between 18°-23° into at least two segments: the Camarones and 

Loa segment that now behave differently. This has significant consequences for the fu-

ture rupture scenarios as also indicated by postseismic deformation analysis. 

These factors are very specific for the location and seem hard to predict. However, the 

megathrust recurrence times and also forecasted rupture scenarios are based on only few 

available historical data, often extracted from witness reports (e.g. Kausel et al., 1986). 

But none of the tectonic or seismic gap concepts were available in the time when those 

earthquakes were documented. This means, that these data incorporate a large diversity 

that is not taken into account in the traditional interpretation of subduction zone seis-

micity. In this traditional interpretation, the main hypothesis for the seismic gap model 

includes the existence of characteristic earthquakes for seismotectonic segments in 

Northern Chile (e.g. Kelleher, 1978; Nishenko et al., 1985). As shown by Ruiz & Ma-

dariaga (2018), very few seismic events break the entire plate interface from the trench 

to the down-dip end of the seismogenic zone like the 2010 Maule event (e.g. Moreno et 

al., 2010). But most events at a magnitude range around Mw ~8.0 affect the intermediate 

depth regions of the plate interface like the case study shown in my coseismic model of 

the Iquique-Pisagua rupture. To yield a more accurate estimation of future rupture sce-

narios at the Chilean subduction zone, both types of megathrust events, (1) earthquakes 

above Mw ~8.5 and (2) earthquakes Mw ~8.0 may need to be clearly seperated in the 

seismic recurrence analysis. Averaging of both types in a joint analyis may distort sta-

tistics as category (1) events are assumed to repeat after ~300 years and category (2) 

events have a recurrence time of 80-100 years only (Ruiz & Madriga, 2018). Taking 

into account this categorization, the Iquique-Pisagua 2014 event may not be the ex-

pected characteristic category (1) megathrust event, that is assumed to ocurr every ~ 300 

years (Ruiz & Madariaga, 2018), but however could be characteristic for category (2). 

In the last century, seven smaller events (1905, 1906, 1911, 1933, 1945, 1956, 1967) 



5 Synthesis 5.1 Conclusion 

 

127 

 

with Ms > 7 (surface magnitude) are reported for the central part of the Northern Chile- 

Southern Peru seismic gap (Comte & Pardo 1991). The location of the largest event 

occurring in 1933 roughly corresponds to the main slip patch of the Iquique-Pisagua 

earthquake and could thus indicate rupturing of the same asperity. 

A future seismic scenario of Northern Chile could be that another Mw ~8 will rupture 

the southern Loa segment as also indicated by increased locking rates during the next 

years to decades, followed by a Mw > 8.5 event that potentially break the entire interface 

in the 1877-seismic gap region in more than a century. As this hypothesis is very specu-

lative, we need longer time series and also a spatially denser network of geodetic meas-

urements including offshore observations to test different scenarios. 

 

The following two questions are highly related to each other and are answered together:  

4. Why did the entire Northern Chile- Southern Peru seismic gap not rupture 

during the Iquique-Pisagua event 2014?  

and 

5. What factors may control the coseismic slip distribution of subduction zone 

earthquakes?  

 

The Iquique-Pisagua earthquake 2014 was much smaller in magnitude and extent than 

expected for the mature Northern Chile- Southern Peru seismic gap based on the calcu-

lated slip deficit of ~9 m (e.g. Schurr et al., 2014). A complete single-event stress re-

lease of the pre-seismic slip deficit would have ruptured the entire seismic gap resulting 

in a comparable rupture extent to the inferred 1877 Mw 8.6 Iquique event (e.g. Kausel et 

al., 1986). My analysis on inter- and coseismic backslip/slip distribution shows that 

tectonic preconditions may have the potential to stop the rupture. My interseismic back-

slip model (Figure 3.4) as direct indication for plate coupling reveals two highly cou-

pled patches separated by a narrow low coupling zone at 21° S latitude that is also iden-

tified by other studies (Iquique low coupling zone, Métois et al., 2016; Li et al., 2015). 

The final coseismic slip model (Figure 4.15) and all afterslip models (Figure 3.5) show 

that slip stopped at this low coupling zone at 21° S interpreted as seismotectonic barrier. 

The provenance of the barrier may arise in (1) the heterogeneity of seafloor roughness 

(e.g. seamounts as the Iquique Ridge at 21° S; Geersen et al., 2015) that induce plate 

coupling variations and/or (2) a heterogeneity in the continental (forearc) crustal 

strength and/or (3) in differences in the subducting plate geometry as a slab dip (slab 

bending) at 21° S (e.g. León-Ríos et al., 2016). However, the small extent and magni-

tude of the Iquique-Pisagua earthquake 2014 was also a consequence of the unusually 



5 Synthesis 5.1 Conclusion 

 

128 

 

low level of initial stress release. An explanation for this seismic pre-condition may be 

the occurrence of preceding slow slip events that result in an aseismic stress release in 

the three months before the mainshock on 1st April (e.g. Meng et al., 2015; Kato et al. 

2016; Ruiz et al., 2014). Another explanation involves the crustal Mw 6.7 foreshock on 

16 March 2014 that may have triggered a seismic precursor sequence. This seismic trig-

gering may led to a temporary unlocking of the plate interface and the release of fluids 

lowering the effective normal stress in the hypercenter area which finally led to the 

Iquique-Pisagua mainshock (Gonzáles et al., 2015). The interpretation of different sce-

narios of whether slow slip event was a dominating mechanism before the Iquique-

Pisagua mainshock or not has significant implications towards the evaluation of future 

rupture events in the former Northern Chile- Southern Peru gap region. If seismic slip 

caused by precursors was the driving force for detected ground displacement transients 

(Schurr et al., 2014; Bedford et al., 2015), the rupture area of the Iquique-Pisagua 

mainshock would not act as barrier for a future large megathrust event affecting the en-

tire gap region. In contrast, if slow slip preceding the mainshock accommodated most of 

the surface displacements (e.g. Ruiz et al., 2014; Yagi et al., 2014), calculated slip defi-

cit would be smaller implying that future events will rather rupture smaller patches to 

the south and north of the Iquique-Pisagua rupture area. 

Subduction zone megathrust rupture extent and magnitude seem not only be linked with 

a potential slip deficit, but also size and limitations of seismotectonic segments and 

characteristics of interseismic (crustal) tectonic conditions. Due to the complexity of 

those tectonic conditions and strongly time-dependent interface coupling patterns, sub-

duction zone earthquakes do not necessarily show same rupture characteristics over 

time. The Iquique-Pisagua case-study with the comparison of the Mw 8.6 event in 1877 

and the Mw 8.1 event in 2014 support this hypothesis. 

 

6. How long does afterslip of the recent Iquique-Pisagua earthquake dominate 

over relocking in the postseismic stage?  

 

The postseismic stage of the Iquique-Pisagua earthquake 2014 lasts for about two years. 

After this time, the interseismic linear trend (relocking) dominates over the postseismi-

cally logarithmic decay in the GPS time series of stations in the Camarones segment in 

Northern Chile. Cumulative afterslip after two years reached 89 +1.2/-0.4 cm and is 

located down-dip the main rupture. The southern neighbouring Loa segment south of 

21° S is mostly unaffected by afterslip. The transition from afterslip dominated defor-

mation to interseismic ground motion south of 21° S is relatively sharp and interpreted 
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as seismotectonic barrier. Afterslip extends further south of the seismotectonic barrier 

(Iquique low coupling zone), which mainly can be attributed to postseismic interface 

motion due to the largest aftershock on April 3rd that occurred in response to seismic 

loading by the mainshock (e.g. Herman et al., 2015). However, the slip inversion analy-

sis shows that viscoelastic mantle relaxation plays a minor role in postseismic near-field 

deformation and crustal mechanisms seem to be the driving tectonic force for inter- and 

postseismic ground deformation rates for megathrust events with a comparable magni-

tude to the Iquique- Pisagua earthquake 2014. 

 

7. Can we improve methodological aspects for the applied geodetic measure-

ments to yield more reliable slip inversion results? 

 

The intensive post-processing efforts for geodetic data in this study show that exploiting 

objective measurements is not a trivial problem. The GPS measurements contain vari-

ous signal contributions of non-tectonic and tectonic ground motion sources that need to 

be separated for the slip inversion. The oscillatory signal contribution is clearly depend-

ent from local conditions and can be subtracted based on a statistical approach that re-

quires a dense network of continuous GPS stations for mathematical robustness. My 

approach clearly demonstrates that sGPS measurements will need to be corrected for the 

oscillatory signal contribution, if not measured at the exact time each year. Another im-

provement of slip inversion results can be realized by combining different independent 

(geodetic) data sources. An implementation of dense continuous GPS networks is very 

expensive concerning material and manpower, whereas InSAR data are often even 

freely available (e.g. Sentinel-1 data), but strongly limited to data in the archive. The 

correction of a linear ramp in the InSAR measurements also shows that this data source 

may not be used as standalone approach for slip inversion. Best results may be received 

by the joint inversion of both geodetic technologies that highly improves slip model 

resolution, especially in the deformation near-field as shown in this study.  
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5.2 Outlook 

My thesis gives evidence that improving geodetic data quality by carefully post-

processing ground motion measurements and moreover jointly inverting different geo-

detic data types has a significant impact in subduction zone theory by providing high-

resolution reliable interface slip models at all stages of the seismic subduction zone cy-

cle. Data quality in general is often not the main focus of deformation studies and com-

plicated modelling algorithms and model parameterizations become more and more 

important in evaluating the scientific impact. Of course, modelling is a major step in 

analysing slip at different stages of the seismic cycle and huge efforts can be achieved 

by a more reliable modelling approach (e.g. Bayesian modelling). But even the best 

model is just as reliable as its input data set.  

In my thesis, I mainly used two different kinds of geodetic input data: GPS and InSAR 

measurements (and additionally seismologic data in chapter 3). The resolution of my 

slip models is best between a depth range of 15-65 km due to the dense GPS network in 

Northern Chile and the high spatial resolution of near-field InSAR data. But a problem 

at subduction zones is usually the large gap of data between the trench and the onshore 

areas that influences interface model resolution in a shallow depth range, which can 

easily visualized by checkerboard test. To be able to better resolve shallow slip and spe-

cial tectonic motion features such as aseismic creeping, offshore ground motion meas-

urements and sea-floor geodesy are required. However, these technologies require huge 

efforts in infrastructure, are very expensive and less accurate than onshore GPS (e.g. 

Brodsky & Lay, 2014). 

The availability of high-resolution InSAR data may improve geometric resolution of 

slip models, especially through larger satellite footprints such as the “Terrain Observa-

tion by Progressive Scans” (TOPS) -mode for the recent ESA Sentinel-1 mission  (C-

band) that potentially fully cover ground motion of long wavelength tectonic signals at 

seismically hazardous regions like subduction zones. The potential of SAR and InSAR 

measurements for slip inversions has not yet been fully exploited and SAR-background 

missions (images without explicit commissioning) needs to be expanded. 

Despite huge efforts in the development and application of geodetic technologies within 

the past four decades, we still lack long deformation time series for each stage of the 

seismic cycle to really draw reliable conclusions from our ground motion statistics. All 

information about recurrence intervals or historic earthquake characteristics are taken 

from the geologic archive or witness reports, thus are burdened with an inherent error. 

The establishment of permanent long-term geophysical and geodetic measurements in a 

dense station network will improve statistical robustness of slip models in the future.
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Supplementary Material  

A: Illapel Earthquake 

The Chilean subduction zone is a highly active convergent margin, segmented into fre-

quently rupturing seismotectonic units. The main focus of my thesis is the ground de-

formation related to the subduction zone seismic cycle in Northern Chile. The presented 

methods and algorithms for the joint slip inversion of InSAR and GPS data in all stages 

of the seimic cycle can easily be applied to other segments at the Chilean subduction 

zone and maybe even at other subduction zones on Earth. 

I contributed to a study of Tilman et al. (2016), that applies similar InSAR data pro-

cessing algorithms and jointly inverts geodetic data to yield a slip model for the Mw 8.2 

Illapel erathquake in Central Chile: 

Tilmann, F., Y. Zhang, M. Moreno, J. Saul, F. Eckelmann, M. Palo, Z. Deng, A.Y. 

Babeyko, K. Chen, J.C. Baez, B. Schurr, R. Wang, and T. Dahm (2016), The 2015 Illa-

pel earthquake, central Chile: a type case for a characteristic earthquake?, Geophysi-

cal Research Letters, 43, 2, pp. 574—583, doi:10.1002/2015GL066963. 

This chapters contains parts of the published manuscript Tilmann et al. (2016). In the 

following, I present restructured and partly rephrased chapters of the manuscript in or-

der to highlight my contributions to this study and to explain how my methods and pro-

cessed geodetic data are used to improve the slip model of the Central Chilean subduc-

tion zone setting. 

A.1. Introduction and Tectonic Setting 

       (compare: 1. Introduction and 2. Tectonic Setting in Tilmann et al., 2016) 

 

The Central Chilean margin was hit by a Mw 8.2 Illapel megathrust earthquake on 16 

September 2015. By combining an inversion of cGPS and InSAR displacement meas-

urements with other geophysical data (sesimic waveforms, high frequency teleseismic 

backprojection), we derive a detailed subduction interface coseismic slip model. The 

earthquake caused a tsunami of considerable height of up to 4.5m at Coqimbo and ~2m 

in Valparaiso.  
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The area has last been hit by a great earthquake in 1943, estimated to be slightly smaller 

at Mw = 7.8–7.9 by Beck et al. (1998) (Figure A.1). The area immediately to the north 

ruptured in 1922 in a much larger earthquake, whereas to the south earthquakes in 1971 

and 1985 broke the coupled interface and partially overlap with the 2010 Maule earth-

quake. A patch of relatively low interseismic coupling was inferred between the rupture 

areas of the 1922 and 1943 events at ∼30°S by Métois et al. (2012) and is also seen in 

our coupling model (Figure A.1). The area between this boundary and the northern 

edge of the 2010 Maule earthquake is termed the Metropolitan segment (e.g., Métois et 

al., 2012). In 1997 the region 29.6°–31°S experienced swarm-like activity (Coquimbo 

swarm), which included several Mw > 6 events and involved both the plate interface and 

intraplate events within the downgoing plate (Lemoine et al., 2001) (Figure A.1).The 

major bathymetric feature in the area is the Juan-Fernandez Ridge (JFR), a hot spot 

chain, which intersects the trench near 32.5°S. The ridge blocks northward flow of sed-

iments, yielding a sharp contrast between a trench filled with ample sediment in the 

south to a sediment starved trench with less than 1 km of sediments within the Metro-

politan segment (Contreras-Reyes et al., 2015). As a direct result of the contrasting sed-

iment thickness, the subduction style changes from accretionary in the south to erosive 

in the north (von Huene et al., 1997). The JFR further marks the transition to flat slab 

subduction in the north (Pardo et al., 2002), but the slab interface at seismogenic depths 

(≲ 50 km depth) has a dip of 20–22° both to the north and south (Lange et al. (2012), 

Hayes et al. (2012), and this study). In the north the Challenger Fracture Zone (CFZ), 

which intersects the margin at 30°S, is associated with an age offset of 3.5 Myr but does 

not exhibit significant relief (Figure A.1). 

 

 

Figure A.1: (next page) (compare Figure 1 in Tilmann et al., 2016) Map of the study 
area with incoming seafloor relief (Smith and Sandwell, 1997) shown seaward of the 
deformation front and the locking model landward of it. Black contours show 2 Ma in-
crements of oceanic plate age (Müller et al., 2008). Two-meter coseismic slip contours 
are shown in dark green (this study). White lines indicates aftershock area of 1971 and 
1985 according to Comte et al. (1986), and white bars mark the approximate along-
strike extent of historical ruptures (after compilation in Beck et al. (1998) and Kelleher 
(1972)). Earthquakes with magnitude greater or equal 5.0 between 1963 and just before 
the Illapel event are shown as gray dots (Engdahl catalog up to 2008 (Engdahl et al., 
1998) and ISC bulletin from 2009 onward) with events between July 1997 and January 
1998 plotted in magenta in order to highlight the events of the Coquimbo swarm. The 
main shock epicenter and focal mechanism are also marked (both GEOFON catalog). 
Plate convergence is shown for MORVEL plate model (DeMets et al., 2010). JFR is the 
Juan-Fernandez Ridge, and CFZ is the Challenger Fracture Zone. 
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A.2. Methods 

  (compare: S1 InSAR data processing, S2 GNSS processing and S3 Geodetic in-

version in Tilman et al., 2016) 

A.2.1. InSAR data processing 

For estimating the coseismic surface deformation, we use freely available Sentinel-1 

data in descending orbit. The Sentinel-1 satellite operates in C-Band (wavelength= 5.62 

cm). We processed level-1 data in the Interferometric Wide Swath Mode with a spatial 

resolution of 5 x 20m (single look). In this mode, each acquisition contains three sub-

swaths using Terrain Observation with Progressive Scans SAR (TOPSAR). Altogether, 

four Sentinel acquisitions each with dates 14-08-2015 and 17-09-2015 were merged in 

order to cover an area of approximately 600 x 250 km2, encompassing the central Chil-

ean margin around the city of Illapel. The interferogram was processed by using Gam-

ma software (Werner et al., 2000). First, four burst mode TOPS single look complex 

(SLC) data sets were concatenated, in which each SLC starting time differs by about 

one second. The coregistration - as a key step in the InSAR processing - was done by 

resampling the concatenated slave image to the geometry of the master image using a 
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lookup table that is derived from a DEM in radar coordinates and the given orbit state 

vectors. We used the 90m-resolution SRTM-v4 DEM as input. A differential interfero-

gram with 20 looks in range and 4 looks in azimuth was calculated using the coregis-

tered SLC data and a simulated interferogram derived from the DEM and baseline mod-

el. Afterwards, we adaptively filtered the interferogram based on the local fringe spec-

trum with an alpha exponent of 0.6 and a filtering FFT window size of 64 (Goldstein 

and Werner, 1998) (see Figure A.2 for the processed interferogram).  

 

Figure A.2: Interferogram constructed from four Sentinel-1 (C-band) images taken 
between 14 August and 17 September 2015. Each fringe corresponds to a displacement 
of 2.81 cm along the LOS direction during the earthquake and in the early coseismic 
phase. 
 
 
Unwrapping was done using the Minimum Cost Flow approach, which is based on tri-

angulation. Finally, downsampling of the interferogram is required in order to make the 
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model computations more feasible, creating 379 data cells in the process (Figure A.3), 

which were then used in the coseismic slip models. The subsampling was realized using 

the Quadtree partitioning method (Jonsson et al., 2002). Because of high spatial correla-

tion, the dataset can be reduced without any loss of significant information in the de-

formation signal. Quadtree squares were chosen to be equally spaced throughout the 

entire image. Thus we created 379 data cells. 

 

 
Figure A.3: Unwrapped LOS displacement. The LOS direction is pointing upwards and 
in ENE direction with an angle of inclination varying from 45° in the northwest corner 
to 60° in the southeast, i.e. the area of negative LOS motion north of the epicenter cor-
responds to depression and/or motion to the west. The right hand side shows the un-
wrapped LOS displacement on a coarser grid, which was used as constraint for the co-
seismic slip inversions. The colour scale shows the displacement in mm relative to an 
arbitrary baseline. 

 
 
A.2.2. GNSS processing and geodetic inversion (applied by Z. Deng and M. Moreno) 
 
In this paper, GPS data from 122 stations on 16 September 2015 are processed, which 

are located in South America operated by 20 different organizations and universities. In 

addition to the GPS observations, 54 stations have recorded also GLONASS satellite 

observations. To study the dynamic motion during the earthquake 18 stations with 1 Hz 

high-rate observations have also been processed. 

The 122 GPS stations are processed using the last version of GFZ GNSS software, 

Earth Parameter and Orbit System (EPOS) (Deng et al., 2015). To retrieve the dis-
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placement caused by the Illapel earthquake two processing strategies are used, static 

Precise Point Positioning (PPP) model  using daily 30 second GPS+GLONASS obser-

vations and kinematic PPP model using two hour 1 Hz high-rate GPS observations.  

In the daily static PPP model the displacements of the GPS stations are calculated from 

the differences between 22 hour coordinate solution (00:00-22:00 UTC) on 16 Septem-

ber 2015 and 24 hour coordinate solution (00:00-23:59 UTC) on 17 September 2015. 

[…] In the kinematic PPP solution the station coordinates are estimated every second 

for the time period 22:00-23:59 UTC on 16 September 2015.  

GPS data processing is applied in a similar way as extensively described in the Iquique-

Pisagua study. Inter- and coseismic slip distributions of both dip-slip and strike-slip 

components were estimated using a damped linear least squares inversion based on 

Green's functions generated with a Finite Element model. This model is an update of the 

model of Moreno et al. (2012) including a refined mesh. Our model incorporates the 

geometrical complexities of the Chile subduction zone taking into account the precise 

geometry of the subduction interface according to the SLAB1.0 model (Hayes et al., 

2012), topography and bathymetry data and the continental Moho (Tassara and Ec-

haurren, 2012). The structure of our 3-D model consists of four blocks: continental 

plate, viscoelastic continental mantle, oceanic plate, and viscoelastic oceanic mantle. 

The megathrust fault used in the inversion was discretized into 1321 triangular patches 

with an average patch size of 60 km2 and extends from the trench to a depth of 70 km. 

We specifed a Young's modulus of 100, 120 and 160 GPa, for the continental crust, 

oceanic crust, and mantle, respectively. Poisson's ratio was set to 0.265 and 0.30 for 

continental and oceanic crust, respectively, and 0.25 for the mantle. All numerical simu-

lations in this study were solved with the finite element modelling software PyLith (Aa-

gaard et al., 2013) and the mesh was created using the Cubit software. The Green's 

functions were created for the center of each fault triangular element to allow a better 

representation of the fault curvature. The MATLAB routine ‘lsqlin’, a subspace trust-

region method based on the interior-reflective Newton method described by Coleman 

and Li (1996), was used to solve the inversion. 

Daily solutions of vertical and horizontal displacements from 18 cGPS were inverted 

together with InSAR data to produce a slip distribution that represents the main defor-

mation. Unwrapped InSAR data have a subtle ramp. We therefore introduce an addi-

tional three auxiliary parameters into the inversion to represent a planar ramp and offset 

in the InSAR data (but not the GPS data). The ramp parameters are inverted for jointly 

with the slip distribution. The combined solution fits the GNSS and InSAR observations 

very well in terms of both direction and amplitude (Figure A.4). It clearly shows the 
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influence of the deformation of aftershocks, which may have cancelled part of the de-

formation produced by the main event in the downdip part of the rupture. 

For more details on data processing or model set-up, please refer to the auxiliary mate-

rial of Tilmann et al. (2016). 

 

 

Figure A.4: Optimal coseismic slip obtained by using a joint inversion of GPS and In-
SAR. Line of sights (LOS) were corrected for a ramp during the inversion. The modelled 
slip includes the e_ect of an MW = 7:0 aftershock. 

A.3. Coseismic Rupture 

(compare: 3. Coseismic Rupture in Tilmann et al., 2016) 

 

Displacements measured at continuous GNSS stations indicate uplift of the coastline 

and westward motion approximately radially toward a point offshore near 31.2°S. Near-

field interferometric synthetic aperture radar (InSAR) fringes also align along a circular 

pattern (Figure A.1) focused on this area. These observations point to a simple rupture 

with peak slip located offshore at this latitude. We applied different approaches for in-

ferring coseismic slip and rupture evolution. First, we model the coseismic displacement 

field as recorded by continuous GNSS stations using a realistic geometry for the plate 

interface (SLAB1.0) (Hayes et al., 2012) and laterally heterogeneous elastic structure 
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(Tassara and Echaurren, 2012), following the methodology of Moreno et al. (2012). In 

Figure A.3 we show the model for the purely coseismic displacement [..] on the daily 

GNSS solution and InSAR data, which also includes the effects of the first day of post-

seismic slip including an Mw = 7.0 aftershock […]. Slip is additionally inverted in a 

second approach by using geophysical data (strong motion, teleseismic data, backpro-

jection of seismic arrivals). The coseismic slip estimated by the two methods results in a 

broadly similar rupture pattern (Figure A.5), albeit with a somewhat different peak slip 

of ∼6 m and 4.8 m in the geodetic finite element model and joint inversion models, re-

spectively. The geodetic solution also has a more elongated region of maximum slip.  

 

 
 

Figure A.5: Coseismic slip model. The colour image shows the dip component of co-
seismic slip in the joint inversion model, with slip less than 1 m omitted, as this is not 
well constrained.  

A.4. Discussion and Conclusion 

(compare: 5. Discussion and Conclusion in Tilmann et al., 2016) 

 

The slip model reveals details on rupture evolution and shows, that the earthquake nu-

cleated close to the coast and propagated northwards and up-dip with a maximum slip 

of 5-6m. 

The along-strike extent of the Illapel rupture coincides approximately with a local high 

in interseismic locking in our updated locking map (Figure A.1). A similar pattern is 
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found in the locking map of Métois et al. (2012). The up-dip extent of locking is very 

hard to constrain such that the shift in dip direction between peak slip and maximum 

locking is not significant. The aftershocks extend into the areas of intermediate locking 

to the south and north. Métois et al. (2012) had already pointed out the possible role of 

incoming seafloor features, i.e., the JFR and CFZ, in controlling the segment boundaries 

as their projection below the forearc approximately coincides with the region of low 

locking. However, the actual coseismic rupture is clearly much smaller than the gap 

between these features (Figure A.1), such that it is hard to make the argument that the 

main shock rupture was arrested by either of them. […] 

The presence of a local high in locking and the fact that prior earthquakes in 1943 and 

1880 seem to have broken a similar part of the margin justify the identification of the 

area between 30° and 32°S as a distinct segment (Métois et al., 2012, 2014), even 

though in the earlier earthquake history its southern boundary seems to have been 

breached by earthquakes in 1730 and maybe in 1647 (Beck et al., 1998). The accumu-

lated margin-normal slip deficit since 1943 is 5.31m for full locking (based on conver-

gence of 78 mm/year at 19° obliqueness) (DeMets et al., 2010), similar to the actual 

peak slip of the Illapel earthquake. Leaving the case of the eighteenth century mul-

tisegment rupture aside, the Coquimbo-Illapel margin thus seems to be an ideal host for 

characteristic earthquakes, i.e., earthquakes with very similar properties in subsequent 

seismic cycles. […] 

In contrast to this superficial similarity stands the much smaller seismic moment deter-

mined for the 1943 event by Beck et al., 1998 (6 × 1020 Nm, only about a fourth of the 

moment of the recent event). […] Even if we discount the early weak phase of the 2015 

shock it is clear that the recent event ruptured at least twice as long. […] 

In conclusion even this simple segment does not seem to produce characteristic earth-

quakes in the strict sense, and slip predictability can be rejected. This finding is con-

sistent with statistical approaches, which find that the frequency-magnitude distribu-

tions determined for the major subduction zones are consistent with the standard Guten-

berg-Richter power law distribution, contrary to the prediction of the characteristic 

earthquake hypothesis (Naylor et al., 2009). Considering the events in 1971, 1985, and 

2010, the area to the south has arguably completed its seismic cycle for this generation, 

and no M > 8 earthquake is expected there in the near future. This throws the spotlight 

on the Atacama segment to the north, which has ruptured in a great earthquake in 1922 

and has not experienced an event with M > 7.5 since but is likely to be further loaded by 

the postseismic response to the Illapel earthquake in the months to come. This segment 

thus remains at significant risk for another great earthquake and accompanying tsunami. 
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B: Supporting Information for Characterizing afterslip and ground 

displacement rate increase following the 2014 Iquique-Pisagua Mw 
8.1 earthquake, Northern Chile 

 
 
Figure B.1: Availability of a) survey GPS (sGPS) and b) continuous GPS (cGPS) data 
sorted by station name. The pink star marks the time of the Iquique-Pisagua earthquake. 
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Figure B.2: Time series of the three components East, North and Up for a selection of 
cGPS stations, chosen on best spatial representation of the network that we use for our 
model approach (left panel) and corresponding time series inversion for all three com-
ponents and signal contributions explained in the main text (right panel). The map 
shows the station locations.  
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Figure B.3: Time series of the three 
components East, North and Up for a 
selection of sGPS stations, chosen as 
best spatial representation of the net-
work. Black circles are the original and 
red circles the corrected sGPS data. 
Campaign GPS data are jointly plotted 
with the closest cGPS (“twin”-) station 
to demonstrate their similarity. The map 
shows the station locations, including 
all “twin”-stations.
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Text B.1: GPS processing details 
 
The data is processed in three steps (Figure 2.2) using the EPOS software (Gendt et al., 

2013). First, a precise point positioning (PPP) is applied to all GPS stations using up-

dated GPS satellite clock and orbit products (Deng et al., 2016). After outlier removal, 

the single station PPP coordinate results have an accuracy of ~1-2 cm (GFZ_PPP solu-

tion). The second step applies a network algorithm to these apriori solutions. The total 

number of South American GPS stations exceeds 800 stations, so we processed about 

250 stations at once in several sub-network approaches. For each sub-network, we in-

clude 56 densely distributed IGS stations (Figure B.4). All stations are weighted equal-

ly and no station position is fixed (free network solution). The datum of the coordinate 

solution is defined by the International Terrestrial Reference Frame 2008 (ITRF2008) to 

yield the GFZ_NET solution. Finally, the network solutions are aligned to the Interna-

tional GNSS service (IGS) reprocessing combined daily coordinate product in 

ITRF2014 (Rebischung et al., 2015; Altamimi et al., 2016) to reduce the impact of a 

datum effect. The final coordinates have an accuracy of a few millimeters (GFZ_NT2 

solution).  

 

A detailed list of applied models and algorithms is given below: 

 

Observation data:  

•  Ionosphere-free linear combination, indifference carrier phase and pseudo-range 

observables 

•  Sampling rate: 5 minutes  

•  Elevation cut-off angle: 7° 

•  Elevation depended weighting: ½*sin(e) for elevation e < 30° 

 

External models used in the processing:  

•  Updated satellite and ground antenna phase center offsets and phase center varia-

tions in IGS08_XXXX.ATX file 

•  Ocean tide loading: FES2004 (Lyard et al., 2006) 

•  Atmosphere pressure tide loading effects: International Earth Rotation and Refer-

ence Systems (IERS) Conventions 2010 (Petit & Luzum, 2010) 

•  Troposphere: a priori zenith delay from Saastamoinen (1973), Global Pressure and 

Temperature model (GPT2) and Vienna Mapping Function (VMF) (Boehm et al., 

2009; Lagler et al., 2013) 

•  Ionosphere: include second order ionosphere correction 
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Reference frames:  

•  Terrestrial: IGS realization of ITRF2008/ITRF2014 (Altamimi et al., 2016) 

•  IAU 2000A Precision-Nutation model (Capitaine et al., 2005) 

•  Earth Orientation Parameters (EOP) are constrained as a priori values (Bulletin A) 

 
Estimated parameters (Least Square):  

•  Station coordinates of stations  

•  Receiver clocks per epoch  

•  Troposphere: Zenith delay estimation (ZTD) per hour, gradients per 24 h  

•  Ambiguities: fixed  

•  Earth rotation parameters (ERP): pole coordinates and rates, length of day (LOD)  

 
 

  
Figure B.4: Location of 56 reference stations used to tie the GPS network solution to 
the ITRF2014 daily coordinate solution. 
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Figure B.5: Original (blue) and corrected (magenta) East component of sGPS station 
PEIN after applying the seasonal model (red). Grey circles represent the projection of 
the measurements onto the seasonal model. The correction factor for the 2015 cam-
paign data (black arrow) illustrated that the seasonal signal affects each campaign sub-
set differently by about 1 to 5 mm, if not measured at the same period each year.  
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Text B.2: Details on the visco-elastic model 
 
Three dimensional visco-elastic simulations were performed using the PyLith software 

(Aagaard et al., 2013). We model the surface deformation component caused by post-

seismic visco-elastic mantle relaxation using a finite element model (FEM), consisting 

of four blocks with different material properties: (1) an elastic continental plate with a 

mean thickness of 45 km, (2) an elastic oceanic plate with a mean thickness 30 km, (3) a 

viscoelastic continental mantle, and (4) a viscoelastic oceanic mantle (Figure A.10). 

Our model is about 2500 km in the E-W direction, 1100 km in the N-S direction, and 

500 km in the vertical direction to make sure that the boundaries are sufficiently far 

away from our study area (Figure A.10). The model mesh consists of over 106 ele-

ments. For cumulative displacements at short time periods, we used a Maxwell (linear) 

rheology to model the spatial pattern of postseismic displacements and estimate an ef-

fective viscosity. Recent studies, however, have used a more complex, transient rheolo-

gy, e.g. bi-viscous Burgers rheology (e.g. Trubienko et al., 2013; Klein et al., 2016) to 

model the temporal decay in postseismic GPS time series. As we are only interested in 

fitting the cumulative postseismic displacement during specific time periods, we use a 

linear Maxwell rheology in the viscoelastic bodies, see also Li et al. (2017) and Bedford 

et al. (2016). The component of the visco-elastic mantle response was combined with 

the elastic inversion of afterslip to account for viscous processes contributing to post-

seismic deformation (more details can be found in section 3.4.1). 
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Figure B.6: Model set up in the Pylith software for determining the contribution of vis-
co-elastic mantle relaxation to the overall postseismic ground displacement. a) Geome-
try and b) finite-element mesh of the four block subduction geometry and c) geometry 
and mesh of the subduction plate interface. The geometry is based on the SLAB 1.0 
plate interface model (Hayes et al., 2012) and the Moho of Tassara & Echaurren 
(2012). 
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Figure B.7: a)-g) Predicted horizontal visco-elastic mantle relaxation of Period 2 for 
different continental mantle viscosities ηCM ranging from 1 x 1018 to 100 x 1018  Pa s,  
while oceanic mantle viscosity ηOM was fixed to 100 x 1018 Pa s. h) Trade-off curve be-
tween best fit (rms error) and viscosity of the continental mantle. The best fit is ob-
served at ηCM = 2 x 1019  Pa s (subfigure e).  
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Figure B.8: a)-g) Predicted vertical visco-elastic mantle relaxation of Period 2 for dif-
ferent continental mantle viscosities ηCM ranging from 1 x 1018 to 100 x 1018  Pa s, while 
oceanic mantle viscosity ηOM was fixed to 100 x 1018 Pa s. 
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Figure B.9: Trade-off curve between roughness and misfit (in mm) of the interseismic 
model, using different smoothing values, the preferred one indicated in red.  For the 
postseismic models we used a smoothing of 800 (Period 1), 1200 (Period 2) and 1000 
(Period 3), respectively. Misfit and roughness were calculated based on Menke (2012): 

ݐ݂݅ݏ݅݉ ൌ ሺܩ  Xሻ െ  ܽݐܽ݀

, where G are the Greens functions and X is the modelled slip and 

ݏݏ݄݁݊݃ݑ݋ݎ	 ൌ ሾܺܦሿ்	  	ሾܺܦሿ 
, where D is the roughness matrix defined in Menke (2012).  
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Figure B.10: Temporal evolution (color-coded by time in years) of the interseismic 
ground displacement (sampled by 90 days) of cGPS stations in our network. Note that 
the 2005 Tarrapaca and the 2007 Tocopilla earthquake clearly influenced ground dis-
placements of several GPS stations. For other features see Figure 3.4 in the main text. 
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Figure B.11:  Ground deformation transients for coastal cGPS stations for East (left) 
and North (right) components after the large Mw 6.7 foreshock on 16 March 2014. The 
station and earthquake locations are indicated in the map. 
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Figure B.12: a) Following the weighting approach of Cavalié et al. (2013) for different 
input data types, we tested various weighting factors w in a range of 10-2 to 102,  where 
w = wsGPS /wcGPS is the ratio of sGPS to cGPS weight. The best-fit (based on the rms-
error) for the interseismic period is obtained with a weighting factor of 2.5. The optimal 
weighting factor differs from one model period to another, since the spatial distribution 
of the input data varies. Best-fit ratios of wsGPS /wcGPS are 2.5 (interseismic model), 2.0 
(Period 2 model) and 1.5 (Period 3 model).  
b)-d) Weighting factors between the vertical and horizontal GPS data for interseismic 
period (b), Period 1 (c), Period 2 (d) and Period 3 (e). Overall, the best-fit is obtained, 
when weighting the vertical cGPS components five times less and the sGPS vertical 
components ten times less than the corresponding horizontal data. 
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Figure B.13: GPS rates (blue) and their corresponding component of Andean 
sliver motion (red) using a) the Euler Pole from Métois et al. (2013) and b) the 
one from our own inversion, showing insignificant differences. Details on the 
poles are indicated in the legend. For other features see Figure 3.4 in the main 
text. 
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Figure B.14:  
Checkerboard resolution tests for 
the different model periods.  
a) Original input data with  
 slip and backslip of +/-1 m,             
 and inversion results of 
b)  the interseismic period, 
c)  of model Period 1, 
d)  of model Period 2 and 
e)  of model Period 3. 
For other features see Figure 3.4 in 
the main text. 
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Figure B.15: Horizontal residuals between the observed data and the predicitions of a) 
the interseismic model, b) Period 1, c) Period 2 and d) Period 3 model. The misfit indi-
cated in the legend is the averaged rms-misfit of all stations in the respective model. 
For other features see Figure 3.4 in the main text. 
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Figure B.16: The vertical residuals between the observed data and the predictions of a) 
the interseismic model, b) Period 1, c) Period 2 and d) Period 3 model. The misfit indi-
cated in the legend is the averaged rms-misfit of all stations in the respective model. 
For other features see Figure 3.4 in the main text. 
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Figure B.17: Vertical GPS components of a) the interseismic model, b) Period 1, c) 
Period 2 and d) Period 3, with observations in blue and respective model predictions in 
red. For other features see Figure 3.4 in the main text. 
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Figure B.18: Modelled partition 
of the observed GPS displace-
ment signal (blue) into interseis-
mic locking (black) and the visco-
elastic relaxation (red) for a) Pe-
riod 1, b) Period 2 and c) Period 
3. For other features, we refer to 
Figure 3.4 in the main text. 
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Figure B.19: Afterslip cumulated over two years (white arrows indicate the normalized 
rake). For other features see Figure 3.4 in the main text. 
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Figure B.20: a) Original (red) and modified (blue) model input data, where random 
noise is scaled with the GPS data error and added to the original data for 50 model 
runs to estimate the b) uncertainty of the maximum cumulative slip parameter. By fitting 
a probability density function, we find that the maximum slip of 89.04 cm (red line, es-
timated using the original input data) varies asymmetrically with -0.4/+1.2 cm. 
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GPS  
station 

Residual 
East 
[mm] 

Residual 
North 
[mm] 

Residual 
Up [mm]

GPS  
station

Residual 
East 
[mm] 

Residual 
North 
[mm] 

Residual 
Up [mm]

AEDA 1.4 1.1 2.2 PB04 1.0 1.0 1.7 
AMDE 1.0 0.9 2.0 PB05 1.0 0.9 1.6 
ANT2 1.0 0.8 2.1 PB06 1.1 1.1 2.1 
ATJN 1.2 1.0 1.9 PB07 1.0 1.0 1.7 
BDEC 1.6 1.4 2.3 PB08 1.5 1.0 2.1 
BDJC 1.0 1.0 1.7 PB09 1.0 1.1 1.9 
BLOV 1.3 1.0 1.8 PB11 1.4 0.9 1.8 
BMWS 1.1 1.4 2.2 PCAL 2.0 1.2 2.4 
BNOE 1.3 1.4 2.0 PCCL 1.2 1.0 1.9 
BRDQ 1.0 0.9 1.5 PCHA 1.4 1.3 2.0 
BWSZ 1.2 1.0 2.2 PI60 1.0 0.9 1.6 
CBAA 1.0 0.9 1.7 PICB 1.2 1.0 1.9 
CDLC 1.0 1.0 2.1 PICC 1.3 0.9 2.0 
CGTC 1.1 0.9 1.7 PICN 1.6 2.3 2.7 
CHM2 1.7 0.9 2.2 PMEJ 1.2 1.1 1.9 
CHMZ 1.1 0.9 1.9 PSGA 1.2 1.0 2.1 
CHYT 1.6 1.3 2.7 PTRE 1.1 1.1 1.8 
CJNT 1.0 0.9 1.9 PUNA 1.1 1.0 1.7 
CLLA 1.6 1.0 2.0 QUEB 0.9 0.9 1.9 
COLC 1.3 1.2 1.9 QUIL 1.3 1.1 2.2 
COLO 1.4 1.1 2.1 RADO 1.3 1.0 2.0 
CRSC 1.0 1.0 2.0 RDEO 0.9 1.0 1.8 
CTLR 1.0 0.9 1.7 SCTC 1.1 1.0 2.0 
FBAQ 1.4 1.3 2.5 SPAT 0.9 0.9 1.9 
HMBS 1.3 1.1 2.1 SRGD 1.0 0.9 1.7 
HPCH 1.1 1.0 1.7 TCPL 1.7 1.3 2.6 
IACR 1.4 1.1 2.1 TILC 1.3 0.9 1.9 
IQQE 1.2 1.0 1.7 TUZG 1.5 0.9 2.1 
JRGN 1.1 1.1 1.9 UAPE 1.3 1.0 2.0 
LVRA 0.9 1.0 1.7 UAPF 1.6 1.5 2.5 
LYAR 1.0 0.9 1.9 UCNF 1.1 1.0 1.9 
MCLA 1.0 0.9 1.5 URCU 1.1 0.8 1.8 
MICA 1.0 0.9 1.7 URUS 1.2 1.1 1.7 
MNMI 1.4 1.1 2.4 UTAR 1.5 1.2 2.7 
PA70 0.9 0.9 1.9 UTUR 1.0 1.0 2.0 
PB01 1.2 1.0 2.3 VLZL 1.0 0.9 1.9 
PB02 1.0 1.0 1.7 YAVC 0.8 0.9 1.9 
PB03 1.0 1.0 2.3     

 
 
Table B.1: Residuals of the GPS time series after removing of the seasonal model 
(equation 3.2 in the main text) for cGPS components. The average rms-misfit is 1.2 mm 
in East, 1.0 mm in North and 2.0 mm in vertical component. 
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Table B.2: Best-fit model parameters F1 to F4 representing the seasonal oscillation in 
the cGPS time series (see equation 3.2 in the main text).Parameters of stations with 
significant data gaps were estimated using the mean oscillation signal (see Table B.3). 
 
 
 
 
 
 

GPS 
station 

Parameters East  
component (in mm) 

Parameters North  
component (in mm)  

Parameters Up 
 component (in mm)  

F1 F2 F3 F4 F1 F2 F3 F4 F1 F2 F3 F4

AEDA 0.412 0.341 -0.544 -0.378 1.967 0.821 -0.257 0.159 -2.915 1.397 0.379 0.759 
AMDE 0.750 -0.198 0.052 -0.213 2.085 1.214 -0.751 0.252 -2.377 0.985 -0.963 0.817 
ATJN 1.228 0.271 -0.048 -0.465 2.218 0.715 -0.087 0.189 -3.105 1.335 -0.034 0.783 
BDEC 1.176 1.094 1.156 -0.477 1.463 -2.507 -1.413 0.309 -3.754 1.512 -0.100 0.640 
BLOV 0.667 0.504 0.214 -0.525 2.197 0.158 -0.889 0.326 -4.556 -0.816 -1.607 2.833 
BMWS 1.381 -0.857 0.015 -0.316 1.566 -0.529 -1.435 -0.327 -3.105 1.335 -0.034 0.783 
BWSZ 1.107 0.216 0.299 -0.214 1.852 0.267 -0.624 0.086 -2.832 0.895 -1.185 0.979 
CBAA 0.672 -0.031 0.114 -0.593 2.146 0.790 -0.012 0.190 -1.766 0.572 -1.036 1.319 
CDLC 0.795 0.082 0.146 -0.550 2.099 0.767 0.007 0.176 -3.105 1.335 -0.034 0.783 
CGTC 1.430 -0.071 0.202 -0.391 2.134 0.650 -0.169 0.304 -3.105 1.335 -0.034 0.783 
CHMZ 0.766 -0.253 0.180 -0.587 2.122 0.293 -0.036 0.261 -3.521 1.263 -0.712 1.176 
CHYT 2.708 -0.494 -0.034 -0.302 3.632 -0.070 -0.477 -0.152 -3.175 1.540 0.181 0.596 
CJNT 0.866 -0.032 0.079 -0.479 1.958 0.690 -0.068 0.143 -2.808 1.404 0.028 0.695 
CLLA 1.014 0.089 0.258 -0.604 2.170 0.487 -0.005 0.064 -3.775 1.388 -0.309 1.225 
COLC 1.119 -0.011 0.202 -0.740 1.853 0.789 -0.055 0.205 -3.105 1.335 -0.034 0.783 
COLO 1.333 0.279 0.051 -0.782 2.164 0.959 -0.264 0.395 -4.272 1.495 -0.234 0.129 
CRSC 0.849 0.129 0.019 -0.487 2.018 0.703 -0.111 0.128 -0.945 2.556 -0.211 -0.137 
CTLR 0.695 0.274 0.195 -0.626 2.121 0.301 0.167 0.175 -3.148 1.301 -0.319 0.476 
FBAQ 1.500 0.849 -0.597 -0.172 2.760 0.948 -0.397 0.100 -2.783 1.233 0.469 0.512 
HMBS 0.789 -0.304 0.212 -1.020 2.316 0.240 -0.044 0.107 -3.460 1.350 -0.062 0.923 
IACR 1.043 0.245 -0.434 -0.255 1.941 1.302 -0.806 0.197 -3.086 3.193 -0.056 1.028 
IQQE 1.068 0.039 0.138 -0.304 2.059 0.742 -0.071 0.131 -3.348 1.757 0.086 0.526 
JRGN 0.592 0.445 0.020 -0.420 2.223 0.910 0.047 0.119 -2.940 1.363 0.336 0.368 
LYAR 1.098 0.003 0.189 -0.564 2.287 0.891 0.075 0.160 -2.920 2.587 0.019 0.663 
MCLA 0.701 0.306 0.095 -0.431 2.027 0.751 -0.010 0.165 -5.000 0.998 -0.194 0.362 
MICA 0.699 0.567 0.277 -0.692 2.343 0.337 -0.015 0.034 -3.105 1.335 -0.034 0.783 
MNMI 1.442 0.336 0.496 -0.749 2.487 0.787 0.104 0.142 -3.674 2.898 -0.582 1.495 
PB01 1.151 0.126 -0.024 -0.688 2.291 0.691 -0.038 0.423 -2.654 1.479 0.561 0.983 
PB02 1.040 0.206 0.162 -0.549 1.824 0.956 -0.260 0.106 -2.061 0.599 0.086 0.577 
PB03 0.967 0.101 0.298 -0.291 2.021 0.953 -0.267 0.018 -3.105 1.335 -0.034 0.783 
PB04 0.855 0.327 0.185 -0.549 2.181 0.665 -0.057 0.148 -3.680 1.971 0.763 0.732 
PB05 0.799 0.127 0.114 -0.294 1.996 0.706 -0.340 0.053 -2.952 1.300 0.063 0.512 
PB06 1.305 0.325 0.244 -0.331 1.685 0.834 -0.262 0.059 -3.519 1.322 0.454 0.269 
PB07 0.896 -0.026 0.010 -0.634 2.081 0.786 -0.301 0.245 -2.908 1.270 0.986 1.080 
PB08 1.685 1.121 -0.065 -1.187 2.438 0.894 0.003 0.172 -3.105 1.335 -0.034 0.783 
PCCL 1.200 0.036 0.100 -0.547 2.495 0.828 -0.131 0.059 -2.561 1.952 0.218 0.382 
PCHA 0.581 0.235 0.278 -0.368 2.104 0.929 0.288 0.180 -2.610 0.834 -0.169 0.537 
PICB 1.442 0.611 -0.377 -0.452 2.031 1.111 0.007 -0.055 -2.425 1.280 -0.184 0.322 
PICC 1.173 0.535 0.671 -0.277 2.239 1.399 0.159 0.195 -2.584 1.195 0.110 0.704 
PMEJ 0.982 0.219 0.227 -0.348 1.919 1.116 -0.188 0.067 -1.816 1.091 0.012 0.586 
PSGA 0.827 0.360 0.320 -0.644 2.099 0.896 -0.025 0.061 -3.002 1.272 -0.169 1.196 
PTRE 1.409 -0.163 -0.054 -0.525 2.454 0.523 -0.250 0.159 -2.555 1.055 -0.671 1.128 
QUIL 0.320 0.404 -0.949 -0.256 1.414 0.637 -0.153 0.167 -4.024 0.365 -0.633 1.003 
RADO 0.645 0.253 0.368 -0.523 2.123 0.779 0.059 0.201 -3.105 1.335 -0.034 0.783 
SRGD 0.822 0.126 0.167 -0.499 2.148 0.646 -0.063 0.183 -3.105 1.335 -0.034 0.783 
UAPE 0.863 0.145 -0.149 -0.580 2.017 1.011 -0.058 0.263 -3.105 1.335 -0.034 0.783 
UAPF 1.193 -0.550 -0.329 -0.704 0.939 -0.249 -0.248 0.886 -3.740 1.487 0.251 0.571 
UCNF 0.640 0.594 0.416 -0.381 1.984 1.166 -0.211 0.190 -4.119 0.480 0.359 0.709 
URUS 1.136 0.058 0.148 -0.286 2.222 0.525 -0.322 0.447 -3.105 1.335 -0.034 0.783 
UTAR 1.243 0.224 0.177 -0.477 2.643 1.389 -0.024 -0.048 -2.851 1.909 0.329 0.601 
UTUR 1.042 -0.116 0.222 -0.598 2.200 0.557 -0.068 0.396 -2.894 1.707 0.941 1.245 
VLZL 0.776 0.220 0.187 -0.452 1.982 0.797 -0.010 0.243 -3.105 1.335 -0.034 0.783 
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East component  
parameters (in mm) 

North component  
parameters (in mm) 

Up component  
parameters (in mm) 

F1 F2 F3 F4 F1 F2 F3 F4 F1 F2 F3 F4

1.017 0.179 0.102 -0.496 2.110 0.653 -0.199 0.170 -3.105 0.134 -0.034 0.783 

 
Table B.3: Mean seasonal parameters extracted from all cGPS stations (see Table 
B.2) for correcting the seasonal signal of the campaign sites.  
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GPS 
station 

interseismic 
velocity (before 

Tarapacá)  

interseismic 
velocity (be-

tween Tarapacá 
and Tocopilla)  

interseismic 
velocity (after 

Tocopilla)  
 

GPS 
station

interseismic 
velocity (before 

Tarapacá)  

interseismic 
velocity (be-

tween Tarapacá 
and Tocopilla)  

interseismic 
velocity (after 

Tocopilla)  

AEDA 30.04 27.43 25.43  PB02 -        -         29.06 
AERO -            -     34.12  PB03 -        -         25.32 
ANTF 32.12     -        -       PB04 -        -         33.63 
ATJN -        22.87 25.40  PB05 -        -         37.70 
BAND -        -         31.21  PB06 -        -         25.88 
BAQU 26.18 -         29.82  PB07 -        -         38.18 
CACO 33.93 -         -          PB08 -        -         25.12 
CALC 33.96 -         35.28  PB08 -        -         25.12 
CAMA 23.24 -         -          PBAR 19.09 -         19.18 
CBAA -        22.13 21.76  PCAL 24.04 -         -         
CDLC -        32.10 32.80  PCCL -        17.18 19.36 
CENE -        -         17.33  PCHA -        21.69 -         
CETO 18.54 -         17.05  PCUA 32.35 -         30.36 
CGTC -        -         27.73  PEIN -        -         20.48 
CHM2 -        -         16.68  PENI 16.37 -         -         
CHMZ -        -         22.47  PICA 23.86 -         20.77 
CJNT -        16.99 16.99  PICB -        28.78 -         
CLLA -        -         21.14  PICC -        -         25.71 
COLC -        -         23.67  PICN 28.60 -         -         
COLO -        -         18.14  PMEJ 33.96 32.08 -         
COME 26.32 -         -          PRO1 -        -         28.91 
CRSC -        28.72 -          PRO2 -        -         27.70 
CTLR -        -         31.18  PRO3 -        -         30.52 
CTOC -        -         16.78  PSGA -        -         -         
ECHA 27.84 -         26.07  PTCH 32.28 -         -         
ESJM 17.18 -         -          PTRE -        13.34 15.85 
FBAQ 28.49 26.21 -          PUQI 22.92 -         24.13 
GRAQ -        -         31.42  QUIL -        32.18 -         
GUAT 32.65 -         28.58  RADO -        -         16.98 
IACR -        -         20.65  RLOA 31.83 -         -         
INCA -        -         28.58  SACA -        -         17.17 
IQQE 28.95 -         26.85  SIGO 25.96 -         31.52 
JRGN -        37.40 -          SRGD -        -         29.90 
LINZ -        -         19.11  SURI 16.12 -         -         
LIVE 31.38 -         31.08  TCPL -        27.98 -         
LYAR -        -         20.36  TILC -        -         15.20 
MABL -        -         30.15  TOCO 14.79 -         16.46 
MCLA -        30.65 -          TOPI -        -         29.33 
MEJI 29.35 -         32.62  UAPE 32.15 33.55 30.58 
MEJS -        -         35.26  UAPF 28.62 -         -         
MICA -        -         28.28  UCNF -        30.64 32.29 
MINF 24.40 -         26.31  URIB 30.54 -         31.51 
MNMI -        -         22.95  URUS -        -         12.37 
OFLA -        -         29.52  UTAR 19.29 17.76 21.40 
PACO 11.44 -         -          UTUR -        -         16.31 
PAEL -        -         23.69  VIRI 7.15 -         -         
PATI 32.50 -         33.57  VLZL -        30.27 -         
PB01 -        -         25.42      

 
Table B.4: Absolute (i.e. full) interseismic, horizontal ground rates (in mm/yr) split into 
a pre-Tarapacá, a between-Tarapacá-and-Tocopilla and a post-Tocopilla rate as de-
scribed in section 3.3.1 (East and North velocity is summarized into a 1-d horizontal 
velocity).  
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GPS 
station 

East 
displace-

ment 
[mm/yr] 

North 
displace-

ment 
[mm/yr] 

Up dis-
place-
ment 

[mm/yr] 

East 
error 

[mm/yr] 

North 
error 

[mm/yr]

Up error 
[mm/yr] 

GPS 
station 

East 
displace-

ment 
[mm/yr] 

North 
dis-

place-
ment 

[mm/yr]

Up 
dis-

place-
ment 

[mm/yr] 

East 
error 

[mm/yr] 

North 
error 

[mm/yr] 

Up error 
[mm/yr] 

AEDA 26.75 7.28 2.74 1.1 1.5 2.2 PAJA 13.36 4.42 -2.98 3.6 3.8 19.2 
AERO 32.50 10.41 17.82 3.3 3.5 11.5 PATI 32.40 6.30 3.93 3.0 4.0 14.9 
ANTF 30.59 9.79 14.37 4.0 2.6 15.1 PB01 24.64 6.24 3.80 0.8 1.1 1.5 
ATJN 24.53 7.43 3.57 0.8 1.2 1.4 PB02 27.84 8.34 5.11 0.7 1.0 1.4 
BAND 29.59 9.95 3.50 3.4 3.1 9.2 PB03 24.19 7.47 -0.16 0.8 1.0 1.4 
BAQU 27.02 8.88 2.75 3.1 3.3 31.4 PB04 31.42 11.98 1.59 0.8 1.0 1.4 
CACO 33.91 8.39 1.98 3.3 3.3 15.6 PB05 33.70 16.90 8.98 0.8 1.0 1.4 
CALC 32.77 9.47 -4.70 2.6 1.6 18.1 PB06 24.83 7.29 2.15 0.7 1.0 1.4 
CAMA 21.91 4.51 4.20 3.1 3.5 11.0 PB07 36.18 12.21 3.87 0.7 0.9 1.4 
CBAA 21.01 6.33 -0.49 0.8 1.1 1.4 PB08 23.71 8.30 11.98 0.7 1.0 1.5 
CDLC 31.21 8.86 6.77 0.8 1.1 1.6 PBAR 18.21 4.98 -1.83 3.2 4.1 11.3 
CENE 14.19 6.06 -1.40 3.0 2.9 15.9 PCAL 23.61 4.53 -3.19 1.4 2.1 2.3 
CETO 14.96 6.45 -3.60 2.7 3.0 24.8 PCCL 18.00 6.83 2.49 0.8 1.2 1.4 
CGTC 26.58 7.92 3.78 0.7 1.0 1.4 PCHA 20.79 6.20 2.51 0.9 1.3 2.2 
CHM2 15.32 6.60 15.67 0.7 0.9 1.5 PCUA 29.81 9.73 6.17 2.6 3.7 12.5 
CHMZ 20.61 8.97 -0.40 0.8 1.1 1.4 PEIN 14.78 8.16 1.34 2.9 2.7 11.2 
CJNT 16.44 4.29 0.04 0.9 1.3 1.5 PENI 14.22 3.21 -0.74 3.5 4.5 15.4 
CLLA 20.57 4.88 -1.31 0.7 1.0 1.3 PICA 21.15 5.88 -3.03 3.5 3.7 12.5 
COLA 11.69 4.76 2.39 3.9 3.6 13.8 PICB 28.20 5.74 6.87 1.2 1.9 2.3 
COLC 22.29 8.23 12.71 0.8 1.1 1.9 PICC 24.44 7.99 1.38 0.8 1.0 2.1 
COLO 17.17 5.84 -0.53 0.7 1.0 1.4 PICN 28.35 3.82 1.41 0.9 1.4 2.1 
COME 25.10 3.14 4.27 2.9 1.7 18.5 PMEJ 31.04 11.27 -3.05 1.1 1.4 2.2 
CRSC 27.64 7.78 3.06 0.8 1.2 1.4 PRO1 27.07 9.16 10.43 2.8 1.6 3.0 
CTLR 29.72 9.03 -0.38 0.8 1.1 1.6 PRO2 27.39 6.13 11.23 3.3 3.9 13.3 
CTOC 15.45 6.55 1.90 3.3 3.7 14.5 PRO3 29.69 9.07 13.84 3.9 4.5 11.6 
ECHA 25.82 6.29 2.23 3.1 2.8 20.8 PSGA 27.49 9.97 5.89 0.8 1.1 2.1 
ESJM 16.90 3.11 -5.14 2.8 4.3 20.7 PTCH 30.61 6.53 6.12 4.1 1.9 12.3 
FBAQ 24.23 5.51 4.28 1.2 1.9 1.7 PTRE 11.87 8.48 -0.39 0.8 1.2 1.5 
GRAQ 29.67 10.36 2.97 2.5 1.2 6.7 PUQI 22.46 5.60 2.41 3.5 4.2 14.8 
GUAT 28.50 4.87 -1.48 3.6 3.7 15.2 QPAC 13.24 5.11 -0.14 3.3 3.4 9.3 
HMBS 24.20 8.13 -3.45 0.9 1.2 2.0 QUIL 31.06 8.41 9.68 1.2 1.8 1.8 
HUAY 13.02 5.85 2.77 3.0 3.2 9.4 RADO 16.39 4.44 -3.78 0.8 1.1 2.0 
IACR 20.13 4.62 0.92 0.6 0.9 1.4 RLOA 30.20 6.33 5.34 3.3 3.6 12.7 
INCA 27.35 8.29 14.41 3.6 3.3 8.4 SACA 14.11 7.14 1.27 3.8 3.3 9.5 
IQQE 28.53 4.93 2.38 0.9 1.3 1.8 SIGO 26.73 8.14 3.55 2.9 3.9 11.7 
JRGN 34.81 13.67 -5.32 0.9 1.2 1.4 SRGD 28.87 7.80 2.25 0.8 1.1 1.4 
LCHU 11.29 2.80 10.51 3.4 5.0 17.5 SURI 10.79 6.19 1.18 2.4 2.5 13.6 
LINZ 14.90 5.68 -1.82 3.0 3.1 15.3 TILC 14.56 4.37 19.55 0.7 1.0 1.6 
LIVE 30.01 8.59 1.41 2.6 0.7 7.5 TOCO 17.99 4.22 1.83 3.1 2.4 10.4 
LOBA 16.63 7.82 -1.66 4.0 3.3 13.1 TOPI 26.02 10.53 5.05 3.3 4.3 14.0 
LYAR 19.56 5.65 4.75 0.7 1.0 1.4 UAPE 33.45 12.03 10.83 1.0 1.3 2.4 
MABL 27.51 6.47 2.25 3.2 1.1 6.2 UAPF 27.96 6.09 3.73 1.1 1.8 2.5 
MCLA 29.17 9.40 0.99 0.9 1.2 1.4 UCNF 31.07 11.57 2.81 1.0 1.2 2.1 
MEJI 29.06 10.73 2.00 1.8 2.7 12.8 URIB 28.88 9.61 2.81 3.7 2.6 15.4 
MEJS 33.63 10.61 5.91 2.6 1.6 17.5 URUS 11.66 4.14 -0.74 0.7 1.0 1.4 
MICA 27.44 6.83 4.88 0.8 1.1 1.6 UTAR 18.06 3.99 3.13 0.9 1.4 2.2 
MINF 24.76 5.44 1.42 2.8 3.5 10.7 UTUR 15.47 5.19 3.71 0.7 1.0 1.5 
MNMI 21.08 9.08 0.08 0.8 1.1 2.1 VLZL 29.10 8.32 3.64 0.9 1.1 1.4 
OFLA 26.28 9.44 2.78 3.4 3.6 18.7 YNGY 28.30 6.83 6.35 3.5 2.7 10.2 
PACO 12.08 7.70 -3.30 3.9 4.1 12.2 ZAHU 12.48 4.87 -3.73 3.5 3.9 18.3 
PAEL 17.19 8.81 -2.26 3.2 4.1 16.2        

 
Table B.5: Interseismic rates and errors of all GPS stations as described in section 
3.3.1., used for the joint interseismic model in SOAM reference frame. Values represent 
mean annual deformation rates. 
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GPS 

station 
East 

[mm/yr] 
North 

[mm/yr]
Up 

[mm/yr]
GPS 

station
East 

[mm/yr]
North 

[mm/yr]
Up 

[mm/yr] 
AEDA 24.62 17.78 2.74 PAJA 11.41 15.30 -2.98 
AERO 30.82 20.87 17.82 PATI 30.30 16.80 3.93 
ANTF 28.93 20.26 14.37 PB01 22.53 16.83 3.80 
ATJN 22.20 17.94 3.57 PB02 25.80 18.87 5.11 
BAND 27.87 20.40 3.50 PB03 22.26 18.02 -0.16 
BAQU 25.29 19.43 2.75 PB04 29.56 22.48 1.59 
CACO 32.29 18.85 1.98 PB05 31.91 27.40 8.98 
CALC 31.23 19.92 -4.70 PB06 22.98 17.86 2.15 
CAMA 19.59 15.00 4.20 PB07 34.20 22.75 3.87 
CBAA 19.08 17.05 -0.49 PB08 21.46 18.93 11.98 
CDLC 29.30 19.41 6.77 PBAR 16.28 15.69 -1.83 
CENE 12.40 16.75 -1.40 PCAL 21.67 15.18 -3.19 
CETO 13.11 17.15 -3.60 PCCL 15.54 17.33 2.49 
CGTC 24.38 18.43 3.78 PCHA 18.51 16.79 2.51 
CHM2 12.99 17.22 15.67 PCUA 27.99 20.22 6.17 
CHMZ 18.28 19.59 -0.40 PEIN 12.97 18.92 1.34 
CJNT 14.51 15.09 0.04 PENI 12.42 13.94 -0.74 
CLLA 18.44 15.48 -1.31 PICA 18.95 16.50 -3.03 
COLA 9.39 15.43 2.39 PICB 26.00 16.35 6.87 
COLC 19.87 18.92 12.71 PICC 22.24 18.59 1.38 
COLO 15.12 16.63 -0.53 PICN 26.15 14.42 1.41 
COME 22.85 13.68 4.27 PMEJ 29.31 21.73 -3.05 
CRSC 25.56 18.29 3.06 PRO1 25.39 19.64 10.43 
CTLR 27.80 19.53 -0.38 PRO2 25.71 16.62 11.23 
CTOC 13.51 17.34 1.90 PRO3 28.01 19.56 13.84 
ECHA 23.92 16.86 2.23 PSGA 25.21 20.47 5.89 
ESJM 15.23 13.77 -5.14 PTCH 28.56 17.04 6.12 
FBAQ 22.01 16.06 4.28 PTRE 9.35 19.05 -0.39 
GRAQ 27.96 20.82 2.97 PUQI 20.28 16.32 2.41 
GUAT 26.36 15.50 -1.48 QPAC 11.30 15.94 -0.14 
HMBS 22.01 18.67 -3.45 QUIL 29.06 18.99 9.68 
HUAY 11.15 16.71 2.77 RADO 14.40 15.09 -3.78 
IACR 17.69 15.10 0.92 RLOA 28.19 16.84 5.34 
INCA 25.63 18.82 14.41 SACA 12.24 17.96 1.27 
IQQE 26.35 15.43 2.38 SIGO 24.89 18.75 3.55 
JRGN 33.12 24.12 -5.32 SRGD 27.03 18.41 2.25 
LCHU 8.76 13.42 10.51 SURI 8.34 16.82 1.18 
LINZ 12.87 16.45 -1.82 TILC 12.52 15.45 19.55 
LIVE 28.40 19.08 1.41 TOCO 16.10 14.99 1.83 
LOBA 14.88 18.41 -1.66 TOPI 24.11 21.02 5.05 
LYAR 17.08 16.09 4.75 UAPE 31.27 22.53 10.83 
MABL 25.81 16.99 2.25 UAPF 25.78 16.59 3.73 
MCLA 27.38 19.89 0.99 UCNF 29.43 22.04 2.81 
MEJI 27.35 21.19 2.00 URIB 27.21 20.10 2.81 
MEJS 31.96 21.06 5.91 URUS 8.96 15.01 -0.74 
MICA 25.46 17.37 4.88 UTAR 15.63 14.47 3.13 
MINF 23.12 16.01 1.42 UTUR 13.38 16.05 3.71 
MNMI 18.70 19.65 0.08 VLZL 27.34 18.85 3.64 
OFLA 24.19 19.99 2.78 YNGY 26.67 17.37 6.35 
PACO 9.62 18.19 -3.30 ZAHU 9.99 15.44 -3.73 
PAEL 15.43 19.45 -2.26     

 
Table B.6: Same as Table B.5, but in ITRF2014 reference frame. 
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GPS 
station 

Data observation (total) Visco-elastic fraction
East 
error 
[mm] 

North 
error 
[mm] 

Up 
error 
[mm] 

East 
[mm] 

North 
[mm] 

Up 
[mm] 

East 
[mm] 

North 
[mm] 

Up 
[mm] 

AEDA -44.52 -6.85 -0.95 -0.082 -0.034 0.027 0.7 1.0 1.7 
ATJN -37.34 -10.79 -18.95 -0.159 -0.049 0.057 0.7 0.9 1.5 
CBAA 3.30 0.65 -2.95 -0.007 0.012 0.001 0.7 1.0 1.4 
CGTC -44.86 -10.12 -22.60 -0.120 -0.038 0.038 0.7 0.9 1.4 
CHM2 -32.54 -9.97 -1.00 -0.171 -0.024 -0.002 0.7 1.0 1.5 
CHMZ -32.91 -9.65 -0.85 -0.171 -0.024 -0.002 0.7 1.0 1.4 
CJNT 3.57 0.04 -7.55 -0.006 0.012 0.000 0.7 1.0 1.4 
COLC -14.39 -6.38 -5.30 -0.142 -0.034 -0.006 0.8 1.0 2.3 
COLO 2.04 0.49 -17.30 -0.018 0.019 0.000 0.7 1.0 1.5 
CRSC -20.41 -0.96 -5.00 -0.060 -0.022 0.019 0.7 0.9 1.4 
FBAQ -32.07 -3.72 -17.95 -0.138 -0.023 0.030 0.9 1.0 2.4 
IACR -9.97 -10.41 0.00 -0.072 -0.036 0.021 0.7 0.9 1.4 
IQQE -34.25 -5.51 -8.65 -0.106 -0.038 0.034 0.8 1.3 2.1 
JRGN 3.04 -1.06 -1.00 -0.005 -0.002 0.001 0.8 0.9 1.4 
LYAR -1.93 -2.55 1.00 -0.037 -0.021 0.010 0.8 1.0 2.1 
MCLA 2.15 -0.50 -2.25 -0.006 -0.002 0.001 0.7 0.9 1.4 
MNMI -28.24 -12.51 -5.45 -0.165 -0.068 0.009 0.8 1.0 2.3 
PB01 -14.99 4.79 -12.65 -0.057 0.010 0.004 0.7 1.0 1.5 
PB02 -6.70 0.38 -5.15 -0.038 -0.007 0.011 0.7 0.9 1.4 
PB03 2.19 -0.66 -2.15 -0.012 0.003 0.001 0.7 0.9 1.5 
PB04 2.98 -2.39 -4.30 -0.009 -0.003 0.001 0.7 0.9 1.4 
PB05 2.49 -1.96 -5.05 -0.005 -0.001 0.001 0.7 0.9 1.4 
PB06 3.84 -0.96 -6.80 -0.005 0.004 0.001 0.7 0.9 1.4 
PB07 -1.14 -1.95 -4.75 -0.021 -0.003 0.004 0.7 0.9 1.4 
PB08 -33.65 -6.45 -5.90 -0.140 0.004 0.001 0.7 1.0 1.5 
PB11 -39.44 -14.67 -5.50 -0.172 -0.033 0.024 0.7 0.9 1.4 
PCCL -11.71 -11.86 -3.80 -0.077 -0.056 0.017 0.7 0.9 1.4 
PCHA -38.17 -11.86 -6.75 -0.166 -0.019 0.009 0.8 1.0 2.4 
PICC -36.24 -2.84 -12.50 -0.108 0.010 0.004 0.8 1.0 1.8 
PMEJ 3.89 0.02 -7.95 -0.005 -0.002 0.001 0.9 1.0 2.3 
PSGA -32.47 -11.35 -25.40 -0.161 -0.047 0.058 0.8 1.0 2.3 
PTRE -7.88 -11.52 -3.15 -0.069 -0.073 0.002 0.7 1.0 1.5 
RADO 0.84 2.03 -0.05 -0.015 0.017 0.001 0.8 1.0 1.8 
SRGD 4.05 -0.51 -6.30 -0.004 0.005 0.001 0.7 1.0 1.4 
UAPE -34.58 -5.51 -9.35 -0.107 -0.039 0.035 0.8 1.0 1.8 
UCNF 3.75 -1.19 -5.75 -0.003 -0.001 0.001 0.9 1.0 2.3 
URUS 0.42 -4.20 -1.38 -0.052 -0.024 -0.003 1.8 3.4 4.4 
UTAR -8.29 -11.43 -5.35 -0.075 -0.040 0.022 0.8 1.0 2.3 
UTUR 2.25 1.33 -2.05 -0.017 0.017 -0.001 0.7 1.0 1.5 
VLZL 4.38 -0.50 -5.90 -0.003 0.000 0.001 0.8 1.0 1.4 

 
Table B.7: Static displacements in three components ENU in SOAM reference frame, 
viscous components and errors as described in section 4.1 used for the joint model of 
Period 1 (days 2-16 after the main event). The observations are corrected for the sea-
sonal trend and antenna offsets. The relocking rate (Table B.13) is not yet subtracted.  
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GPS 
station 

 

East 
[mm] 

North 
[mm] 

Up 
[mm] 

AEDA -46.66 3.65 -0.95 
ATJN -39.66 -0.29 -18.95 
CBAA 1.37 11.37 -2.95 
CGTC -47.05 0.39 -22.60 
CHM2 -34.86 0.65 -1.00 
CHMZ -35.23 0.97 -0.85 
CJNT 1.64 10.84 -7.55 
COLC -16.81 4.31 -5.30 
COLO -0.01 11.29 -17.30 
CRSC -22.49 9.55 -5.00 
FBAQ -34.29 6.83 -17.95 
IACR -12.41 0.06 0.00 
IQQE -36.43 4.99 -8.65 
JRGN 1.35 9.38 -1.00 
LYAR -4.41 7.89 1.00 
MCLA 0.35 9.99 -2.25 
MNMI -30.62 -1.94 -5.45 
PB01 -17.09 15.37 -12.65 
PB02 -8.74 10.91 -5.15 
PB03 0.26 9.90 -2.15 
PB04 1.11 8.11 -4.30 
PB05 0.71 8.53 -5.05 
PB06 1.99 9.62 -6.80 
PB07 -3.11 8.59 -4.75 
PB08 -35.90 4.18 -5.90 
PB11 -41.72 -4.11 -5.50 
PCCL -14.16 -1.35 -3.80 
PCHA -40.45 -1.26 -6.75 
PICC -38.44 7.76 -12.50 
PMEJ 2.16 10.48 -7.95 
PSGA -34.75 -0.85 -25.40 
PTRE -10.40 -0.94 -3.15 
RADO -1.15 12.69 -0.05 
SRGD 2.21 10.10 -6.30 
UAPE -36.76 4.99 -9.35 
UCNF 2.11 9.28 -5.75 
URUS -2.28 6.67 -1.38 
UTAR -10.73 -0.95 -5.35 
UTUR 0.17 12.19 -2.05 
VLZL 2.62 10.02 -5.90 

 
Table B.8: Same as Table B.7, but in ITRF2014 reference frame. 
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GPS 
station 

Data observation (total) Visco-elastic fraction
East 
error 
[mm] 

North 
error 
[mm] 

Up 
error 
[mm] 

East 
[mm] 

North 
[mm] 

Up 
[mm] 

East 
[mm] 

North 
[mm] 

Up 
[mm] 

ACAB -38.45 -9.93 -25.40 -3.0 -0.9 1.0 1.2 1.2 3.3 
AEDA -33.93 0.09 -9.48 -1.7 -0.7 0.6 0.7 0.9 1.7 
AR20 -20.77 -20.27 -16.79 -1.7 -1.0 0.4 0.9 1.1 2.3 
AR40 -26.27 -24.53 -3.60 -1.9 -1.4 0.3 0.9 1.2 2.6 
AR50 -25.33 -22.64 -27.90 -1.9 -1.5 0.2 0.9 1.1 2.6 
AR60 -20.48 -23.85 -10.20 -1.9 -1.6 0.1 0.8 1.1 2.4 
AR90 -22.48 -15.68 -25.60 -1.8 -1.6 -0.1 0.9 1.1 2.5 
BAQU 17.20 1.40 3.10 -0.1 0.0 0.0 0.9 1.1 2.4 
CA20 -58.87 -19.84 -21.10 -3.5 -1.2 0.9 0.9 1.1 3.0 
CAMA -50.94 -17.37 -5.90 -3.1 -0.8 1.2 1.6 1.3 4.1 
CASU -26.87 -25.40 -1.60 -2.6 -1.7 0.0 0.9 1.1 2.7 
CBAA 14.71 6.28 2.68 -0.1 0.3 0.0 0.7 1.0 1.5 
CENE 14.12 3.58 17.40 0.0 0.1 0.0 0.9 1.0 2.6 
CETO 25.49 9.41 -21.40 -0.1 0.2 0.0 0.9 1.0 2.5 
CGTC -48.15 -7.23 -16.82 -2.5 -0.8 0.8 0.7 0.9 1.5 
CHM2 -66.33 -12.28 9.86 -3.7 -0.5 -0.1 1.3 1.9 3.0 
CHYT -4.14 -10.06 -8.55 -1.3 -0.8 0.4 0.8 1.1 1.8 
CJNT 15.78 5.17 0.08 -0.1 0.2 0.0 0.8 1.1 1.7 
CO50 -10.81 0.83 25.10 -1.4 -0.6 0.4 0.9 1.1 2.4 
COLA -38.36 5.42 27.90 -3.1 0.0 -0.1 1.3 1.3 4.0 
COLC -23.47 -5.75 -3.98 -3.1 -0.7 -0.1 0.8 1.0 2.2 
COLO 12.38 7.34 7.35 -0.4 0.4 0.0 0.7 0.9 1.4 
COME -56.45 -2.95 -32.70 -3.4 -0.8 0.9 1.1 1.1 3.1 
CRSC -4.57 2.47 1.58 -1.3 -0.5 0.4 1.0 1.3 2.0 
CTOC 15.76 9.01 13.70 -0.1 0.3 0.0 1.0 1.3 2.8 
ECHA 20.01 3.97 5.90 -0.2 0.1 0.0 0.9 1.0 2.2 
ESJM 16.89 3.75 25.30 0.0 0.1 0.0 0.9 1.0 1.9 
FBAQ -54.70 -3.59 -43.60 -3.0 -0.5 0.6 1.1 1.3 3.1 
GOLF 25.12 8.00 -18.50 -0.4 -0.2 0.1 1.0 1.1 3.2 
GUAT -16.14 11.99 0.40 -1.5 0.4 0.0 1.4 1.4 3.6 
HUAY 7.61 -2.07 23.20 -0.1 0.2 0.0 1.1 1.2 2.7 
IACR -16.19 -19.18 -3.92 -1.6 -0.8 0.5 0.8 1.2 1.8 
IQQE -46.84 -3.89 -10.92 -2.2 -0.8 0.7 0.8 1.3 2.0 
JRGN 28.07 9.26 -2.55 -0.1 0.0 0.0 0.8 0.9 1.5 
JULO 31.07 10.59 -15.70 -0.1 0.0 0.0 1.0 1.1 3.2 
LCHU -23.52 -12.93 31.60 -1.9 -1.6 -0.1 1.0 1.2 2.9 
LINZ 9.13 10.35 16.40 -0.3 0.4 0.0 1.0 1.3 2.2 
LIVE 26.98 10.37 15.10 0.0 0.0 0.0 1.0 1.1 2.4 
LOBA 14.99 3.55 33.20 0.0 0.1 0.0 1.0 1.1 2.5 
MABL 17.82 5.70 24.10 -0.1 0.0 0.0 0.9 1.1 2.3 
MCLA 23.37 6.79 0.73 -0.1 -0.1 0.0 0.7 0.9 1.4 
MEJI 25.73 6.55 -20.70 -0.1 0.0 0.0 0.9 1.1 1.9 
MINF 16.23 8.86 24.90 0.0 0.0 0.0 1.4 1.3 3.6 
MNMI -61.09 -23.62 -8.18 -3.6 -1.5 0.2 0.9 1.2 2.7 
OFLA -23.98 28.87 -22.30 -1.2 -0.1 0.2 0.8 1.0 2.4 
PA20 -13.75 4.32 -6.60 -1.4 -0.6 0.5 1.0 1.1 2.6 
PA30 -17.98 3.40 0.90 -1.5 -0.6 0.5 0.9 1.1 2.3 
PA50 -21.36 5.14 -8.90 -1.6 -0.5 0.5 1.0 1.2 2.7 
PA60 -21.25 7.06 -7.50 -1.6 -0.4 0.5 1.1 1.2 3.0 
PA70 -20.76 8.25 -10.53 -1.6 -0.2 0.4 0.9 1.1 1.9 
PACO -19.80 -18.70 39.50 -1.5 -1.1 0.3 0.8 1.0 2.2 
PAEL 22.07 5.44 -21.70 0.0 0.1 0.0 1.0 1.2 3.0 
PAJA 8.56 6.23 9.40 -0.1 0.2 0.0 1.7 1.4 3.1 
PATI -20.44 0.62 12.80 -1.4 -0.6 0.5 0.9 1.1 2.2 
PB01 -11.79 11.86 -3.63 -1.2 0.2 0.1 0.8 1.0 1.9 
PB02 16.08 4.55 1.23 -0.8 -0.2 0.2 0.8 1.0 1.6 
PB03 22.40 2.41 6.78 -0.3 0.0 0.0 0.7 0.9 1.5 
PB04 25.22 6.15 9.48 -0.2 -0.1 0.0 0.7 0.9 1.4 
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PB05 26.08 5.48 4.89 -0.1 0.0 0.0 0.8 1.0 1.5 
PB06 27.38 -2.42 -1.83 -0.1 0.1 0.0 1.7 2.2 3.4 
PB07 20.77 2.47 6.58 -0.5 -0.1 0.1 1.7 2.2 3.8 
PB08 -49.50 3.67 1.14 -3.0 0.1 0.0 1.3 1.7 3.1 
PB11 -58.01 -10.33 -19.40 -3.7 -0.7 0.5 1.3 1.8 3.1 
PBAR 14.46 8.26 10.10 -0.2 0.3 0.0 0.9 1.1 2.5 
PCUA 17.86 3.88 1.90 -0.2 -0.1 0.0 1.1 1.0 2.7 
PEIN 4.68 5.00 33.30 0.0 0.1 0.0 1.2 1.4 3.6 
PENI 10.76 2.01 35.00 0.0 0.1 0.0 1.2 1.3 3.6 
PI30 -55.80 -15.32 -30.90 -3.5 -1.0 1.2 1.0 1.2 2.8 
PI40 -55.64 -16.87 -29.90 -3.6 -1.0 1.1 0.9 1.1 2.5 
PI50 -61.20 -14.58 -32.40 -3.7 -1.0 1.0 0.9 1.1 2.4 
PI60 -58.75 -19.33 -19.75 -3.8 -1.0 0.9 0.7 0.9 1.5 
PI70 -64.20 -18.09 -35.90 -3.9 -1.1 0.7 0.9 1.1 2.3 
PI80 -68.09 -18.09 -14.90 -3.9 -1.1 0.4 0.9 1.1 2.4 
PICA -33.45 9.12 -16.00 -2.3 0.3 0.0 0.9 1.0 2.2 
PICC -41.70 5.18 1.67 -2.3 0.2 0.1 0.8 0.9 1.7 
PLAY -23.95 2.77 5.80 -1.6 -0.7 0.5 1.2 1.3 3.1 
PMEJ 26.35 8.71 -6.10 -0.1 -0.1 0.0 0.8 1.0 2.4 
PRO1 17.66 4.13 37.20 -0.1 0.0 0.0 1.0 1.3 2.3 
PRO2 17.17 6.90 33.00 -0.1 0.0 0.0 1.1 1.4 2.8 
PRO3 20.22 2.21 27.60 -0.1 0.0 0.0 1.1 1.3 3.0 
PSGA -50.00 -17.30 -23.90 -3.4 -1.0 1.2 0.9 1.1 2.6 
PTAR 28.33 8.37 29.90 -0.6 -0.3 0.1 1.2 1.2 3.1 
PTRE -11.41 -18.90 -0.50 -1.5 -1.6 0.0 0.6 0.9 1.4 
PUQI 10.45 17.68 -29.80 -1.3 0.6 0.0 1.6 1.2 2.9 
QPAC 11.88 5.93 0.80 -0.1 0.2 0.0 1.0 1.3 2.4 
RADO 15.23 4.11 -6.82 -0.3 0.3 0.0 1.4 1.8 3.4 
RLOA 20.30 3.58 3.30 -0.7 -0.3 0.2 1.0 1.3 3.2 
SACA 4.39 7.63 21.30 -0.1 0.2 0.0 1.1 1.2 2.7 
SACO -23.67 11.97 23.90 -2.0 0.5 0.0 1.0 1.1 2.8 
SAHU -23.78 10.08 -4.80 -2.5 0.3 0.0 1.2 1.2 3.2 
SIGO 22.96 4.24 1.00 -0.1 0.1 0.0 0.9 1.0 2.3 
SRGD 19.38 3.58 -8.23 -0.1 0.1 0.0 0.7 0.9 1.4 
SURI -27.75 -17.48 -5.40 -3.0 -1.5 -0.2 1.0 1.2 2.6 
TOPI 28.84 6.74 -3.00 -0.3 -0.1 0.0 1.4 1.3 3.7 
UAPE -50.05 -3.48 -11.18 -2.3 -0.8 0.7 0.9 1.2 2.2 
UCNF 25.95 9.54 3.73 -0.1 0.0 0.0 0.8 1.0 2.2 
URIB 26.26 9.83 -8.50 -0.1 0.0 0.0 1.0 1.0 2.3 
URUS 2.15 -3.11 2.15 -1.1 -0.5 -0.1 0.8 1.5 1.8 
UTAR -22.36 -29.36 6.40 -1.6 -0.8 0.5 0.7 0.9 1.5 
UTUR 9.04 5.27 3.00 -0.4 0.4 0.0 0.7 0.9 1.5 
VIRI -13.98 -8.95 25.90 -0.7 -1.2 0.1 1.3 1.3 4.2 

ZAHU -25.94 -23.84 17.30 -1.8 -1.7 0.0 0.8 1.1 1.9 
 

 
Table B.9: Static displacements in three components ENU in SOAM reference frame, 
viscous components and errors as described in section 3.4.1 used for the joint model of 
Period 2 (days 17-334 after the main event). The observations are corrected for the 
seasonal trend and antenna offsets. The relocking rate (Table B.13) is not yet subtract-
ed. 
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GPS 

station 

East 
[mm] 

 

North 
[mm] 

 

Up 
[mm] 

 

GPS 
station 

East 
[mm] 

 

North 
[mm] 

 

Up 
[mm] 

 
ACAB -40.68 0.57 -25.40 PAEL 20.31 16.08 -21.70 
AEDA -36.06 10.59 -9.48 PAJA 6.60 17.11 9.40 
AR20 -23.21 -9.78 -16.79 PATI -22.54 11.12 12.80 
AR40 -28.72 -14.00 -3.60 PB01 -13.89 22.44 -3.63 
AR50 -27.79 -12.10 -27.90 PB02 14.05 15.08 1.23 
AR60 -22.96 -13.30 -10.20 PB03 20.47 12.96 6.78 
AR90 -25.02 -5.05 -25.60 PB04 23.35 16.65 9.48 
BAQU 15.46 11.95 3.10 PB05 24.30 15.97 4.89 
CA20 -61.21 -9.32 -21.10 PB06 25.53 8.16 -1.83 
CAMA -53.27 -6.89 -5.90 PB07 18.79 13.00 6.58 
CASU -29.33 -14.81 -1.60 PB08 -51.76 14.30 1.14 
CBAA 12.79 17.00 2.68 PB11 -60.29 0.23 -19.40 
CENE 12.33 14.27 17.40 PBAR 12.53 18.98 10.10 
CETO 23.63 20.11 -21.40 PCUA 16.04 14.37 1.90 
CGTC -50.34 3.28 -16.82 PEIN 2.87 15.76 33.30 
CHM2 -68.65 -1.66 9.86 PENI 8.96 12.74 35.00 
CHYT -6.59 0.42 -8.55 PI30 -58.09 -4.81 -30.90 
CJNT 13.85 15.96 0.08 PI40 -57.93 -6.35 -29.90 
CO50 -12.90 11.33 25.10 PI50 -63.49 -4.06 -32.40 
COLA -40.67 16.09 27.90 PI60 -61.04 -8.79 -19.75 
COLC -25.88 4.94 -3.98 PI70 -66.51 -7.55 -35.90 
COLO 10.33 18.13 7.35 PI80 -70.42 -7.52 -14.90 
COME -58.70 7.59 -32.70 PICA -35.65 19.74 -16.00 
CRSC -6.66 12.98 1.58 PICC -43.89 15.79 1.67 
CTOC 13.82 19.80 13.70 PLAY -26.07 13.27 5.80 
ECHA 18.11 14.55 5.90 PMEJ 24.63 19.18 -6.10 
ESJM 15.22 14.40 25.30 PRO1 15.98 14.62 37.20 
FBAQ -56.93 6.96 -43.60 PRO2 15.49 17.39 33.00 
GOLF 23.19 18.50 -18.50 PRO3 18.54 12.71 27.60 
GUAT -18.28 22.62 0.40 PSGA -52.28 -6.79 -23.90 
HUAY 5.74 8.78 23.20 PTAR 26.36 18.87 29.90 
IACR -18.63 -8.70 -3.92 PTRE -13.93 -8.32 -0.50 
IQQE -49.01 6.62 -10.92 PUQI 8.27 28.40 -29.80 
JRGN 26.38 19.71 -2.55 QPAC 9.94 16.76 0.80 
JULO 29.41 21.04 -15.70 RADO 13.24 14.76 -6.82 
LCHU -26.05 -2.31 31.60 RLOA 18.30 14.09 3.30 
LINZ 7.11 21.12 16.40 SACA 2.52 18.44 21.30 
LIVE 25.37 20.86 15.10 SACO -25.88 22.64 23.90 
LOBA 13.25 14.14 33.20 SAHU -26.01 20.73 -4.80 
MABL 16.11 16.22 24.10 SIGO 21.12 14.85 1.00 
MCLA 21.58 17.28 0.73 SRGD 17.54 14.19 -8.23 
MEJI 24.02 17.02 -20.70 SURI -30.20 -6.86 -5.40 
MINF 14.60 19.43 24.90 TOPI 26.93 17.24 -3.00 
MNMI -63.47 -13.04 -8.18 UAPE -52.23 7.02 -11.18 
OFLA -26.08 39.43 -22.30 UCNF 24.31 20.01 3.73 
PA20 -15.85 14.82 -6.60 URIB 24.59 20.32 -8.50 
PA30 -20.09 13.91 0.90 URUS -0.55 7.76 2.15 
PA50 -23.48 15.66 -8.90 UTAR -24.80 -18.88 6.40 
PA60 -23.37 17.60 -7.50 UTUR 6.95 16.14 3.00 
PA70 -22.89 18.80 -10.53 VIRI -16.58 1.63 25.90 
PACO -22.26 -8.20 39.50 ZAHU -28.44 -13.27 17.30 

 
Table B.10: Same as Table B.9, but in ITRF2014 reference frame. 
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GPS 
station 

Data observation (total) Visco-elastic fraction
East 
error 
[mm] 

North 
error 
[mm] 

Up 
error 
[mm] 

East 
[mm] 

North 
[mm] 

Up 
[mm] 

East 
[mm

] 
North 
[mm] 

Up 
[mm] 

AEDA 11.05 10.69 8.22 -1.6 -0.7 0.5 1.4 1.8 3.3 
AMDE 6.77 6.24 3.82 -1.6 0.3 0.0 0.7 1.0 1.6 
BAQU 36.63 12.96 -20.60 -0.1 0.0 0.0 0.9 1.1 2.2 
BDEC 1.16 1.24 10.99 -2.9 -0.7 -0.1 0.7 1.1 1.8 
BDJC 5.32 5.84 5.13 -1.7 -0.3 -0.1 0.7 1.0 1.7 
BLOV 5.21 6.59 6.92 -2.4 0.0 0.0 0.7 1.0 1.5 
BMWS 11.56 5.36 3.70 -1.1 0.5 0.0 0.8 1.0 1.7 
BRDQ 2.60 3.29 2.03 -1.5 -0.7 -0.1 1.0 1.3 1.7 
BWSZ 3.54 0.82 3.47 -2.3 -0.9 -0.1 0.7 1.0 1.6 
CAMA -0.40 4.13 -0.60 -2.9 -0.8 1.2 1.0 1.1 3.1 
CASU -1.42 1.82 -27.20 -2.5 -1.6 0.0 1.0 1.1 2.9 
CBAA 19.64 6.93 -0.67 -0.1 0.2 0.0 2.0 2.7 4.0 
CDLC 35.27 8.16 11.49 -0.2 0.0 0.0 1.9 2.2 3.1 
CETO 22.17 8.13 -9.30 -0.1 0.2 0.0 0.8 1.0 2.2 
CGTC -6.46 1.13 -7.25 -2.4 -0.8 0.7 1.5 2.0 2.7 
CHYT 7.19 -1.77 -5.67 -1.3 -0.7 0.4 1.0 1.4 2.2 
CJNT 15.96 6.10 0.17 -0.1 0.2 0.0 1.5 1.7 2.3 
CLLA 10.48 10.30 -9.97 -1.4 0.2 0.0 1.5 2.0 3.0 
COLA 7.48 3.05 -20.20 -2.9 0.0 0.0 1.4 1.4 4.8 
COLC -4.15 3.14 8.27 -3.0 -0.7 -0.1 1.4 1.6 2.7 
COLO 18.11 9.68 -1.92 -0.4 0.4 0.0 1.8 2.1 2.6 
COME 3.75 -3.15 -2.30 -3.2 -0.8 0.8 0.8 1.0 2.1 
CRSC 21.59 7.68 1.43 -1.2 -0.5 0.4 0.8 1.1 1.7 
CTOC 19.72 -5.60 -7.80 -0.1 0.2 0.0 1.1 1.4 3.4 
ECHA 35.99 8.54 12.80 -0.2 0.1 0.0 0.8 1.0 2.2 
ESJM 34.33 -1.05 -47.10 0.0 0.0 0.0 1.0 1.1 2.8 
FBAQ -1.09 0.84 12.41 -2.8 -0.5 0.6 3.8 4.1 6.6 
GOLF 31.74 9.31 -21.40 -0.4 -0.2 0.1 1.0 1.1 3.1 
GUAT 13.00 6.02 -5.00 -1.4 0.4 0.0 1.2 1.3 3.5 
IACR 2.58 -4.15 -12.24 -1.5 -0.7 0.5 1.5 1.8 2.3 
IQQE 2.15 2.47 -4.02 -2.1 -0.8 0.7 1.2 1.8 3.3 
JRGN 36.57 11.29 -6.63 -0.1 -0.1 0.0 1.6 2.0 3.1 
LCHU 11.80 -0.02 -50.70 -1.8 -1.5 -0.1 0.8 1.2 2.2 
LIVE 35.50 4.36 4.50 0.0 0.0 0.0 1.0 1.1 3.2 
LOBA 32.38 6.93 -40.10 0.0 0.0 0.0 0.9 1.1 2.3 
MABL 37.24 9.62 -44.10 -0.1 0.0 0.0 0.9 1.1 2.0 
MCLA 30.59 6.34 -0.35 -0.1 -0.1 0.0 2.1 2.7 4.2 
MINF 35.57 6.67 -16.30 0.0 0.0 0.0 1.3 1.4 3.8 
MNMI -7.00 -2.10 -5.50 -3.4 -1.4 0.2 2.5 3.2 6.5 
OFLA 21.83 8.71 -0.40 -1.1 -0.1 0.2 0.9 1.0 2.5 
PACO 11.97 -1.20 -42.80 -1.4 -1.0 0.3 0.8 1.1 2.2 
PATI 21.81 4.39 7.80 -1.3 -0.6 0.4 0.9 1.1 2.3 
PB01 14.86 11.75 -6.11 -1.2 0.1 0.1 2.6 3.0 5.1 
PB02 23.22 5.86 -10.44 -0.8 -0.2 0.2 1.8 2.3 3.8 
PB03 33.10 10.40 8.59 -0.3 0.0 0.0 1.5 1.7 2.2 
PB04 33.24 10.28 5.78 -0.2 -0.1 0.0 1.7 1.9 2.3 
PB05 30.37 11.28 7.25 -0.1 0.0 0.0 1.4 1.7 2.1 
PB06 28.36 5.60 4.78 -0.1 0.1 0.0 1.0 1.3 2.0 
PB07 33.68 9.79 3.25 -0.4 -0.1 0.1 1.0 1.3 1.9 
PB09 19.44 -2.01 -5.80 -0.5 0.3 0.0 2.6 3.5 5.0 
PBAR 19.16 5.74 5.10 -0.2 0.2 0.0 0.9 1.1 2.7 
PCUA 34.05 13.02 -13.80 -0.2 -0.1 0.0 1.0 1.2 3.2 
PEIN 18.58 2.16 -22.20 0.0 0.1 0.0 1.3 1.4 4.1 
PICA 1.88 7.11 -1.50 -2.2 0.2 0.0 0.8 1.0 2.0 
PLAY 14.83 8.72 3.20 -1.5 -0.7 0.5 1.1 1.3 3.1 
PMEJ 39.63 11.43 -0.95 -0.1 -0.1 0.0 1.7 1.8 3.2 



Supplementary Material  

 

181 

 

PRO3 34.26 14.57 -10.30 -0.1 0.0 0.0 1.0 1.2 3.0 
PSGA 4.84 -1.26 -19.27 -3.2 -0.9 1.1 2.2 2.9 6.1 
PTAR 28.53 8.94 -43.30 -0.5 -0.3 0.1 1.0 1.2 3.1 
PTRE 2.51 -4.50 -0.96 -1.5 -1.5 0.0 1.2 1.4 1.9 
PUQI 12.50 9.30 18.50 -1.3 0.5 0.0 0.8 1.1 2.2 
QPAC 16.46 3.76 12.90 -0.1 0.2 0.0 1.1 1.4 3.0 
RADO 23.37 4.44 -8.12 -0.3 0.3 0.0 1.1 1.4 2.6 
SACO 5.10 9.38 -7.30 -1.9 0.4 0.0 0.9 1.1 2.6 
SAHU -0.63 7.70 -7.60 -2.4 0.3 0.0 0.9 1.1 2.5 
SIGO 25.02 7.10 14.90 -0.1 0.1 0.0 0.9 1.1 2.2 
SRGD 28.42 8.13 0.65 -0.1 0.1 0.0 1.8 2.3 3.5 
SURI 6.36 1.69 -38.60 -2.9 -1.5 -0.2 0.9 1.2 2.1 
TOPI 31.21 7.66 13.50 -0.3 -0.2 0.0 1.5 1.3 4.0 
UAPE -6.16 0.53 -6.91 -2.1 -0.8 0.7 1.4 1.5 2.2 
UCNF 38.86 10.76 0.61 -0.1 0.0 0.0 1.6 1.7 2.9 
URUS 6.99 2.98 2.83 -1.1 -0.5 -0.1 1.4 1.9 2.3 
UTAR 1.28 -6.79 -8.10 -1.6 -0.8 0.5 0.9 1.3 2.1 
UTUR 18.00 8.45 -3.05 -0.4 0.3 0.0 1.6 1.8 2.2 
VIRI 19.20 5.70 -49.10 -0.7 -1.1 0.1 1.2 1.3 3.3 

ZAHU 9.44 -0.71 -13.20 -1.7 -1.6 0.1 0.8 1.0 2.1 
 
 
Table B.11: Static displacements in three components ENU in SOAM reference frame, 
viscous components and errors as described in section 3.4.1 used for the joint model of 
Period 3 (days 335-717 after the main event). The observations are corrected for the 
seasonal trend and antenna offsets. The relocking rate (Table B.13) is not yet subtract-
ed. 
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GPS 
station 

East 
[mm] 

 

North 
[mm] 

 

Up 
[mm] 

 

GPS 
station 

East 
[mm] 

 

North 
[mm] 

 

Up 
[mm] 

 
AEDA 8.91 21.19 8.22 PB01 12.75 22.33 -6.11 
AMDE 4.43 17.06 3.82 PB02 21.19 16.39 -10.44 
BAQU 34.89 23.51 -20.60 PB03 31.17 20.95 8.59 
BDEC -1.27 11.93 10.99 PB04 31.37 20.78 5.78 
BDJC 2.81 16.68 5.13 PB05 28.58 21.78 7.25 
BLOV 2.85 17.33 6.92 PB06 26.51 16.17 4.78 
BMWS 9.36 16.14 3.70 PB07 31.71 20.33 3.25 
BRDQ -0.01 14.10 2.03 PB09 17.44 8.61 -5.80 
BWSZ 1.03 11.55 3.47 PBAR 17.23 16.45 5.10 
CAMA -2.73 14.61 -0.60 PCUA 32.23 23.50 -13.80 
CASU -3.88 12.41 -27.20 PEIN 16.77 12.92 -22.20 
CBAA 17.71 17.64 -0.67 PICA -0.32 17.72 -1.50 
CDLC 33.36 18.71 11.49 PLAY 12.72 19.21 3.20 
CETO 20.32 18.84 -9.30 PMEJ 37.90 21.89 -0.95 
CGTC -8.66 11.64 -7.25 PRO3 32.58 25.06 -10.30 
CHYT 4.74 8.71 -5.67 PSGA 2.56 9.24 -19.27 
CJNT 14.02 16.89 0.17 PTAR 26.56 19.45 -43.30 
CLLA 8.36 20.90 -9.97 PTRE -0.01 6.07 -0.96 
COLA 5.17 13.72 -20.20 PUQI 10.32 20.02 18.50 
COLC -6.57 13.83 8.27 QPAC 14.51 14.58 12.90 
COLO 16.06 20.48 -1.92 RADO 21.38 15.10 -8.12 
COME 1.50 7.38 -2.30 SACO 2.89 20.05 -7.30 
CRSC 19.50 18.19 1.43 SAHU -2.86 18.36 -7.60 
CTOC 17.78 5.18 -7.80 SIGO 23.19 17.71 14.90 
ECHA 34.09 19.12 12.80 SRGD 26.58 18.74 0.65 
ESJM 32.66 9.61 -47.10 SURI 3.92 12.32 -38.60 
FBAQ -3.31 11.39 12.41 TOPI 29.30 18.15 13.50 
GOLF 29.81 19.80 -21.40 UAPE -8.34 11.03 -6.91 
GUAT 10.86 16.65 -5.00 UCNF 37.22 21.22 0.61 
IACR 0.14 6.32 -12.24 URUS 4.29 13.86 2.83 
IQQE -0.03 12.97 -4.02 UTAR -1.16 3.69 -8.10 
JRGN 34.88 21.73 -6.63 UTUR 15.91 19.32 -3.05 
LCHU 9.27 10.61 -50.70 VIRI 16.60 16.27 -49.10 
LIVE 33.89 14.84 4.50 ZAHU 6.95 9.86 -13.20 
LOBA 30.63 17.53 -40.10     
MABL 35.54 20.14 -44.10     
MCLA 28.80 16.83 -0.35     
MINF 33.93 17.24 -16.30     
MNMI -9.38 8.47 -5.50     
OFLA 19.73 19.26 -0.40     
PACO 9.51 9.30 -42.80     
PATI 19.71 14.89 7.80     

 
 
 
Table B.12: Same as Table B.11, but in ITRF2014 reference frame. 
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GPS 
station 

relocking signal compo-
nent: 

Period 1 GPS 
station 

relocking signal compo-
nent: 

Period 2 GPS 
station 

relocking signal compo-
nent: 

Period 3 

East 
[mm/y] 

North 
[mm/y] 

Up 
[mm/yr]East 

[mm/y] 
North 

[mm/yr]
Up 

[mm/yr] 
East 

[mm/y]
North 

[mm/y]
Up 

[mm/yr]
AEDA 1.22 0.33 0.13 ACAB 15.0 2.3 3.4 AEDA 28.1 7.6 2.9 
ATJN 1.11 0.34 0.16 AEDA 23.3 6.3 2.4 AMDE 4.1 0.7 0.1 
CBAA 0.95 0.29 -0.02 AR20 7.6 1.9 3.0 BAQU 28.4 9.3 2.9 
CGTC 1.21 0.36 0.17 AR40 6.6 2.4 2.5 BDEC 5.7 1.8 0.7 
CHM2 0.70 0.30 0.71 AR50 6.2 2.5 2.2 BDJC 2.9 0.9 0.1 
CHMZ 0.94 0.41 -0.02 AR60 5.4 2.4 1.7 BLOV 5.5 1.2 0.5 
CJNT 0.75 0.20 0.00 AR90 3.5 1.8 0.7 BMWS 5.3 0.6 0.4 
COLC 1.01 0.37 0.58 BAQU 23.5 7.7 2.4 BRDQ 2.4 1.0 0.1 
COLO 0.78 0.27 -0.02 CA20 10.8 3.0 4.3 BWSZ 3.8 1.4 0.3 
CRSC 1.26 0.35 0.14 CAMA 19.1 3.9 3.7 CAMA 23.0 4.7 4.4 
FBAQ 1.10 0.25 0.19 CASU 5.7 2.4 1.5 CASU 6.8 3.0 1.9 
IACR 0.91 0.21 0.04 CBAA 18.3 5.5 -0.4 CBAA 22.1 6.6 -0.5 
IQQE 1.30 0.22 0.11 CENE 12.3 5.3 -1.2 CDLC 32.8 9.3 7.1 
JRGN 1.58 0.62 -0.24 CETO 13.0 5.6 -3.1 CETO 15.7 6.8 -3.8 
LYAR 0.89 0.26 0.22 CGTC 23.1 6.9 3.3 CGTC 27.9 8.3 4.0 
MCLA 1.33 0.43 0.05 CHM2 13.3 5.7 13.6 CHYT 9.4 2.5 4.0 
MNMI 0.96 0.41 0.00 CHYT 7.8 2.1 3.3 CJNT 17.3 4.5 0.0 
PB01 1.12 0.28 0.17 CJNT 14.3 3.7 0.0 CLLA 21.6 5.1 -1.4 
PB02 1.26 0.38 0.23 CO50 15.2 4.0 -0.1 COLA 12.3 5.0 2.5 
PB03 1.10 0.34 -0.01 COLA 10.2 4.1 2.1 COLC 23.4 8.6 13.3 
PB04 1.43 0.54 0.07 COLC 19.4 7.2 11.1 COLO 18.0 6.1 -0.6 
PB05 1.53 0.77 0.41 COLO 14.9 5.1 -0.5 COME 26.3 3.3 4.5 
PB06 1.13 0.33 0.10 COME 21.8 2.7 3.7 CRSC 29.0 8.2 3.2 
PB07 1.64 0.55 0.18 CRSC 24.1 6.8 2.7 CTOC 16.2 6.9 2.0 
PB08 1.08 0.38 0.54 CTOC 13.4 5.7 1.7 ECHA 27.1 6.6 2.3 
PB11 0.49 0.09 0.08 ECHA 22.5 5.5 1.9 ESJM 17.7 3.3 -5.4 
PCCL 0.82 0.31 0.11 ESJM 14.7 2.7 -4.5 FBAQ 25.4 5.8 4.5 
PCHA 0.94 0.28 0.11 FBAQ 21.1 4.8 3.7 GOLF 20.9 6.0 -1.1 
PICC 1.11 0.36 0.06 GOLF 17.3 5.0 -0.9 GUAT 29.9 5.1 -1.6 
PMEJ 1.41 0.51 -0.14 GUAT 24.8 4.2 -1.3 IACR 21.1 4.9 1.0 
PSGA 1.25 0.45 0.27 HUAY 11.3 5.1 2.4 IQQE 29.9 5.2 2.5 
PTRE 0.54 0.39 -0.02 IACR 17.5 4.0 0.8 JRGN 36.5 14.4 -5.6 
RADO 0.74 0.20 -0.17 IQQE 24.8 4.3 2.1 LCHU 11.9 2.9 11.0 
SRGD 1.31 0.35 0.10 JRGN 30.3 11.9 -4.6 LIVE 31.5 9.0 1.5 
UAPE 1.52 0.55 0.49 JULO 17.4 5.9 -1.9 LOBA 17.5 8.2 -1.7 
UCNF 1.41 0.53 0.13 LCHU 9.8 2.4 9.2 MABL 28.9 6.8 2.4 
URUS 0.53 0.19 -0.03 LINZ 13.0 4.9 -1.6 MCLA 30.6 9.9 1.0 
UTAR 0.82 0.18 0.14 LIVE 26.1 7.5 1.2 MINF 26.0 5.7 1.5 
UTUR 0.70 0.24 0.17 LOBA 14.5 6.8 -1.4 MNMI 22.1 9.5 0.1 
VLZL 1.32 0.38 0.17 MABL 23.9 5.6 2.0 OFLA 27.6 9.9 2.9 

    MCLA 25.4 8.2 0.9 PACO 12.7 8.1 -3.5 
    MEJI 25.3 9.3 1.7 PATI 34.0 6.6 4.1 
    MINF 21.6 4.7 1.2 PB01 25.9 6.6 4.0 
    MNMI 18.3 7.9 0.1 PB02 29.2 8.8 5.4 
    OFLA 22.9 8.2 2.4 PB03 25.4 7.8 -0.2 
    PA20 15.1 3.8 1.2 PB04 33.0 12.6 1.7 
    PA30 15.0 3.8 2.0 PB05 35.4 17.7 9.4 
    PA50 14.6 3.5 3.4 PB06 26.1 7.6 2.3 
    PA60 14.0 3.2 4.3 PB07 38.0 12.8 4.1 
    PA70 13.4 2.8 4.7 PB09 13.7 1.2 4.3 
    PACO 10.5 6.7 -2.9 PBAR 19.1 5.2 -1.9 
    PAEL 15.0 7.7 -2.0 PCUA 31.3 10.2 6.5 
    PAJA 11.6 3.9 -2.6 PEIN 15.5 8.6 1.4 
    PATI 28.2 5.5 3.4 PICA 22.2 6.2 -3.2 
    PB01 21.4 5.4 3.3 PLAY 19.1 3.8 0.1 
    PB02 24.2 7.3 4.4 PMEJ 32.6 11.8 -3.2 
    PB03 21.1 6.5 -0.1 PRO3 31.2 9.5 14.5 
    PB04 27.4 10.4 1.4 PSGA 28.9 10.5 6.2 
    PB05 29.3 14.7 7.8 PTAR 24.0 5.4 1.4 
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    PB06 21.6 6.3 1.9 PTRE 12.5 8.9 -0.4 
    PB07 31.5 10.6 3.4 PUQI 23.6 5.9 2.5 
    PB08 20.6 7.2 10.4 QPAC 13.9 5.4 -0.1 
    PB11 11.9 2.2 4.5 RADO 17.2 4.7 -4.0 
    PBAR 15.9 4.3 -1.6 SACO 8.7 1.2 1.6 
     PCUA 25.9 8.5 5.4 SAHU 9.9 1.5 2.2 
    PEIN 12.9 7.1 1.2 SIGO 28.1 8.6 3.7 
    PENI 12.4 2.8 -0.6 SRGD 30.3 8.2 2.4 
    PI30 13.8 2.7 4.4 SURI 11.3 6.5 1.2 
    PI40 13.6 2.7 4.8 TOPI 27.3 11.1 5.3 
    PI50 13.5 2.5 5.0 UAPE 35.1 12.6 11.4 
    PI60 12.9 2.5 5.1 UCNF 32.6 12.1 3.0 
    PI70 12.1 2.7 4.9 URUS 12.2 4.3 -0.8 
    PI80 11.1 2.7 4.2 UTAR 19.0 4.2 3.3 
    PICA 18.4 5.1 -2.6 UTUR 16.2 5.4 3.9 
    PICC 21.3 7.0 1.2 VIRI 2.7 1.9 0.7 
    PLAY 15.8 3.2 0.1 ZAHU 13.1 5.1 -3.9 
    PMEJ 27.0 9.8 -2.7     
    PRO1 23.6 8.0 9.1     
    PRO2 23.8 5.3 9.8     
    PRO3 25.8 7.9 12.0     
    PSGA 23.9 8.7 5.1     
    PTAR 19.9 4.5 1.2     
    PTRE 10.3 7.4 -0.3     
    PUQI 19.5 4.9 2.1     
    QPAC 11.5 4.4 -0.1     
    RADO 14.3 3.9 -3.3     
    RLOA 26.3 5.5 4.7     
    SACA 12.3 6.2 1.1     
    SACO 7.2 1.0 1.3     
    SAHU 8.2 1.3 1.8     
    SIGO 23.3 7.1 3.1     
    SRGD 25.1 6.8 2.0     
    SURI 9.4 5.4 1.0     
    TOPI 22.6 9.2 4.4     
    UAPE 29.1 10.5 9.4     
    UCNF 27.0 10.1 2.4     
    URIB 25.1 8.4 2.4     
    URUS 10.1 3.6 -0.6     
    UTAR 15.7 3.5 2.7     
    UTUR 13.5 4.5 3.2     
    VIRI 2.3 1.6 0.6     
    ZAHU 10.9 4.2 -3.2     

 
Table B.13: Relocking rates derived from interseismic rates (Table B.5), multiplied by 
the duration of each period or, respectively, for time series starting only after 2014, 
predicted from the forward model of the interseismic backlsip (interseismic period). The 
rates are subtracted from the observations of respective model Periods 1–3 (Tables B.7 
to B.12). 
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C: Supporting Information for Refining coseismic slip of the 2014 Mw 8.1 

Iquique-Pisagua earthquake and the largest Mw 7.7 aftershock by 
jointly modelling InSAR and GPS data

Figure C.1: Concatenating multiple SAR SLC images for the interferometric approach. 
A total of four scenes are concatenated along-track for RS2, whereas for TSX three 
scenes are merged. 
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Text C.1: Processing Script 
 
This simplified pseudo-processing script gives an overview about the applied Gamma 

operations for the example of the Radarsat-2 processing chain. Those steps require 

knowledge about the command structure of the software and include small explanations 

(red) and comments (green): 
 

1. update (precise) orbits 

RSAT2_vec *.slc.par *_def.orb  % Orbits: 32804, 33147, 33490, 32911 
 

2. import SLC products 

par_RSAT2_SLC *product.xml *lutSigma.xml *imagery_HH.tif HH *.slc.par *.slc 
 

3. Concatenation procedure 

a) create_offset *_1.slc.par *_2.slc.par *1_2.off 

b) init_offset_orbit *_1.slc.par _2.slc.par *_1_2.off 

c) offset_pwr *_1.slc *_2.slc *_1.slc.par *_2.slc.par *_1_2.off *_1_2.offs *_1_2.snr - 

- *_1_2.offset 

d) offset_fit *_1_2.offs *_1_2.snr *_1_2.off *_1_2.coffs *_1_2.coffset 

e) SLC_cat _1.slc *_2.slc *_1.slc.par *_2.slc.par *_1_2.off *_1_2.slc *_1_2.slc.par 

f) multi_look *_1_2.slc *_1_2.slc.par *_1_2.mli *_1_2.mli.par 5 10 

h) % Repeat steps 2. a) - g) with SLCs *_3.slc and *_4.slc to yield *_3_4.slc 

i)  % Repeat steps 2. a) - g) with SLCs *_1_2.slc and *_3_4.slc to yield *_1_2_3_4.slc 
 

4. co-registration procedure 

a) gc_map *.mli.par - *.dem.par *.dem DEM_segment_gc.dem.par 

DEM_segment_gc.dem lookup_table 2 2 % Converts DEM from Geocoordinates to 

radar coordinates  

b) geocode lookup_table DEM_segment_gc.dem width-from-

DEM_segment_gc.dem.par DEM_segment_rdc.dem width-and-lines-from-master-

mli  

c) SLC_resamp_lt_all SLC_tab *_1_2_3_4.slc *slave_1_2_3_4.slc.par mas-

ter.mli.par DEM_segment_rdc.dem /MLI_directory /RSLC_directory /RSLC_tab 

0 -m % performs coregistration 
 

5. interferogram generation 

SLC_intf master_1_2_3_4.rslc slave_1_2_3_4.rslc master.rslc.par 

slave_1_2_3_4.rslc.par master_slave_2.off master_slave.int 5 10 
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6. generation of baseline file 

base_orbit master_1_2_3_4.rslc.par slave_1_2_3_4.rslc.par master_slave.base 
 

7. geocoding look-up table for DEM (geocoordinates to radar coordinates) 

gc_map master_1_2_3_4.rslc.par master_slave_2.off pisagua_descending.dem.par 

pisagua_descending.dem DEM_segment_2.gc.par DEM_segment_2.gc 

map_to_rdc_2 2 2 pwr_sim_map_2 
 

8. geocode DEM from geocoordinates to radar coordinates 

geocode map_to_rdc_2 pwr_sim_map_2 widt-from-dem pwr_sim 

widt_and_nlines-from-mli 0 0  
 

9. create parameter file for differential interferogram 

create_diff_par master_slave_2.off - diff.par 0 1 % window size: 128 128 
 

10. calculate range and azimuth registration offsets between master and slave using 

cross correlation  

a) offset_pwrm pwr_sim master.mli diff.par master_slave_new.offs mas-

ter_slave_new.snr 256 256 master_slave_new.offsets 1 

b) offset_fitm master_slave_new.offs master_slave_new.snr diff.par mas-

ter_slave_new.coffs master_slave_new.coffsets 

c) offset_pwrm pwr_sim master.mli diff.par master_slave_new2.offs mas-

ter_slave_new2.snr 128 128 master_slave_new2.offsets 2 

d) offset_fitm master_slave_new2.offs master_slave_new2.snr diff.par mas-

ter_slave_new2.coffs master_slave_new2.coffsets 
 

11. geocoding lookup table correction using registration offsets of step 10 

gc_map_fine map_to_rdc_2 width-dem diff.par MAP_to_RDC_refined_2 1 
 

12. improved geocoding for DEM to radar coordinates 

geocode MAP_to_RDC_refined_2 DEM_segment_2.gc width-new-dem-in-gc ra-

darkoordinaten.sint width-mli 
 

13. simulation of unwrapped topographic phase  (SINT) 

phase_sim master.rslc.par master_slave_2.off master_slave.base radarkoordi-

naten.sint TOPO_UNW_2.sint 
 

14. Subtraction of SINT from original interferogram returning the wrapped differential 

interferogram (DINT) 

sub_phase master_slave.int TOPO_UNW_2.sint diff.par master_slave.dint 1 
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15. Geocoding back from radar coordinates to geo-coordinates 

geocode_back master_slave.dint width-mli MAP_to_RDC_refined_2 mas-

ter_slave.dint.gc width-dem-in-gc 0 0 1  
 

16. adaptive filtering 

adf master_slave.dint master_slave.dint.sm master_slave.sm.cc width-mli 0.6 64 9  
 

17. Applying coherence masks 

rascc_mask master_slave.sm.cc master.mli width-mli 1 1 0 1 1 0.7 0. 0. 0.9 1. .35 1 

master_slave.sm.cc_mask.ras 
 

18. minimum cost flow method for unwrapping  

mcf master_slave.dint.sm master_slave.sm.cc master_slave.sm.cc_mask.ras mas-

ter_slave.unw width-mli 0 0 0 - - 1 2 - - - 1 
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Figure C.2: a) First processing results of the RS2 27032014-20042014 Wide Multi-look 
Fine beam mode wrapped interferogram revealed large orbital ramps, b) By applying 
the new enhanced definitive orbit tool (EDOT) provided by MDA, orbital ramps could 
be corrected and the quality of RS2 interferograms was significantly improved.  
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InSAR cell cen-
ter coordinates 

LOS 
Defor-
mation 

[cm] 

Error 
[mm] 

InSAR cell cen-
ter coordinates

LOS 
Defor-
mation 

[cm] 

Error 
[mm] 

InSAR cell cen-
ter coordinates 

LOS 
Defor-
mation 

[cm] 

Error 
[mm]

Lon 
[°] 

Lat  
[°] 

Lon 
[°] 

Lat  
[°] 

Lon 
[°] 

Lat  
[°] 

‐70.29  ‐18.95  2.37  1.44  ‐69.93 ‐19.59 ‐0.98  1.43 ‐70.07 ‐20.02  ‐10.57 1.43

‐70.22  ‐18.95  8.83  1.45  ‐70.00 ‐19.59 ‐7.19  1.43 ‐70.22 ‐19.59  ‐5.84  1.44

‐70.22  ‐19.02  6.35  1.43  ‐70.00 ‐19.66 ‐9.94  1.43 ‐70.07 ‐20.09  ‐10.56 1.43

‐70.29  ‐19.02  ‐3.05  1.43  ‐69.93 ‐19.66 ‐3.05  1.43 ‐70.07 ‐20.16  ‐14.42 1.43

‐70.29  ‐19.09  ‐4.46  1.43  ‐69.93 ‐19.73 ‐3.57  1.43 ‐70.00 ‐20.09  ‐9.10  1.43

‐70.22  ‐19.09  ‐2.72  1.43  ‐70.00 ‐19.73 ‐11.28 1.43 ‐69.93 ‐20.09  ‐6.93  1.44

‐70.22  ‐19.17  ‐6.03  1.43  ‐70.14 ‐19.66 ‐9.43  1.43 ‐69.93 ‐20.16  ‐5.53  1.43

‐70.22  ‐19.24  ‐9.46  1.43  ‐70.07 ‐19.66 ‐9.92  1.43 ‐70.00 ‐20.16  ‐10.06 1.43

‐70.22  ‐19.31  ‐4.99  1.43  ‐70.07 ‐19.73 ‐8.13  1.43 ‐70.00 ‐20.23  ‐12.52 1.43

‐70.22  ‐19.38  ‐2.67  1.43  ‐70.14 ‐19.73 ‐9.10  1.43 ‐69.93 ‐20.23  ‐6.71  1.43

‐70.22  ‐19.45  ‐5.13  1.43  ‐69.86 ‐19.52 6.97  1.43 ‐69.93 ‐20.30  ‐3.37  1.43

‐70.07  ‐19.02  11.91  1.43  ‐69.79 ‐19.52 8.08  1.43 ‐70.00 ‐20.30  ‐9.09  1.43

‐70.14  ‐19.02  7.94  1.43  ‐69.79 ‐19.59 8.72  1.43 ‐70.14 ‐20.23  ‐13.79 1.43

‐70.14  ‐19.09  4.07  1.43  ‐69.86 ‐19.59 7.81  1.43 ‐70.07 ‐20.23  ‐12.82 1.43

‐70.07  ‐19.09  7.61  1.43  ‐69.72 ‐19.52 8.58  1.43 ‐70.07 ‐20.30  ‐11.07 1.43

‐70.07  ‐19.17  0.59  1.43  ‐69.65 ‐19.52 8.71  1.43 ‐69.86 ‐20.09  ‐4.79  1.43

‐70.14  ‐19.17  ‐1.18  1.43  ‐69.72 ‐19.59 9.34  1.43 ‐69.79 ‐20.09  5.21  1.43

‐69.72  ‐19.38  8.14  1.43  ‐69.72 ‐19.66 12.03  1.43 ‐69.79 ‐20.16  6.97  1.43

‐69.65  ‐19.38  9.36  1.43  ‐69.72 ‐19.73 16.46  1.43 ‐69.86 ‐20.16  ‐1.18  1.43

‐69.65  ‐19.45  10.15  1.43  ‐69.86 ‐19.66 7.70  1.43 ‐69.86 ‐20.23  2.48  1.43

‐69.72  ‐19.45  7.36  1.43  ‐69.79 ‐19.66 12.05  1.43 ‐69.86 ‐20.30  2.11  1.43

‐69.86  ‐19.38  8.87  1.43  ‐69.79 ‐19.73 14.42  1.43 ‐69.86 ‐20.37  6.86  1.43

‐69.79  ‐19.38  8.44  1.43  ‐69.86 ‐19.73 5.16  1.43 ‐70.14 ‐20.37  ‐9.85  1.43

‐69.79  ‐19.45  6.80  1.43  ‐69.86 ‐19.81 4.89  1.43 ‐70.07 ‐20.37  ‐12.78 1.43

‐69.86  ‐19.45  9.69  1.43  ‐69.79 ‐19.81 14.35  1.43 ‐70.07 ‐20.45  ‐6.45  1.43

‐70.14  ‐19.24  ‐7.03  1.44  ‐69.79 ‐19.88 12.05  1.43 ‐70.14 ‐20.45  ‐2.82  1.43

‐70.07  ‐19.24  ‐1.55  1.43  ‐69.86 ‐19.88 0.45  1.43 ‐70.00 ‐20.37  ‐6.80  1.43

‐70.07  ‐19.31  ‐7.37  1.43  ‐69.72 ‐19.81 15.94  1.43 ‐69.93 ‐20.37  ‐1.18  1.43

‐70.14  ‐19.31  ‐9.25  1.43  ‐69.72 ‐19.88 15.19  1.43 ‐69.93 ‐20.45  0.21  1.43

‐69.93  ‐19.31  4.47  1.44  ‐69.86 ‐19.95 ‐2.64  1.43 ‐70.00 ‐20.45  ‐4.07  1.43

‐70.00  ‐19.31  ‐0.29  1.43  ‐69.79 ‐19.95 7.39  1.43 ‐70.00 ‐20.52  ‐3.19  1.43

‐70.00  ‐19.38  3.06  1.43  ‐69.79 ‐20.02 4.67  1.43 ‐69.93 ‐20.52  3.25  1.43

‐69.93  ‐19.38  8.37  1.43  ‐69.86 ‐20.02 ‐3.86  1.42 ‐69.93 ‐20.59  2.58  1.43

‐69.93  ‐19.45  8.81  1.43  ‐70.14 ‐19.81 ‐9.51  1.43 ‐70.00 ‐20.59  0.22  1.43

‐70.00  ‐19.45  2.12  1.43  ‐70.07 ‐19.81 ‐10.26 1.43 ‐70.14 ‐20.52  ‐0.58  1.43

‐70.14  ‐19.38  ‐8.09  1.43  ‐70.07 ‐19.88 ‐8.57  1.43 ‐70.07 ‐20.52  ‐5.67  1.43

‐70.07  ‐19.38  ‐7.43  1.43  ‐70.00 ‐19.81 ‐13.09 1.43 ‐70.07 ‐20.59  0.45  1.43

‐70.07  ‐19.45  ‐6.75  1.43  ‐69.93 ‐19.81 ‐5.26  1.43 ‐70.14 ‐20.59  3.46  1.43

‐70.14  ‐19.45  ‐8.92  1.43  ‐69.93 ‐19.88 ‐4.38  1.43 ‐70.00 ‐20.66  2.81  1.45

‐70.14  ‐19.52  ‐6.46  1.43  ‐70.00 ‐19.88 ‐8.44  1.42 ‐69.93 ‐20.66  5.66  1.44

‐70.07  ‐19.52  ‐6.19  1.43  ‐70.00 ‐19.95 ‐8.31  1.43      

‐70.07  ‐19.59  ‐10.15 1.43  ‐69.93 ‐19.95 ‐4.57  1.43      

‐70.14  ‐19.59  ‐9.25  1.43  ‐69.93 ‐20.02 ‐8.32  1.43      
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‐70.00  ‐19.52  1.58  1.43  ‐70.00 ‐20.02 ‐9.60  1.43      

‐69.93  ‐19.52  4.27  1.43  ‐70.07 ‐19.95 ‐8.58  1.43      
 

Table C.1: Displacements of subsampled InSAR data in LOS of the satellite and errors 
as described in section 4.2.2 used for Sub-model I. The observations are not corrected 
for the linear ramp as this is part of the inversion.  
 

InSAR cell cen-
ter coordinates 

LOS 
Defor-
mation 

[cm] 

Error 
[mm] 

InSAR cell cen-
ter coordinates 

LOS 
Defor-
mation 

[cm] 

Error 
[mm]

InSAR cell cen-
ter coordinates 

LOS 
Defor-
mation 

[cm] 

Error
[mm] 

Lon 
[°] 

Lat 
[°] 

Lon 
[°] 

Lat 
[°] 

Lon 
[°] 

Lat 
 [°] 

‐70.25  ‐19.29  8.39  0.46  ‐70.01 ‐19.78 ‐36.40 0.43 ‐70.09 ‐20.34  36.05  0.45 

‐70.28  ‐19.29  15.56  0.47  ‐69.97 ‐19.84 ‐43.54 0.52 ‐70.05 ‐20.34  15.80  0.46 

‐70.20  ‐19.27  6.09  0.44  ‐69.97 ‐19.85 ‐44.00 0.53 ‐70.05 ‐20.37  12.55  0.46 

‐70.20  ‐19.33  5.70  0.43  ‐69.97 ‐19.87 ‐45.42 0.52 ‐70.09 ‐20.37  29.50  0.45 

‐70.26  ‐19.33  15.94  0.43  ‐70.01 ‐19.85 ‐35.99 0.43 ‐70.15 ‐20.34  79.66  0.46 

‐70.24  ‐19.37  15.86  0.53  ‐70.01 ‐19.91 ‐38.86 0.42 ‐70.12 ‐20.34  50.71  0.46 

‐70.24  ‐19.39  14.92  0.52  ‐69.96 ‐19.89 ‐45.69 0.46 ‐70.12 ‐20.37  51.75  0.45 

‐70.20  ‐19.40  5.81  0.43  ‐69.96 ‐19.93 ‐41.72 0.46 ‐70.16 ‐20.37  79.34  0.53 

‐70.20  ‐19.46  ‐1.79  0.43  ‐69.94 ‐19.97 ‐43.04 0.43 ‐70.14 ‐20.37  71.19  0.53 

‐70.13  ‐19.27  9.13  0.43  ‐70.01 ‐19.97 ‐35.43 0.42 ‐70.14 ‐20.38  80.39  0.52 

‐70.09  ‐19.29  0.83  0.52  ‐70.13 ‐19.91 ‐17.35 0.43 ‐70.16 ‐20.38  96.98  0.52 

‐70.09  ‐19.32  1.90  0.46  ‐70.07 ‐19.91 ‐26.24 0.42 ‐70.01 ‐20.29  ‐10.88 0.43 

‐70.09  ‐19.35  0.74  0.46  ‐70.07 ‐19.97 ‐22.48 0.42 ‐69.94 ‐20.29  ‐34.96 0.43 

‐70.13  ‐19.33  2.08  0.42  ‐70.12 ‐19.96 ‐15.05 0.45 ‐69.94 ‐20.36  ‐40.54 0.43 

‐70.13  ‐19.40  ‐0.12  0.43  ‐70.12 ‐19.99 ‐11.82 0.46 ‐70.02 ‐20.34  ‐2.04  0.46 

‐70.07  ‐19.40  ‐2.30  0.43  ‐70.12 ‐20.02 ‐6.60  0.45 ‐69.99 ‐20.34  ‐21.82 0.46 

‐70.07  ‐19.46  ‐6.87  0.43  ‐70.12 ‐20.05 ‐2.71  0.46 ‐69.99 ‐20.37  ‐23.69 0.45 

‐70.13  ‐19.46  ‐6.52  0.43  ‐70.07 ‐20.04 ‐14.73 0.42 ‐70.02 ‐20.37  ‐1.89  0.45 

‐70.13  ‐19.53  ‐4.50  0.43  ‐70.07 ‐20.10 ‐9.02  0.42 ‐70.02 ‐20.41  ‐5.43  0.46 

‐70.07  ‐19.53  ‐8.37  0.43  ‐70.12 ‐20.09 ‐4.40  0.46 ‐69.99 ‐20.41  ‐26.62 0.45 

‐70.07  ‐19.59  ‐17.48 0.43  ‐70.12 ‐20.12 1.13  0.46 ‐69.99 ‐20.44  ‐28.81 0.45 

‐70.13  ‐19.59  ‐8.06  0.43  ‐70.01 ‐20.04 ‐27.20 0.43 ‐70.02 ‐20.44  ‐11.73 0.46 

‐70.03  ‐19.57  ‐14.23 0.54  ‐69.94 ‐20.04 ‐44.71 0.43 ‐69.94 ‐20.42  ‐51.12 0.43 

‐70.03  ‐19.58  ‐14.91 0.53  ‐69.94 ‐20.10 ‐45.95 0.42 ‐69.96 ‐20.47  ‐52.41 0.46 

‐70.02  ‐19.61  ‐16.80 0.46  ‐70.01 ‐20.10 ‐25.33 0.43 ‐69.93 ‐20.47  ‐67.96 0.45 

‐70.02  ‐19.64  ‐18.23 0.46  ‐70.01 ‐20.17 ‐19.81 0.43 ‐69.93 ‐20.50  ‐77.96 0.45 

‐70.02  ‐19.67  ‐24.99 0.46  ‐69.94 ‐20.17 ‐38.51 0.43 ‐69.96 ‐20.50  ‐58.08 0.46 

‐70.01  ‐19.72  ‐30.08 0.43  ‐69.94 ‐20.23 ‐36.27 0.43 ‐70.02 ‐20.47  ‐18.54 0.45 

‐70.13  ‐19.65  ‐9.66  0.43  ‐70.01 ‐20.23 ‐16.96 0.43 ‐69.99 ‐20.47  ‐33.52 0.45 

‐70.07  ‐19.65  ‐20.43 0.43  ‐70.13 ‐20.17 16.64  0.43 ‐69.99 ‐20.50  ‐43.54 0.46 

‐70.07  ‐19.72  ‐27.96 0.43  ‐70.07 ‐20.17 ‐2.97  0.43 ‐70.02 ‐20.50  ‐29.85 0.45 

‐70.13  ‐19.72  ‐14.46 0.43  ‐70.07 ‐20.23 8.25  0.42 ‐70.15 ‐20.41  95.96  0.46 

‐70.20  ‐19.53  ‐4.69  0.43  ‐70.15 ‐20.21 45.37  0.46 ‐70.13 ‐20.40  69.09  0.53 

‐70.20  ‐19.59  ‐7.77  0.43  ‐70.12 ‐20.21 26.64  0.45 ‐70.11 ‐20.40  51.34  0.52 

‐70.18  ‐19.64  ‐5.70  0.46  ‐70.12 ‐20.25 36.73  0.45 ‐70.11 ‐20.41  60.67  0.53 

‐69.90  ‐20.13  ‐51.73 0.53  ‐70.14 ‐20.24 51.28  0.54 ‐70.13 ‐20.41  72.63  0.52 
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‐69.90  ‐20.14  ‐50.34 0.53  ‐70.17 ‐20.35 98.97  0.59 ‐70.12 ‐20.44  64.01  0.45 

‐69.90  ‐20.16  ‐48.25 0.52  ‐70.17 ‐20.37 102.9  0.53 ‐70.15 ‐20.44  93.68  0.46 

‐69.89  ‐20.18  ‐48.45 0.46  ‐70.17 ‐20.38 104.9  0.54 ‐70.09 ‐20.41  33.15  0.45 

‐69.89  ‐20.21  ‐50.19 0.46  ‐70.12 ‐20.28 46.83  0.46 ‐70.05 ‐20.41  13.87  0.46 

‐69.89  ‐20.25  ‐50.81 0.46  ‐70.12 ‐20.31 53.03  0.46 ‐70.05 ‐20.44  12.00  0.46 

‐70.13  ‐19.78  ‐26.44 0.43  ‐70.09 ‐20.28 27.33  0.45 ‐70.09 ‐20.43  41.91  0.53 

‐70.07  ‐19.78  ‐32.97 0.42  ‐70.05 ‐20.28 9.18  0.45 ‐70.08 ‐20.43  22.76  0.52 

‐70.07  ‐19.85  ‐31.79 0.42  ‐70.05 ‐20.31 12.75  0.45 ‐70.08 ‐20.45  20.40  0.52 

‐70.13  ‐19.85  ‐21.57 0.43  ‐70.09 ‐20.31 32.33  0.46 ‐70.09 ‐20.45  37.24  0.52 
 

InSAR cell center 
coordinates 

LOS 
Defor-
mation 

[cm] 

 
Error 
[mm]Lon 

[°] 
Lat 
[°] 

‐70.09  ‐20.47  23.97  0.46

‐70.05  ‐20.47  1.24  0.45

‐70.05  ‐20.50  ‐6.79  0.45

‐70.09  ‐20.50  20.39  0.45

‐70.15  ‐20.47  88.33  0.46

‐70.13  ‐20.46  70.93  0.52

‐70.11  ‐20.46  52.38  0.52

‐70.11  ‐20.48  49.50  0.52

‐70.13  ‐20.48  71.04  0.53

‐70.12  ‐20.50  50.97  0.46

‐70.15  ‐20.50  77.16  0.46

‐70.12  ‐20.53  42.92  0.46

‐70.12  ‐20.57  24.53  0.45

‐70.09  ‐20.53  19.04  0.46

‐70.05  ‐20.53  ‐11.54  0.46

‐70.06  ‐20.56  ‐7.73  0.56

‐70.05  ‐20.56  ‐26.94  0.53

‐70.05  ‐20.57  ‐33.46  0.56

‐70.06  ‐20.57  ‐13.14  0.57

‐70.09  ‐20.57  5.17  0.46

‐70.11  ‐20.59  10.36  0.61

‐70.01  ‐20.55  ‐46.18  0.43

‐69.96  ‐20.53  ‐68.58  0.46

‐69.93  ‐20.53  ‐87.84  0.45

‐69.97  ‐20.56  ‐71.77  0.58

‐69.88  ‐20.29  ‐58.27  0.43

‐69.88  ‐20.36  ‐64.18  0.42

‐69.88  ‐20.42  ‐76.62  0.42

‐69.84  ‐20.43  ‐88.39  0.53

‐69.84  ‐20.45  ‐91.96  0.52

‐69.83  ‐20.47  ‐101.41  0.46

‐69.83  ‐20.50  ‐111.29  0.46

‐69.88  ‐20.49  ‐89.72  0.42
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‐69.89  ‐20.53  ‐97.94  0.46

‐69.86  ‐20.53  ‐111.26  0.47

‐69.84  ‐20.53  ‐114.65  0.53

‐69.82  ‐20.53  ‐117.01  0.55
 

Table C.2: Displacements of subsampled InSAR data in LOS of the satellite and errors 
as described in section 4.2.2 used for Sub-model II. The observations are not corrected 
for the linear ramp as this is part of the inversion.  
 
 

InSAR cell cen-
ter coordinates 

LOS 
Defor-
mation 

[cm] 

Error 
[mm] 

InSAR cell cen-
ter coordinates

LOS 
Defor-
mation 

[cm] 

Error 
[mm]

InSAR cell cen-
ter coordinates 

LOS 
Defor-
mation 

[cm] 

Error
[mm] 

Lon 
[°] 

Lat 
[°] 

Lon 
[°] 

Lat 
[°] 

Lon 
[°] 

Lat 
 [°] 

‐70.20  ‐19.27  ‐5.51  0.50  ‐70.20 ‐19.41 10.11  0.50 ‐70.05 ‐20.05  ‐2.93  0.50 

‐70.20  ‐19.30  ‐3.54  0.50  ‐70.20 ‐19.44 10.74  0.50 ‐70.05 ‐20.08  ‐9.07  0.50 

‐70.23  ‐19.30  ‐6.19  0.50  ‐70.20 ‐19.48 17.03  0.50 ‐70.09 ‐20.08  ‐4.22  0.50 

‐70.20  ‐19.34  ‐1.23  0.50  ‐70.20 ‐19.59 30.05  0.50 ‐70.02 ‐19.98  14.61  0.50 

‐70.23  ‐19.37  ‐1.05  0.50  ‐70.20 ‐19.62 27.99  0.50 ‐69.98 ‐19.98  13.53  0.50 

‐70.16  ‐19.27  ‐10.19 0.50  ‐70.12 ‐19.69 31.03  0.50 ‐69.98 ‐20.01  3.01  0.50 

‐70.12  ‐19.27  ‐8.63  0.50  ‐70.12 ‐19.73 30.18  0.50 ‐70.02 ‐20.01  2.91  0.50 

‐70.12  ‐19.30  ‐2.75  0.50  ‐70.09 ‐19.69 30.79  0.50 ‐69.95 ‐19.98  11.47  0.50 

‐70.16  ‐19.30  ‐6.74  0.50  ‐70.05 ‐19.69 32.44  0.50 ‐69.95 ‐20.01  ‐1.92  0.50 

‐70.09  ‐19.30  3.67  0.50  ‐70.05 ‐19.73 30.74  0.50 ‐69.95 ‐20.05  ‐12.04 0.50 

‐70.09  ‐19.34  12.58  0.50  ‐70.09 ‐19.73 30.97  0.50 ‐69.91 ‐20.08  ‐17.66 0.50 

‐70.09  ‐19.37  18.55  0.49  ‐70.09 ‐19.76 31.58  0.50 ‐69.95 ‐20.08  ‐15.46 0.50 

‐70.16  ‐19.34  1.95  0.49  ‐70.05 ‐19.76 23.53  0.50 ‐70.02 ‐20.05  ‐6.88  0.50 

‐70.12  ‐19.34  5.01  0.50  ‐70.05 ‐19.80 26.15  0.50 ‐69.98 ‐20.05  ‐8.26  0.50 

‐70.12  ‐19.37  11.61  0.50  ‐70.09 ‐19.80 29.67  0.50 ‐69.98 ‐20.08  ‐14.01 0.50 

‐70.16  ‐19.37  7.37  0.50  ‐70.12 ‐19.76 33.08  0.50 ‐70.02 ‐20.08  ‐14.70 0.50 

‐70.16  ‐19.41  13.29  0.50  ‐70.12 ‐19.80 36.47  0.50 ‐70.02 ‐20.12  ‐27.10 0.50 

‐70.12  ‐19.41  18.24  0.50  ‐70.02 ‐19.69 29.54  0.50 ‐69.98 ‐20.12  ‐27.95 0.50 

‐70.12  ‐19.44  18.72  0.50  ‐70.02 ‐19.73 25.23  0.50 ‐69.98 ‐20.16  ‐37.93 0.50 

‐70.16  ‐19.44  15.50  0.50  ‐70.02 ‐19.76 24.43  0.50 ‐70.02 ‐20.16  ‐37.36 0.50 

‐70.09  ‐19.41  24.72  0.50  ‐69.98 ‐19.80 23.82  0.50 ‐69.95 ‐20.12  ‐25.95 0.50 

‐70.09  ‐19.44  24.11  0.50  ‐70.02 ‐19.80 24.52  0.50 ‐69.91 ‐20.12  ‐28.45 0.50 

‐70.09  ‐19.48  21.00  0.50  ‐70.02 ‐19.84 23.68  0.50 ‐69.91 ‐20.16  ‐34.62 0.50 

‐70.05  ‐19.52  29.46  0.50  ‐69.98 ‐19.84 29.65  0.50 ‐69.95 ‐20.16  ‐35.98 0.50 

‐70.09  ‐19.52  20.80  0.50  ‐69.98 ‐19.87 31.70  0.49 ‐69.95 ‐20.19  ‐40.28 0.50 

‐70.16  ‐19.48  17.89  0.50  ‐70.02 ‐19.87 24.83  0.50 ‐69.91 ‐20.19  ‐39.55 0.50 

‐70.12  ‐19.48  19.18  0.49  ‐69.95 ‐19.94 21.21  0.50 ‐69.91 ‐20.23  ‐48.02 0.50 

‐70.16  ‐19.52  20.75  0.50  ‐70.02 ‐19.91 25.63  0.50 ‐69.95 ‐20.23  ‐50.71 0.50 

‐70.02  ‐19.62  29.99  0.50  ‐69.98 ‐19.91 26.02  0.50 ‐70.02 ‐20.19  ‐44.96 0.50 

‐70.02  ‐19.66  33.66  0.50  ‐69.98 ‐19.94 22.62  0.50 ‐69.98 ‐20.19  ‐39.67 0.49 

‐70.12  ‐19.55  22.35  0.50  ‐70.02 ‐19.94 22.42  0.50 ‐69.98 ‐20.23  ‐51.81 0.50 

‐70.12  ‐19.59  25.34  0.50  ‐70.12 ‐19.84 37.36  0.50 ‐70.02 ‐20.23  ‐53.40 0.49 

‐70.16  ‐19.59  28.03  0.50  ‐70.09 ‐19.84 33.49  0.50 ‐70.09 ‐20.12  ‐12.76 0.50 

‐70.09  ‐19.55  22.70  0.50  ‐70.05 ‐19.84 26.99  0.50 ‐70.05 ‐20.12  ‐20.64 0.50 
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‐70.05  ‐19.55  31.35  0.49  ‐70.05 ‐19.87 25.28  0.50 ‐70.05 ‐20.16  ‐35.99 0.50 

‐70.05  ‐19.59  27.18  0.50  ‐70.09 ‐19.87 28.98  0.50 ‐70.09 ‐20.16  ‐23.33 0.50 

‐70.09  ‐19.59  26.42  0.50  ‐70.09 ‐19.91 31.80  0.50 ‐70.09 ‐20.19  ‐35.66 0.50 

‐70.09  ‐19.62  30.03  0.50  ‐70.05 ‐19.91 28.26  0.50 ‐70.05 ‐20.19  ‐45.68 0.50 

‐70.05  ‐19.62  31.07  0.50  ‐70.05 ‐19.94 27.20  0.50 ‐70.05 ‐20.23  ‐51.75 0.50 

‐70.05  ‐19.66  28.88  0.50  ‐70.09 ‐19.94 32.53  0.50 ‐70.05 ‐20.26  ‐59.91 0.50 

‐70.09  ‐19.66  29.87  0.50  ‐70.09 ‐19.98 28.74  0.50 ‐70.05 ‐20.30  ‐66.26 0.50 

‐70.16  ‐19.62  27.99  0.50  ‐70.05 ‐19.98 22.34  0.50 ‐70.09 ‐20.30  ‐65.78 0.50 

‐70.12  ‐19.62  27.37  0.50  ‐70.05 ‐20.01 9.54  0.50 ‐70.09 ‐20.33  ‐72.62 0.50 

‐70.12  ‐19.66  28.98  0.50  ‐70.09 ‐20.01 13.82  0.50 ‐70.05 ‐20.33  ‐75.90 0.50 

‐70.16  ‐19.66  29.27  0.50  ‐70.09 ‐20.05 4.82  0.50 ‐70.05 ‐20.37  ‐81.07 0.50 
 

InSAR cell cen-
ter coordinates

LOS 
Defor-
mation 

[cm] 

Error
[mm]

Lon 
[°] 

Lat 
[°] 

‐70.09 ‐20.37 ‐80.91  0.50

‐70.16 ‐20.37 ‐82.84  0.50

‐70.02 ‐20.26 ‐61.87  0.50

‐69.98 ‐20.26 ‐63.64  0.50

‐69.98 ‐20.30 ‐74.18  0.50

‐70.02 ‐20.30 ‐68.40  0.50

‐69.95 ‐20.26 ‐58.37  0.49

‐69.91 ‐20.26 ‐58.05  0.50

‐69.91 ‐20.30 ‐65.55  0.50

‐69.95 ‐20.30 ‐70.58  0.49

‐69.95 ‐20.33 ‐71.91  0.50

‐69.91 ‐20.33 ‐71.54  0.50

‐69.91 ‐20.37 ‐74.47  0.50

‐69.95 ‐20.37 ‐77.30  0.50

‐70.02 ‐20.33 ‐78.77  0.49

‐69.98 ‐20.33 ‐74.79  0.50

‐69.98 ‐20.37 ‐79.81  0.50

‐70.02 ‐20.37 ‐81.78  0.50

‐70.02 ‐20.40 ‐86.35  0.50

‐69.98 ‐20.40 ‐82.27  0.50

‐69.98 ‐20.44 ‐84.03  0.50

‐70.02 ‐20.44 ‐96.17  0.50

‐69.95 ‐20.40 ‐79.18  0.50

‐69.91 ‐20.40 ‐76.15  0.50

‐69.91 ‐20.44 ‐78.59  0.50

‐69.95 ‐20.44 ‐78.15  0.50

‐69.95 ‐20.48 ‐78.47  0.50

‐69.91 ‐20.48 ‐80.91  0.50

‐69.91 ‐20.51 ‐84.10  0.50

‐69.95 ‐20.51 ‐88.67  0.50

‐70.02 ‐20.48 ‐108.87  0.50



Supplementary Material  

 

195 

 

‐69.98 ‐20.48 ‐87.60  0.50

‐69.98 ‐20.51 ‐106.71  0.50

‐70.02 ‐20.51 ‐109.79  0.50

‐70.12 ‐20.44 ‐100.57  0.50

‐70.09 ‐20.40 ‐94.19  0.50

‐70.05 ‐20.40 ‐87.63  0.50

‐70.05 ‐20.44 ‐100.68  0.50
 
Table C.3: Displacements of subsampled InSAR data in LOS of the satellite and errors 
as described in section 4.2.2 used for Sub-model III. The observations are not corrected 
for the linear ramp as this is part of the inversion.  
 
 

InSAR cell cen-
ter coordinates 

LOS 
Defor-
mation 

[cm] 

Error 
[mm] 

InSAR cell cen-
ter coordinates

LOS 
Defor-
mation 

[cm] 

Error 
[mm]

InSAR cell cen-
ter coordinates 

LOS 
Defor-
mation 

[cm] 

Error
[mm] 

Lon 
[°] 

Lat 
[°] 

Lon 
[°] 

Lat 
[°] 

Lon 
[°] 

Lat 
 [°] 

‐70.29  ‐19.00  ‐42.15  0.55  ‐70.01 ‐19.35 ‐260.43 0.57 ‐69.86 ‐19.92  ‐385.37 0.58 

‐70.22  ‐19.00  ‐45.19  0.64  ‐70.15 ‐19.28 ‐251.84 0.58 ‐70.15 ‐19.71  ‐594.90 0.59 

‐70.22  ‐19.07  ‐89.89  0.65  ‐70.08 ‐19.28 ‐227.73 0.58 ‐70.08 ‐19.71  ‐550.23 0.56 

‐70.29  ‐19.07  ‐85.98  0.64  ‐70.08 ‐19.35 ‐284.82 0.57 ‐70.08 ‐19.78  ‐557.92 0.55 

‐70.22  ‐19.14  ‐142.73  0.55  ‐70.15 ‐19.35 ‐315.76 0.58 ‐70.15 ‐19.78  ‐593.78 0.55 

‐70.22  ‐19.21  ‐206.26  0.54  ‐70.15 ‐19.42 ‐388.86 0.58 ‐70.01 ‐19.71  ‐490.96 0.65 

‐70.22  ‐19.28  ‐268.50  0.58  ‐70.08 ‐19.42 ‐354.23 0.57 ‐69.94 ‐19.71  ‐426.60 0.64 

‐70.22  ‐19.35  ‐343.54  0.58  ‐70.08 ‐19.50 ‐415.64 0.65 ‐69.94 ‐19.78  ‐448.46 0.55 

‐70.01  ‐19.00  ‐34.00  0.55  ‐70.15 ‐19.50 ‐456.46 0.65 ‐70.01 ‐19.78  ‐501.98 0.55 

‐69.94  ‐19.07  ‐57.88  0.54  ‐70.01 ‐19.42 ‐315.36 0.64 ‐70.01 ‐19.85  ‐495.59 0.55 

‐70.01  ‐19.07  ‐66.11  0.55  ‐69.94 ‐19.42 ‐274.30 0.64 ‐69.94 ‐19.85  ‐446.01 0.64 

‐70.15  ‐19.00  ‐43.54  0.54  ‐69.94 ‐19.50 ‐318.69 0.55 ‐69.94 ‐19.92  ‐431.51 0.58 

‐70.08  ‐19.00  ‐38.78  0.54  ‐70.01 ‐19.50 ‐368.11 0.55 ‐70.01 ‐19.92  ‐475.03 0.58 

‐70.08  ‐19.07  ‐80.25  0.57  ‐70.01 ‐19.57 ‐417.27 0.55 ‐70.08 ‐19.85  ‐547.17 0.54 

‐70.15  ‐19.07  ‐90.12  0.58  ‐69.94 ‐19.57 ‐358.34 0.58 ‐70.08 ‐19.92  ‐515.16 0.55 

‐69.72  ‐19.07  ‐25.47  0.57  ‐69.94 ‐19.64 ‐395.73 0.58 ‐70.22 ‐19.42  ‐410.38 0.55 

‐69.79  ‐19.07  ‐35.58  0.58  ‐70.01 ‐19.64 ‐458.53 0.57 ‐69.58 ‐19.14  ‐12.50 0.55 

‐69.86  ‐19.07  ‐48.82  0.54  ‐70.15 ‐19.57 ‐520.91 0.57 ‐69.58 ‐19.21  ‐36.79 0.55 

‐69.86  ‐19.14  ‐78.78  0.54  ‐70.08 ‐19.57 ‐472.29 0.58 ‐70.08 ‐19.99  ‐468.11 0.55 

‐69.79  ‐19.14  ‐63.25  0.58  ‐70.08 ‐19.64 ‐516.31 0.57 ‐70.08 ‐20.06  ‐408.90 0.55 

‐69.79  ‐19.21  ‐86.18  0.58  ‐70.15 ‐19.64 ‐566.40 0.57 ‐70.01 ‐19.99  ‐441.53 0.55 

‐69.86  ‐19.21  ‐106.30  0.55  ‐69.86 ‐19.42 ‐226.64 0.58 ‐69.94 ‐19.99  ‐406.16 0.55 

‐69.72  ‐19.14  ‐46.57  0.55  ‐69.79 ‐19.42 ‐182.10 0.55 ‐69.94 ‐20.06  ‐375.99 0.66 

‐69.65  ‐19.14  ‐30.93  0.54  ‐69.79 ‐19.50 ‐218.40 0.58 ‐70.01 ‐20.06  ‐399.13 0.65 

‐69.65  ‐19.21  ‐51.19  0.55  ‐69.86 ‐19.50 ‐266.13 0.57 ‐70.01 ‐20.14  ‐351.88 0.58 

‐69.72  ‐19.21  ‐68.64  0.55  ‐69.72 ‐19.42 ‐142.70 0.57 ‐69.94 ‐20.14  ‐346.17 0.58 

‐69.72  ‐19.28  ‐92.65  0.55  ‐69.65 ‐19.42 ‐115.88 0.58 ‐69.94 ‐20.21  ‐306.72 0.58 

‐69.65  ‐19.28  ‐71.78  0.55  ‐69.65 ‐19.50 ‐145.56 0.57 ‐70.01 ‐20.21  ‐298.14 0.55 

‐69.65  ‐19.35  ‐89.68  0.55  ‐69.72 ‐19.50 ‐178.08 0.57 ‐70.08 ‐20.14  ‐344.21 0.55 

‐69.72  ‐19.35  ‐114.59  0.55  ‐69.72 ‐19.57 ‐207.38 0.58 ‐70.08 ‐20.21  ‐280.46 0.55 

‐69.86  ‐19.28  ‐145.87  0.55  ‐69.72 ‐19.64 ‐233.89 0.57 ‐69.86 ‐19.99  ‐373.26 0.55 
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‐69.79  ‐19.28  ‐116.35  0.54  ‐69.86 ‐19.57 ‐309.20 0.58 ‐69.79 ‐19.99  ‐332.80 0.55 

‐69.79  ‐19.35  ‐144.60  0.58  ‐69.79 ‐19.57 ‐254.85 0.65 ‐69.79 ‐20.06  ‐325.31 0.55 

‐69.86  ‐19.35  ‐181.10  0.57  ‐69.79 ‐19.64 ‐287.59 0.64 ‐69.86 ‐20.06  ‐351.83 0.55 

‐70.15  ‐19.14  ‐142.12  0.57  ‐69.86 ‐19.64 ‐340.55 0.65 ‐69.86 ‐20.14  ‐327.40 0.58 

‐70.08  ‐19.14  ‐126.22  0.66  ‐69.86 ‐19.71 ‐368.44 0.64 ‐69.86 ‐20.21  ‐303.90 0.65 

‐70.08  ‐19.21  ‐180.78  0.71  ‐69.79 ‐19.71 ‐314.91 0.57 ‐69.86 ‐20.28  ‐273.13 0.65 

‐70.15  ‐19.21  ‐191.88  0.65  ‐69.79 ‐19.78 ‐333.29 0.58 ‐69.86 ‐20.35  ‐249.59 0.64 

‐70.01  ‐19.14  ‐106.69  0.66  ‐69.86 ‐19.78 ‐390.58 0.57 ‐70.08 ‐20.28  ‐228.41 0.58 

‐69.94  ‐19.14  ‐92.51  0.58  ‐69.72 ‐19.71 ‐261.37 0.58 ‐70.08 ‐20.35  ‐176.83 0.58 

‐69.94  ‐19.21  ‐132.81  0.58  ‐69.72 ‐19.78 ‐285.97 0.58 ‐70.15 ‐20.35  ‐145.71 0.58 

‐70.01  ‐19.21  ‐163.67  0.57  ‐69.72 ‐19.85 ‐303.39 0.65 ‐70.01 ‐20.28  ‐250.78 0.55 

‐70.01  ‐19.28  ‐204.22  0.57  ‐69.86 ‐19.85 ‐393.56 0.64 ‐69.94 ‐20.28  ‐268.83 0.54 

‐69.94  ‐19.28  ‐174.83  0.57  ‐69.79 ‐19.85 ‐345.87 0.64 ‐69.94 ‐20.35  ‐234.30 0.54 

‐69.94  ‐19.35  ‐221.60  0.58  ‐69.79 ‐19.92 ‐342.32 0.64 ‐70.01 ‐20.35  ‐208.55 0.55 
 

InSAR cell cen-
ter coordinates 

LOS 
Defor-
mation 

[cm] 

Error
[mm]

Lon 
[°] 

Lat 
[°] 

‐70.01 ‐20.42 ‐173.31 0.65

‐69.94 ‐20.42 ‐199.28 0.68

‐69.94 ‐20.49 ‐172.86 0.69

‐70.01 ‐20.49 ‐141.89 0.58

‐70.15 ‐20.42 ‐120.34 0.73

‐70.08 ‐20.42 ‐140.51 0.55

‐70.08 ‐20.49 ‐107.68 0.58

‐70.15 ‐20.49 ‐98.44  0.57

‐70.15 ‐20.56 ‐82.87  0.70

‐70.08 ‐20.56 ‐92.09  0.55

‐70.01 ‐20.56 ‐116.46 0.54

‐69.94 ‐20.56 ‐145.43 0.54

‐69.94 ‐20.63 ‐124.71 0.65

‐70.01 ‐20.63 ‐106.22 0.64
 
Table C.4: Displacements of subsampled InSAR data in LOS of the satellite and errors 
as described in section 4.2.2 used for Sub-model V. The observations are not corrected 
for the linear ramp as this is part of the inversion.  
 
 

InSAR cell cen-
ter coordinates 

LOS 
Defor-
mation 

[cm] 

Error 
[mm] 

InSAR cell cen-
ter coordinates

LOS 
Defor-
mation 

[cm] 

Error 
[mm]

InSAR cell cen-
ter coordinates 

LOS 
Defor-
mation 

[cm] 

Error 
[mm] 

Lon 
[°] 

Lat 
[°] 

Lon 
[°] 

Lat 
[°] 

Lon 
[°] 

Lat 
[°] 

‐70.15  ‐18.93  ‐142.13  0.48  ‐69.94 ‐19.29 ‐50.50 0.56 ‐69.65 0.46  0.46  0.46 

‐70.22  ‐18.93  ‐149.59  0.48  ‐69.87 ‐19.29 ‐54.04 0.55 ‐69.79 0.46  0.46  0.46 

‐70.22  ‐19.00  ‐136.96  0.49  ‐69.87 ‐19.36 ‐41.05 0.48 ‐69.72 0.55  0.55  0.55 

‐70.15  ‐19.00  ‐130.91  0.46  ‐69.94 ‐19.36 ‐42.34 0.49 ‐69.72 0.56  0.56  0.56 

‐70.15  ‐19.07  ‐118.36  0.49  ‐70.08 ‐19.29 ‐53.76 0.48 ‐69.79 0.55  0.55  0.55 

‐70.22  ‐19.07  ‐124.73  0.48  ‐70.01 ‐19.29 ‐53.97 0.49 ‐70.08 0.46  0.46  0.46 
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‐70.29  ‐19.00  ‐140.21  0.48  ‐70.01 ‐19.36 ‐45.96 0.49 ‐70.01 0.45  0.45  0.45 

‐70.22  ‐19.14  ‐107.86  0.49  ‐70.08 ‐19.36 ‐51.31 0.56 ‐70.01 0.49  0.49  0.49 

‐70.15  ‐19.14  ‐99.30  0.48  ‐70.08 ‐19.43 ‐38.63 0.55 ‐70.08 0.49  0.49  0.49 

‐70.15  ‐19.22  ‐72.91  0.48  ‐70.01 ‐19.43 ‐32.56 0.55 ‐69.94 0.46  0.46  0.46 

‐70.22  ‐19.22  ‐80.43  0.49  ‐70.01 ‐19.50 ‐19.00 0.55 ‐69.87 0.45  0.45  0.45 

‐70.22  ‐19.29  ‐67.58  0.48  ‐70.08 ‐19.50 ‐21.78 0.49 ‐69.87 0.46  0.46  0.46 

‐70.15  ‐19.29  ‐59.29  0.49  ‐69.94 ‐19.43 ‐28.22 0.48 ‐69.94 0.45  0.45  0.45 

‐70.15  ‐19.36  ‐58.00  0.56  ‐69.87 ‐19.43 ‐29.14 0.48 ‐69.94 0.45  0.45  0.45 

‐70.22  ‐19.36  ‐52.67  0.55  ‐69.87 ‐19.50 ‐21.69 0.48 ‐69.87 0.48  0.48  0.48 

‐70.01  ‐18.93  ‐111.66  0.56  ‐69.94 ‐19.50 ‐22.77 0.49 ‐69.87 0.49  0.49  0.49 

‐70.08  ‐18.93  ‐125.64  0.55  ‐69.94 ‐19.57 ‐16.68 0.55 ‐69.94 0.48  0.48  0.48 

‐69.94  ‐18.86  ‐115.14  0.48  ‐69.87 ‐19.57 ‐14.75 0.55 ‐70.08 0.49  0.49  0.49 

‐69.87  ‐18.86  ‐112.40  0.49  ‐69.87 ‐19.64 ‐16.59 0.55 ‐70.01 0.45  0.45  0.45 

‐69.87  ‐18.93  ‐98.53  0.48  ‐69.94 ‐19.64 ‐17.53 0.56 ‐70.01 0.45  0.45  0.45 

‐69.94  ‐18.93  ‐108.69  0.49  ‐70.08 ‐19.57 ‐19.25 0.49 ‐70.08 0.49  0.49  0.49 

‐69.94  ‐19.00  ‐98.97  0.49  ‐70.01 ‐19.57 ‐18.29 0.49 ‐70.22 0.49  0.49  0.49 

‐69.87  ‐19.00  ‐94.14  0.56  ‐70.01 ‐19.64 ‐18.10 0.49 ‐70.15 0.46  0.46  0.46 

‐69.87  ‐19.07  ‐77.61  0.55  ‐70.08 ‐19.64 ‐21.84 0.48 ‐70.15 0.46  0.46  0.46 

‐69.94  ‐19.07  ‐85.18  0.55  ‐69.79 ‐19.43 ‐23.37 0.49 ‐70.15 0.45  0.45  0.45 

‐70.08  ‐19.00  ‐117.48  0.55  ‐69.72 ‐19.43 ‐20.44 0.49 ‐70.15 0.46  0.46  0.46 

‐70.01  ‐19.00  ‐103.99  0.49  ‐69.72 ‐19.50 ‐17.87 0.59 ‐70.15 0.46  0.46  0.46 

‐70.01  ‐19.07  ‐99.19  0.48  ‐69.79 ‐19.50 ‐21.94 0.56 ‐70.15 0.46  0.46  0.46 

‐70.08  ‐19.07  ‐110.83  0.48  ‐69.65 ‐19.50 ‐18.32 0.59 ‐69.51 0.46  0.46  0.46 

‐69.79  ‐19.00  ‐86.04  0.48  ‐69.65 ‐19.57 ‐15.47 0.60 ‐69.51 0.46  0.46  0.46 

‐69.79  ‐19.07  ‐72.26  0.49  ‐69.65 ‐19.64 ‐20.23 0.49 ‐69.51 0.46  0.46  0.46 

‐69.79  ‐19.14  ‐63.15  0.55  ‐69.79 ‐19.57 ‐16.07 0.64 ‐69.51 0.46  0.46  0.46 

‐69.79  ‐19.22  ‐51.91  0.55  ‐69.72 ‐19.57 ‐14.08 0.46 ‐69.44 0.45  0.45  0.45 

‐69.79  ‐19.29  ‐47.56  0.55  ‐69.72 ‐19.64 ‐19.83 0.49 ‐69.51 0.49  0.49  0.49 

‐69.72  ‐19.29  ‐41.94  0.56  ‐69.79 ‐19.64 ‐15.13 0.48 ‐69.51 0.48  0.48  0.48 

‐69.72  ‐19.36  ‐29.02  0.49  ‐69.79 ‐19.71 ‐23.19 0.61 ‐69.44 0.48  0.48  0.48 

‐69.79  ‐19.36  ‐34.62  0.49  ‐69.72 ‐19.71 ‐26.75 0.46 ‐70.15 0.57  0.57  0.57 

‐70.08  ‐19.14  ‐95.83  0.49  ‐69.72 ‐19.78 ‐27.35 0.45 ‐70.15 0.62  0.62  0.62 

‐70.01  ‐19.14  ‐88.11  0.48  ‐69.79 ‐19.78 ‐29.64 0.45 ‐70.15 0.56  0.56  0.56 

‐70.01  ‐19.22  ‐69.69  0.49  ‐69.65 ‐19.71 ‐26.48 0.56 ‐70.08 0.57  0.57  0.57 

‐70.08  ‐19.22  ‐69.85  0.49  ‐69.58 ‐19.78 ‐33.31 0.55 ‐70.01 0.49  0.49  0.49 

‐69.94  ‐19.14  ‐72.92  0.59  ‐69.65 ‐19.78 ‐29.21 0.49 ‐70.01 0.49  0.49  0.49 

‐69.87  ‐19.14  ‐68.29  0.56  ‐69.65 ‐19.86 ‐40.70 0.49 ‐70.08 0.48  0.48  0.48 

‐69.87  ‐19.22  ‐62.09  0.59  ‐69.58 ‐19.86 ‐41.76 0.45 ‐69.94 0.48  0.48  0.48 

‐69.94  ‐19.22  ‐65.24  0.60  ‐69.58 ‐19.93 ‐61.66 0.49 ‐69.87 0.48  0.48  0.48 
 

InSAR cell cen-
ter coordinates 

LOS 
Defor-
mation 

[cm] 

Error
[mm]

InSAR cell cen-
ter coordinates 

LOS 
Defor-
mation 

[cm] 

Error 
[mm] 

Lon 
[°] 

Lat 
[°] 

Lon 
[°] 

Lat 
[°] 

‐69.87  ‐20.07  ‐85.12  0.46 ‐69.94 ‐20.28 ‐118.80  0.49 

‐69.94  ‐20.07  ‐83.32  0.46 ‐69.87 ‐20.28 ‐134.87  0.50 

‐69.94  ‐20.14  ‐93.80  0.45 ‐69.87 ‐20.35 ‐150.76  0.47 
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‐69.87  ‐20.14  ‐103.44  0.49 ‐69.94 ‐20.35 ‐126.54  0.46 

‐69.87  ‐20.21  ‐119.55  0.48 ‐69.94 ‐20.42 ‐139.42  0.46 

‐69.94  ‐20.21  ‐107.02  0.48 ‐69.87 ‐20.42 ‐163.87  0.56 

‐70.08  ‐20.14  ‐31.89  0.57 ‐69.87 ‐20.50 ‐174.13  0.55 

‐70.01  ‐20.14  ‐72.10  0.62 ‐69.94 ‐20.50 ‐153.28  0.46 

‐70.01  ‐20.21  ‐83.06  0.56 ‐70.08 ‐20.42 ‐50.85  0.46 

‐70.08  ‐20.21  ‐36.83  0.57 ‐70.01 ‐20.42 ‐103.64  0.46 

‐69.79  ‐20.00  ‐68.61  0.49 ‐70.01 ‐20.50 ‐113.75  0.55 

‐69.72  ‐20.00  ‐75.54  0.49 ‐70.08 ‐20.50 ‐66.66  0.49 

‐69.72  ‐20.07  ‐92.30  0.48 ‐70.08 ‐20.57 ‐88.52  0.49 

‐69.79  ‐20.07  ‐88.83  0.48 ‐70.01 ‐20.57 ‐128.49  0.45 

‐69.65  ‐20.00  ‐76.71  0.48 ‐69.94 ‐20.57 ‐154.53  0.46 

‐69.58  ‐20.00  ‐76.62  0.49 ‐70.15 ‐20.57 ‐41.65  0.46 

‐69.58  ‐20.07  ‐82.07  0.48

‐69.65  ‐20.07  ‐90.53  0.49

‐69.65  ‐20.14  ‐107.15  0.49

‐69.58  ‐20.14  ‐103.61  0.48

‐69.58  ‐20.21  ‐121.38  0.49

‐69.65  ‐20.21  ‐119.93  0.49

‐69.79  ‐20.14  ‐110.11  0.48

‐69.72  ‐20.14  ‐111.89  0.56

‐69.72  ‐20.21  ‐123.76  0.56

‐69.79  ‐20.21  ‐125.54  0.55

‐69.79  ‐20.28  ‐136.32  0.55

‐69.72  ‐20.28  ‐133.59  0.46

‐69.72  ‐20.35  ‐151.59  0.46

‐69.79  ‐20.35  ‐153.09  0.46

‐69.65  ‐20.28  ‐135.63  0.49

‐69.58  ‐20.28  ‐133.56  0.49

‐69.58  ‐20.35  ‐147.99  0.48

‐69.65  ‐20.35  ‐151.01  0.48

‐69.65  ‐20.42  ‐167.08  0.49

‐69.58  ‐20.42  ‐164.48  0.48

‐69.65  ‐20.50  ‐177.44  0.48

‐69.79  ‐20.42  ‐167.78  0.49

‐69.72  ‐20.42  ‐170.40  0.46

‐69.72  ‐20.50  ‐183.40  0.49

‐69.79  ‐20.50  ‐180.53  0.48

‐70.08  ‐20.28  ‐37.42  0.48

‐70.01  ‐20.28  ‐88.04  0.49

‐70.01  ‐20.35  ‐97.37  0.48

‐70.08  ‐20.35  ‐41.52  0.48
 

Table C.5: Displacements of subsampled InSAR data in LOS of the satellite and errors 
as described in section 4.2.2 used for Sub-model VI. The observations are not corrected 
for the linear ramp as this is part of the inversion.  
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GPS 
station 

Data observation (total)
East 
error 
[mm] 

North 
error 
[mm] 

Up 
error 
[mm] 

East 
[mm] 

North 
[mm] 

Up 
[mm] 

aeda ‐49.43  ‐5.40  ‐6.55  0.7  0.9  1.7 
atjn ‐52.67  ‐14.30 ‐26.30 0.7  0.9  1.4 
cbaa 5.80  3.07  ‐0.25  0.7  0.9  1.4 
chm2 ‐44.47  ‐7.72  5.15  0.7  0.9  1.4 
cjnt 5.96  3.34  1.40  0.7  0.9  1.4 
colc ‐22.96  ‐6.03  ‐1.90  0.8  1.0  2.2 
colo 4.43  4.72  1.10  0.7  0.9  1.4 
crsc ‐17.04  2.30  ‐4.25  0.7  0.9  1.4 
iacr ‐15.39  ‐17.83 ‐9.45  0.6  0.9  1.4 
iqqe ‐62.97  ‐7.97  ‐13.50 0.8  1.4  2.0 
jrgn 6.97  0.35  ‐5.70  0.7  0.9  1.4 
mcla 7.90  0.44  ‐4.05  0.7  0.9  1.4 
mnmi ‐46.06  ‐17.67 ‐4.05  0.8  1.0  2.3 
pb01 ‐14.84  7.02  ‐7.75  0.7  0.9  1.5 
pb02 ‐2.26  1.66  ‐1.35  0.7  0.9  1.4 
pb03 5.78  0.99  ‐4.75  0.7  0.9  1.4 
pb04 7.45  0.12  ‐1.55  0.7  0.9  1.4 
pb05 7.56  0.26  ‐3.30  0.7  0.9  1.4 
pb06 7.69  1.02  0.50  0.7  0.9  1.4 
pb08 ‐39.39  ‐0.62  ‐1.30  0.7  0.9  1.4 
pb11 ‐51.58  ‐12.41 ‐12.85 0.7  0.9  1.4 
pccl ‐17.91  ‐18.09 ‐8.90  0.6  0.9  1.4 
pcha ‐49.86  ‐8.83  ‐6.30  0.8  1.0  2.3 
picc ‐35.21  2.00  ‐3.10  0.8  0.9  1.7 
pmej 9.22  2.59  ‐1.60  0.8  1.0  2.3 
psga ‐45.16  ‐14.55 ‐22.00 0.8  1.0  2.3 
ptre ‐10.60  ‐16.95 1.15  0.6  0.9  1.4 
srgd 7.74  0.60  ‐1.85  0.7  0.9  1.4 
tuzg 3.39  1.56  0.00  0.7  1.0  1.4 
uape ‐65.12  ‐10.48 ‐11.50 0.7  0.9  1.7 
ucnf 7.72  0.80  4.50  0.8  1.0  2.2 
urus 0.72  ‐0.78  0.10  0.7  1.4  1.7 
utar ‐17.15  ‐24.51 2.30  0.7  0.9  1.6 
utur 3.77  3.66  ‐4.65  0.7  0.9  1.5 
vlzl 7.65  ‐0.10  ‐1.15  0.7  0.9  1.4 

 
Table C.6: Static displacements of cGPS data in three components ENU in SOAM ref-
erence frame and errors as described in section 4.2.3 used for Sub-model I. The obser-
vations are corrected for the seasonal trend and antenna offsets.  
 

GPS 
station 

Data observation (total) 
East 
error 
[mm]

North 
error 
[mm]

Up 
error 
[mm] 

East 
[mm] 

North 
[mm] 

Up 
[mm] 

atjn  ‐81.09  ‐28.05  ‐32.90 0.7  0.9  1.4 
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cbaa  4.34  4.16  ‐4.15  0.7  0.9  1.4 
cgtc  ‐218.26  ‐50.29  ‐21.00 0.7  0.9  1.4 
chm2  ‐102.75  ‐38.04  ‐4.20  0.7  0.9  1.4 
chmz  ‐103.35  ‐38.52  ‐2.40  0.7  0.9  1.4 
cjnt  5.05  4.01  ‐2.60  0.7  0.9  1.4 
colc  ‐50.03  ‐20.26  ‐7.30  0.8  1.0  2.2 
colo  0.69  7.70  ‐1.20  0.7  0.9  1.4 
crsc  ‐92.74  ‐21.61  ‐6.25  0.7  0.9  1.4 
iacr  ‐25.07  ‐21.36  ‐5.55  0.6  0.9  1.4 
jrgn  8.02  0.55  ‐5.35  0.7  0.9  1.4 
lyar  ‐3.11  ‐8.43  1.75  0.8  0.9  2.1 
mcla  9.45  ‐1.42  ‐6.05  0.7  0.9  1.4 
mnmi  ‐76.95  ‐38.86  ‐12.90 0.8  1.0  2.3 
pb01  ‐70.41  26.10  ‐24.40 0.7  0.9  1.5 
pb02  ‐18.64  1.95  ‐13.40 0.7  0.9  1.4 
pb03  4.57  0.00  ‐0.85  0.7  0.9  1.4 
pb04  8.21  ‐2.79  ‐3.80  0.7  0.9  1.4 
pb05  8.90  ‐1.20  ‐0.25  0.7  0.9  1.4 
pb06  7.72  ‐0.24  ‐4.60  0.7  0.9  1.4 
pb08  ‐130.15  ‐22.81  ‐18.30 0.7  0.9  1.4 
pb11  ‐126.56  ‐61.28  ‐30.90 0.7  0.9  1.4 
pccl  ‐25.94  ‐27.27  ‐17.75 0.6  0.9  1.4 
pcha  ‐136.50  ‐54.34  ‐32.45 0.8  1.0  2.4 
picc  ‐154.74  ‐0.53  ‐38.10 0.8  0.9  1.7 
pmej  10.37  ‐0.75  ‐5.50  0.8  1.0  2.3 
psga  ‐86.04  ‐33.59  ‐29.35 0.8  1.0  2.3 
ptre  ‐17.68  ‐25.00  ‐4.65  0.6  0.9  1.4 
srgd  8.14  0.28  ‐4.45  0.7  0.9  1.4 
tuzg  4.35  0.69  ‐6.70  0.7  1.0  1.4 
ucnf  12.17  0.05  ‐4.90  0.8  1.0  2.2 
urus  ‐4.77  ‐5.06  ‐3.20  0.7  1.4  1.7 
utar  ‐29.27  ‐31.10  5.75  0.7  0.9  1.6 
utur  0.78  4.93  ‐2.75  0.7  0.9  1.5 
vlzl  8.80  ‐1.22  ‐6.30  0.7  0.9  1.4 

 
Table C.7: Static displacements of cGPS data in three components ENU in SOAM ref-
erence frame and errors as described in section 4.2.3 used for Sub-model II. The obser-
vations are corrected for the seasonal trend and antenna offsets.  
 

GPS 
station 

Data observation (total)
East 
error 
[mm]

North 
error 
[mm] 

Up 
error 
[mm] 

East 
[mm] 

North 
[mm] 

Up 
[mm] 

atjn  ‐494.90  ‐280.18  ‐57.90  0.6  0.9  1.4 
cbaa  38.56  12.66  0.90  0.7  0.9  1.4 
cgtc  ‐363.05  76.79  ‐82.50  0.7  0.9  1.4 
chmz  ‐190.65  ‐16.18  ‐17.90  0.7  0.9  1.5 
cjnt  33.04  10.58  4.80  0.7  0.9  1.6 
colc  ‐67.96  ‐15.68  4.50  0.8  1.0  2.2 
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colo  30.32  16.83  38.10  0.7  0.9  1.4 
crsc  ‐23.28  ‐5.09  ‐12.30  0.7  0.9  1.4 
iqqe  ‐435.88  14.56  13.40  0.8  1.2  2.0 
jrgn  79.66  23.63  ‐8.70  0.7  0.9  1.4 
mcla  64.98  16.94  4.00  0.7  0.9  1.4 
mnmi  ‐212.06  ‐110.08  ‐24.00  0.7  1.0  2.2 
pb01  23.01  30.77  5.00  0.7  0.9  1.5 
pb02  56.96  18.69  ‐0.80  0.7  0.9  1.4 
pb04  66.01  17.26  ‐0.40  0.7  0.9  1.4 
pb06  56.72  11.06  2.20  0.7  0.9  1.4 
pb07  63.98  14.89  2.30  0.7  0.9  1.4 
pb08  ‐130.75  33.66  ‐5.30  0.7  0.9  1.4 
pcha  ‐268.70  4.07  ‐20.20  0.8  1.0  2.3 
picc  ‐76.32  50.82  ‐8.20  0.8  1.0  2.2 
pmej  72.28  21.78  ‐4.00  0.8  1.0  2.4 
ptre  ‐24.33  ‐41.35  ‐5.00  0.7  0.9  1.5 
rado  41.98  12.77  ‐9.40  0.8  1.0  2.0 
srgd  53.29  10.48  1.50  0.7  0.9  1.4 
uape  ‐464.34  22.55  74.70  0.9  1.0  2.8 
ucnf  71.30  18.92  4.30  0.9  1.1  2.3 
urus  4.01  ‐1.63  ‐1.70  0.6  1.0  1.5 
utar  ‐16.23  ‐64.99  ‐32.20  0.7  0.9  2.2 
utur  27.94  12.24  6.70  0.7  0.9  1.5 
vlzl  63.83  15.80  14.10  0.7  0.9  1.4 

 
Table C.8: Static displacements of cGPS data in three components ENU in SOAM ref-
erence frame and errors as described in section 4.2.3 used for Sub-model III. The ob-
servations are corrected for the seasonal trend and antenna offsets.  
 
 

GPS 
station 

Data observation (total) 
East 
error 
[mm]

North 
error 
[mm]

Up 
error 
[mm] 

East 
[mm] 

North 
[mm] 

Up 
[mm] 

atjn  ‐509.98  ‐290.85  ‐156.50  0.6  0.9  1.4 
cbaa  47.70  14.37  ‐3.40  0.7  0.9  1.4 
cgtc  ‐492.66  42.42  ‐69.30  0.7  0.9  1.4 
chmz  ‐224.55  ‐38.06  ‐22.80  0.7  1.0  1.4 
colo  34.44  19.78  37.30  0.7  1.0  1.4 
crsc  ‐16.48  ‐5.39  ‐7.30  0.7  0.9  1.3 
iqqe  ‐435.82  9.42  4.50  0.8  1.1  1.9 
jrgn  96.91  27.97  ‐7.90  0.7  0.9  1.4 
mcla  82.31  18.99  5.00  0.7  0.9  1.4 
mnmi  ‐229.65  ‐128.86  ‐27.20  0.8  1.0  2.2 
pb01  ‐20.05  52.07  ‐6.90  0.7  0.9  1.5 
pb03  75.95  13.20  7.60  0.7  0.9  1.4 
pb04  82.71  17.79  0.90  0.7  0.9  1.4 
pb06  69.89  11.09  ‐0.90  0.7  0.9  1.4 
pccl  ‐27.73  ‐73.04  ‐13.10  0.6  0.9  1.4 
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pcha  ‐344.83  ‐39.21  ‐54.60  0.8  1.0  2.2 
picc  ‐184.02  50.70  ‐40.60  0.8  1.0  2.1 
pmej  89.90  24.32  ‐5.80  0.8  1.0  2.4 
psga  ‐792.45  ‐247.37  ‐264.70  0.8  1.0  2.2 
rado  49.71  15.75  ‐10.30  0.8  1.0  2.0 
srgd  66.66  12.20  2.30  0.7  0.9  1.4 
uape  ‐465.91  20.79  86.10  0.9  1.0  2.8 
ucnf  90.75  21.27  ‐0.80  0.9  1.1  2.2 
urus  4.11  ‐2.48  ‐2.90  0.6  1.0  1.5 
utar  ‐16.76  ‐72.63  ‐24.30  0.7  1.0  2.1 
utur  33.56  15.93  11.00  0.7  1.0  1.5 

 
Table C.9: Static displacements of cGPS data in three components ENU in SOAM ref-
erence frame and errors as described in section 4.2.3 used for Sub-model V. The obser-
vations are corrected for the seasonal trend and antenna offsets.  
 
 

GPS 
station 

Data observation (total) 
East 
error 
[mm]

North 
error 
[mm]

Up 
error 
[mm] 

East 
[mm] 

North 
[mm] 

Up 
[mm] 

atjn  ‐597.61  ‐306.25  ‐182.15  0.7  0.9  1.5 
cbaa  ‐2.19  5.62  ‐0.95  0.7  1.0  1.4 
cgtc  ‐600.42  18.19  ‐95.20  0.7  0.9  1.4 
chm2  ‐313.64  ‐65.52  ‐19.05  0.7  1.0  1.5 
chmz  ‐314.15  ‐65.40  ‐18.00  0.7  1.0  1.5 
cjnt  ‐2.07  3.83  ‐1.55  0.7  1.0  1.5 
colc  ‐145.44  ‐42.92  ‐5.65  0.8  1.0  2.3 
colo  ‐11.45  10.31  2.80  0.7  1.0  1.5 
crsc  ‐106.54  ‐23.37  ‐20.50  0.7  0.9  1.4 
iacr  ‐70.10  ‐80.33  ‐35.10  0.7  0.9  1.4 
iqqe  ‐536.30  ‐9.23  0.40  0.8  1.4  2.2 
jrgn  6.54  0.44  ‐2.00  0.8  0.9  1.4 
mcla  4.90  ‐2.68  ‐5.10  0.7  0.9  1.4 
pb01  ‐97.99  42.29  ‐24.25  0.7  1.0  1.5 
pb02  ‐29.39  1.61  ‐17.35  0.7  0.9  1.4 
pb03  ‐0.72  ‐1.03  ‐3.65  0.7  0.9  1.5 
pb04  5.16  ‐4.84  ‐6.20  0.7  0.9  1.4 
pb05  4.03  ‐3.39  ‐7.95  0.7  0.9  1.4 
pb06  2.89  ‐0.94  ‐3.45  0.7  0.9  1.4 
pb07  ‐4.70  ‐3.85  ‐12.30  0.7  0.9  1.4 
pb08  ‐290.22  ‐1.61  ‐25.65  0.7  1.0  1.5 
pb11  ‐562.24  ‐118.32  ‐110.95  0.7  0.9  1.4 
pcha  ‐427.97  ‐60.58  ‐68.05  0.8  1.0  2.4 
picc  ‐264.44  40.06  ‐43.50  0.8  1.0  1.9 
pmej  6.16  ‐0.06  ‐6.30  0.9  1.0  2.3 
psga  ‐871.83  ‐264.67  ‐277.30  0.8  1.0  2.3 
ptre  ‐62.46  ‐70.85  ‐6.95  0.7  1.0  1.5 
rado  ‐10.03  9.57  ‐1.40  0.8  1.0  1.8 
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srgd  2.45  0.08  ‐0.05  0.7  1.0  1.4 
tuzg  ‐1.52  1.46  0.45  0.8  1.0  1.5 
uape  ‐568.65  ‐1.38  63.45  0.8  1.0  2.3 
ucnf  6.15  ‐1.17  ‐0.95  0.9  1.0  2.3 
urus  ‐20.45  ‐10.60  8.45  0.8  1.5  1.9 
utar  ‐73.45  ‐86.98  ‐33.75  0.8  1.0  2.3 
utur  ‐9.76  7.20  0.70  0.7  1.0  1.6 
vlzl  3.94  ‐1.08  2.00  0.8  1.0  1.5 

 
Table C.10: Static displacements of cGPS data in three components ENU in SOAM ref-
erence frame and errors as described in section 4.2.3 used for Sub-model VI. The ob-
servations are corrected for the seasonal trend and antenna offsets.  
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Figure C.3: Trade-off curves of different models between roughness and misfit (in mm) 
using different smoothing values, the preferred one indicated in red.  I used a smoothing 
of a) 5 b) 7 c) 5 d) 30 e) 5 f) 7.  

Misfit and roughness were calculated based on Menke (2012): 

ݐ݂݅ݏ݅݉ ൌ ሺܩ ܺሻ െ  ܽݐܽ݀

, where G are the Greens functions and X is the modelled slip and 

ݏݏ݄݁݊݃ݑ݋ݎ	 ൌ ሾܺܦሿ்	  	ሾܺܦሿ 

, where D is the roughness matrix defined in Menke (2012).  
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Figure C.4: Auxiliary material for Sub-model I: 

a) The checkerboard test reveals resolution on the subducting plate interface. A slip of 
+/- 1 m on rectangular fault patches with ~80x80 km size was forward modelled and 
inverted. Input data are cGPS stations marked with black circles and subsampled In-
SAR data highlighted as black grid, b) modelled (red) and observed (blue) vertical 
cGPS displacements are displayed with 1-sigma uncertainties, c) the subsampled un-
wrapped InSAR data (desc. RS2 04042014-15062014), d) the linear ramp (ax+by+c) of 
the unwrapped InSAR data (desc. RS2 04042014-15062014) and e) the InSAR model 
residuals from the slip inversion of Model I, f) test of different weighting ratios w = wIn-

SAR/wcGPS, where single cGPS rms error (red rectangles), single InSAR error (blue rec-
tangles) and total error (green crosses) are plotted together. Least total rms error oc-
curs at w = 0.75. For other features refer to Figure 4.11. 
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Figure C.5: Auxiliary material for Sub-model II: 

a) Test of different weighting ratios w = wInSAR/wcGPS, where single cGPS rms error (red 
rectangles), single InSAR error (blue rectangles) and total error (green crosses) are 
plotted together. Least total rms error occurs at w = 1.5, b) Modelled (red) and ob-
served (blue) vertical cGPS displacements are displayed with 1-sigma uncertainties, c) 
the subsampled unwrapped InSAR data (asc. TSX 02042014-18062014), d) the linear 
ramp (ax+by+c) of the unwrapped InSAR data (asc. TSX 02042014-18062014) and e) 
the InSAR model residuals from the slip inversion of Model II. For other features refer 
to Figure 4.11. 
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Figure C.6: Auxiliary material for Sub-model III: 

a) Test of different weighting ratios w = wInSAR/wcGPS, where single cGPS rms error (red 
rectangles), single InSAR error (blue rectangles) and total error (green crosses) are 
plotted together. Least total rms error occurs at w = 1.25, b) Modelled (red) and ob-
served (blue) vertical cGPS displacements are displayed with 1-sigma uncertainties, c) 
the subsampled unwrapped InSAR data (asc. TSX 18122011-02042014), d) the linear 
ramp (ax+by+c) of the unwrapped InSAR data (asc. TSX 18122011-02042014) and e) 
the InSAR model residuals from the slip inversion of Model III. For other features refer 
to Figure 4.11. 
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Figure C.7: Auxiliary material for Sub-model IV: 

Modelled (red) and observed (blue) vertical cGPS displacements are displayed with 1-
sigma uncertainties. For other features refer to Figure 4.11. 
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Figure C.8: Auxiliary material for Sub-model V: 

a) Test of different weighting ratios w = wInSAR/wcGPS, where single cGPS rms error (red 
rectangles), single InSAR error (blue rectangles) and total error (green crosses) are 
plotted together. Least total rms error occurs at w = 1.25, b) Modelled (red) and ob-
served (blue) vertical cGPS displacements are displayed with 1-sigma uncertainties, c) 
the subsampled unwrapped InSAR data (desc. RS2 01072011-04042014), d) the linear 
ramp (ax+by+c) of the unwrapped InSAR data (desc. RS2 01072011-04042014) and e) 
the InSAR model residuals from the slip inversion of Model V. For other features refer 
to Figure 4.11. 
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Figure C.9: Auxiliary material for Sub-model VI: 

a) Modelled (red) and observed (blue) vertical cGPS displacements are displayed with 
1-sigma uncertainties, b) the InSAR model residuals (asc. RS2 27032014-20042014) 
from the slip inversion of Sub-model VI. Unwrapped data and linear ramp is displayed 
in Figure 4.5, weighting of cGPS and InSAR is shown in Figure 4.6. For other features 
refer to Figure 4.11. 
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