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Abstract

This thesis contributes to the fundamental understanding of the interactions of a single
gold atom supported by a defective and defect-free MgO(001) surface in a mixed CO/O2

atmosphere. Using cluster models and point charge embedding within a density func-
tional theory framework, the CO oxidation reaction for a single gold atom is simulated
on differently charged oxygen vacancies of MgO(001) to rationalise its experimentally
observed lack of catalytic activity. The results show, that only the F0 colour centre
promotes the electron redistribution towards an adsorbed oxygen molecule and sufficiently
weakens the oxygen bond, as required for a sustainable catalytic cycle. The moderate
adsorption energy of the gold atom, however, cannot prevent the insertion of oxygen
atoms into the vacancy, which remains after the formation of the first CO2 molecule. The
surface becomes invariably repaired, which set the focus on the chemistry on a defect-free
MgO(001) surface. To contribute towards the field of heterogeneous single-atom catalysis,
various analysis tools are used to shed light on the binding situation of supported group
11 metal atoms to the defect-free substrate and both CO and O2 molecules. Cooperative
effects are found to enhance the stability of CO upon co-adsorption with O2 for all three
metal centres. The results gives further insights to the lack of catalytic activity with
respect to the CO oxidation under thermal conditions as a competition between OC-O2

bond activation and surface diffusion leading to metal atom agglomeration.

For the simulation of surface dynamics, an accurate description of the potential energy
surface is achieved for CO on a defect-free MgO(001) surface by parametrizing a reactive
bond order force field to a new set of ab initio data. Theoretical investigation of the
non-reactive scattering of CO from the surface are done by performing quasi-classical
scattering dynamic simulations. The scattering behaviour for several incidence energies
and different initial ro-vibrational states of impinging CO is evaluated, which illustrates
the role of surface atom motion on energy transfer processes. The analysis of time of flight
spectra and scattering angle distributions reveals two different scattering channels, which
become particularly noticeable at low incidence energies due to the weak interaction
potential of CO with MgO(001). The scattering process is strongly influenced by the
anisotropy of the potential energy surface for CO impinging in upwards and downwards
alignment. Eventually, the observations are in agreement with the established Baule
model especially for the distinct scattering features at low incident energies.
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Kurzzusammenfassung

Die Arbeit vertieft das Wissen über die Wechselwirkungen zwischen einzelnen Goldatomen
auf defekthaltigen und defektfreien MgO(001)-Oberflächen in einer gemischten CO/O2

Atmosphäre. Mit Hilfe der Cluster-Einbettungs-Methode und der Dichtefunktionaltheorie
wird die Oxidationsreaktion von CO auf einen einzelnen Goldatom simuliert, welches
verschieden geladenen Sauerstoff-Fehlstellen der Oberfläche besetzt, um experimentelle
Ergebnisse nachzuvollziehen. Es zeigt sich, dass nur die neutral geladenen F0-Fehlstellen
durch Elektronenumlagerung in Richtung adsorbierten Sauerstoff-Molekülen in der Lage
sind, die Sauerstoffbindung soweit zu schwächen, um eine katalytische Reaktion zu er-
möglichen. Dennoch ist die moderate Bindungsenergie eines Goldatoms auf der Fehlstelle
nicht ausreichend um die Einlagerung eines einzelnen Sauerstoffatoms zu verhindern, das
nach der Bildung des ersten CO2 Moleküls auf der Oberfläche zurückbleibt. Dies führt
zur unwiderruflichen Reparatur der Oberflächendefekte. Deswegen verschiebt sich der
Fokus auf die Chemie der defektfreien MgO(001)-Oberfläche. Es werden verschiedene
Analysemethoden verwendet, um die Bindungsverhältnisse der Metalle der 11. Gruppe
mit CO als auch O2 zu verstehen und weitere Einblicke aud den Gebiet der heterogenen
Einzelatom-Katalyse zu bekommen. Die gemeinsame Anlagerung von CO und O2 auf
allen drei Metallzentren verstärkt die jeweilige Adsorptionsstärke durch kooperative
Effekte. Das Ausbleiben einer katalytischen Oxidation von CO unter thermischen Be-
dingungen wird durch die Ergebnisse unterstützt, vor allem wegen des Widerspruchs,
sowohl gleichzeitig einen Bindungsbruch zu ermöglichen, ohne dabei die Metallatome zu
größeren Clustern zusammenzuführen.

Für die Simulation von Oberflächenprozesse wurde eine präzise Beschreibung des Potenti-
als von CO auf defektfreien MgO(001)-Oberflächen unter Einbezug reaktiver Kraftfelder
entwickelt. Es sind quasi-klassische Streusimulationen von CO durchgeführt und dessen
Streuverhalten bei verschiedenen Einschlagsenergien und Rotationsschwingungszuständen
untersucht worden. Besonderes Augenmerk fällt dabei auf die Bewegungsmöglichkeit der
Oberflächenatome. Die Spektren der Flugzeit und Verteilung der Streuwinkel deuten
auf zwei verschiedene Streukanäle hin, welche sich vor allem bei schwachen Einschlag-
senergien deutlich hervorheben. Dies ist im Einklang mit der schwachen Natur der
Gas-Oberflächen-Wechselwirkung. Der Streuprozess hängt deutlich von der Orientierung
des Kohlenmonoxids beim Einschlag ab, was an der Anisotropie der Potentialenergiefläche
ersichtlich wird. Die Beobachtungen, vor allem bei kleinen Einschlagsenergien, stimmen
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mit den Vorhersagen des etablierten Baule-Modells überein.
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Chapter 1

Introduction

The ability of catalysts to change the rate of a desired chemical reaction has an im-
measurable importance for most of modern industrial processes.[1] Catalysts can be
classified as heterogeneous, homogeneous or enzymatic in accordance to the phases of
the catalytic material and the reactants, and have mostly in common to feature metal
centres.[2,3] While homogeneous and enzymatic catalysts coordinate the metal centre
in well-defined chemical environment, the heterogeneous ones range from bare metal
surfaces, nanoparticles or clusters, to even single metal atom on surface support. The
interest in the latter subject has been surging in recent years[4–13] and is referred to as
single-atom catalysis by T. Zhang, J. Li and J. Liu and coworkers in 2011, when they
reported about the high catalytic activity for CO oxidation on dispersed Pt atoms on
FeOx.[14] The main object of single-atom catalysis is the maximization of the surface to
volume ratio, that ultimately reduce the amount of catalytic material required, providing
it remains catalytic active. This strategy already proved successfully, e.g., for the CO
oxidation on a single Pd atom supported by MgO(001)[15] in 2001 and with various metal
atoms on FeOx,[6,14] CeO2,[16,17] Al2O3

[18,19] and more.[20–23] It can further prohibits
selectivity problems associated with non-uniform aggregates of metal cluster, which
was shown by the successful, selective hydrogenation of 1,3-butadiene[24] or aerobic
oxidation of allylic alcohols,[25] for instance. But then, it is still a common issue to
provide sufficient anchoring or immobilization to the supported metal atom and to inhibit
the conglomeration towards larger metal cluster.[5,26] Advances in both experiments and
theory provide clear pictures of the surface structure and bonding properties. However,
catalytic activity of dispersed metal atoms on supportive material were already proposed
since 1925 by H. Taylor[27] and further studies found that catalytic reactions can depend
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Chapter 1 Introduction

on dispersed atoms rather than clusters.[28–30]

Further developments in soft-landing techniques promoted the research of supported
gold nanoparticles with decreasing size from nanoscale to subnanoscale.[31–35] Gold was
actually long prevented from attention as a catalyst due to his perfect inertness in bulk
form, until first evidences for the catalytic activity of small gold clusters were reported in
the early 1970s.[36–38] Since M. Haruta and coworkers observed the catalytic propensity
of small gold clusters in the late 1980s,[39–41] a large number of investigations, aiming to
explain the high activity of various gold clusters, have been published.[42–47] Their results
show, that the catalytic activity depends strongly on the shape and diameter of the gold
cluster, and the support material has a large influence on the electronic properties of the
gold as well.

Experiments in the gas phase revealed that Au−2 is the smallest catalytically active cluster
for the CO oxidation reaction.[48,49] The negative charge of the gold dimer was found to
be crucial for weakening the O2 bond, thus explaining the cluster activity. This is due to
a partial electron transfer from the binding metal to the anti-bonding π∗-orbitals of O2,
benefiting from the unpaired electron in Au−2 . Such effect is also found for further even-
numbered Au−n clusters in the gas phase both experimentally[50,51] and in theory.[52–54]

The charge of small supported gold clusters results from the electron redistribution
between cluster and surface, which is very sensitive to their specific interaction.[55]

Especially, the presence of oxygen vacancies in the metal-oxide support[56–58] and the
proximity of an underlying metal support on oxide films of various thicknesses[59] have
been shown to have a large influence on the charge of deposited gold clusters. Experiments,
featuring the CO oxidation on selected Aun clusters deposited on defective MgO(001)
films at low temperatures, show no catalytic activity for single gold atoms and dimers,
but demonstrate high catalytic activity for clusters with more than 8 gold atoms.[31]

MgO is often chosen as a support for fundamental investigations on metal clusters, due
to its stability and comfortable handling in experiments.[60]

Theoretical investigations based on density functional theory have been performed to shed
light on the reaction mechanism at selected supported clusters.[61–64] These revealed that
the gold clusters bind strongly to electron-rich oxygen vacancies, and that the oxidation
reaction can proceed via both Eley-Rideal and Langmuir-Hinshelwood mechanisms.
Comparatively little attention has been devoted to the smaller, inactive clusters. For
one, a joint theoretical-experimental spectroscopic study of the properties of CO on
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Au1,2 at various defective sites (e.g., terraces, edges, etc.) has revealed the possibility
of initial formation of a positively charged cluster during the catalytic cycle, in which
CO adsorption would precede oxygen adsorption.[65] In the presence of oxygen, the
number of these defective sites is relatively small, which may have lead in the past
to an overestimation of the role played by colour centres as direct catalysts despite
the reports of their importance on the catalytic activity on larger gold clusters is well
established.[56–59] Arguing that Au1-3 clusters would be too small to protect an oxygen
vacancy in a mixed atmosphere, M. Amft and coworkers[66] demonstrated by means of
first principle calculations that catalytic oxidation of CO by Au3 on defect-free MgO(001)
is sustainable.

In paper A, we investigate the catalytic CO reaction with O2 on a single gold atom,
Au1, adsorbed on differently charged oxygen vacancies on a MgO(001) surface, in order
to provide mechanistic understanding for its catalytic inertness. We aim at confirming by
means of unbiased first principle calculations that surface reparation is the origin of this
inertness, and explain how O2 and CO interact with gold atoms at defective MgO(001)
surfaces to nullify their catalytic activity.

To understand the CO oxidation reaction on gold atoms, it appears necessary to investigate
its chemistry on defect-free substrates. While supported gold clusters on MgO(001) have
demonstrated their potential for CO oxidation, the single-atom catalysis with such system
remains unavailable. It is understood that reducing the size of supported metal clusters
down to a single atom will affect their binding properties and their reactivity. The origin
of the catalytic inertness of gold atoms on magnesium oxide must lie consequently in
the subtle details of its electronic structure on the substrate and its interaction with the
reagents.

In the following, paper B shows the results of our investigation about the co-adsorption
behaviour of CO and O2 on single atoms of the group 11 metals (Cu, Ag, and Au) on
terrace sites of a defect-free MgO(001) substrate to understand their binding properties.
Although they have not enjoyed the same popularity, small anionic silver clusters Ag−n ,
with respectively n = 7, 9, 11 silver atoms, were similarly found to exhibit a catalytic
behaviour regarding the CO oxidation in the gas phase.[67] This activity can be traced
back to the capacity of such small clusters to accommodate both reactants in a co-
adsorbed intermediate, leading to a mechanism reminiscent of Langmuir-Hinshelwood
reactions. On the contrary, neutral gold and silver clusters show only a weak interaction
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Chapter 1 Introduction

with O2 in the gas phase, preventing any further reaction. Nevertheless, Q. Xu and
co-workers[68] demonstrated in experiments and supported by theoretical calculation the
possibility of co-adsorbing CO and O2 on group 11 atoms at low temperature. Although
no reaction could be induced by thermal excitation, the formation of CO2 was observed
upon irradiation using light with wavelength above 340 nm.

Heterogeneous single-atom catalysis does not mean, that a catalytic cycle is completed
by the metal atom alone. It also relies on the interaction with the substrate like the
oxygen anion of the metal oxide. The anionic adsorption site could not only serve for
metal anchoring, but could also tune the electronic properties of the metal atom by
electron charge transfer, for instance. MgO(001) surfaces, supporting single gold and
silver atoms, are reported to do not induce any net charge transfer, but effects strong
polarization and hybridization on the metal atom.[55,57] However, the adsorption of CO
atop gold atoms yields a net charge transfer from the metal to the adsorbate and causes
a huge red-shift of the CO stretching frequency about −300 cm-1 lower than for the
gas-phase vibration. It becomes thereby comparable to an anionic [Au-CO]- complex
in the gas-phase,[69,70] while the neutral gas phase complex shows a red-shift of about
−100 cm-1.[71,72] Thus, the interaction properties of a mixed CO/O2 gas atmosphere
with supported group 11 metal atoms can be heavily differentiate from the gas phase
system and might lead to an important contribution to the field of single-atom catalysis.
The impact is underlined by the observation, that already gold dimer and larger clusters
on MgO(001) induce a tiny change in the stretching frequency of CO up to −20 cm-1.[70]

In contrast, CO adsorbed on metal surfaces tends towards larger red-shifts, the more
metal atoms are interacting with the molecule extending the electron back-donation into
the 2π∗ anti-bonding orbitals.[73]

As for the CO oxidation on supported gold nanoparticles by defective MgO(001), gas-
surface reactions are found to be crucially sensitive on the surface structure.It is further
reported that catalytic reactions can take place at the interface between support material
and the nanoparticle.[74,75] This additionally necessitates an accurate treatment of the
surface support to predict stationary states and reaction barriers. Ionic materials, like
metal oxides, are well suitable to be modeled by cluster embedding methods. The
advantage of finite sized cluster towards periodic density functional calculations is the
lower demands in computational effort. Thus, even advanced coupled cluster methods
can become affordable for small cluster sizes. In our studies, we have used the periodic
electrostatic embedded cluster method, where the surface cluster will be put into a periodic
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array of point charges ensuring the proper description of the Madelung potential.[76]

It further allows a straightforward treatment of a single colour centre, which would
require large unit cells in periodic density functional theory methods to minimise the
perturbation due to long-range interactions between these vacancies.

On the other hand, MgO support appears chemically inert for CO and O2 adsorption.
Previous molecular beam experiments of non-reactive CO scattering from bare MgO(001)
surfaces show a quasi-elastic scattering process, which appeared to be evident for a
weak CO-MgO interaction.[77,78] The angular scattering distribution assumed a cosinus-
liked dependence.[79] Its shape was not much affected by a decrease of the surface
temperature from room temperature to 400◦C suggesting low residence times of CO on
the surface.[78] This is in accordance with heat of adsorption measurements revealing
a weak CO-MgO(001) attraction with contributions arising possibly from dipole-polar
surface interactions.[80] In general, the experimental quantification of especially weak
adsorption strength is a non-trivial task and ranges from 0.4 eV[81] to 0.14 eV.[82] The
situation on the theoretical side is very similar. Early ab initio calculations, performed on
Hartree-Fock level of theory, suggest a binding energy of 0.4 eV, while density functional
theory yields energy values from 0 to 0.29 eV, see ref. [83] and references therein.
The reproduction of experimental values by electronic structure calculations is difficult
due to a number of reasons,[84,85] including the fact that experiments themselves have
uncertainties.

Molecular beam scattering experiments are a powerful technique to study reaction
dynamics at gas-solid interfaces.[86,87] They allow to investigate the dependence of the
applied conditions on the early steps in a chemical reaction. Reactive and non-reactive
scattering experiments, performed on gas-surface systems, yield details about the reaction
mechanism, topological features of the gas-surface interaction potential and energy
transfer processes, which may occur in collision events. The importance of the initial
ro-vibrational state of the incident molecule on its reactivity has often been investigated
on systems including diatomic molecules.[88–90] State-to-state scattering experiments,
performed at non-reactive conditions, additionally raise the possibility to screen the
topology of the potential energy surface for the gas-surface interaction and to measure
energy transfer processes.[91] The latter can only occur between different molecular degree
of freedoms of poly-atomic gas molecules by internal vibrational energy redistribution,
especially if there is a large mass mismatch between the molecular projectile and the
surface atoms. Such energy conversions are ruled by the (electronic ground state) potential
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Chapter 1 Introduction

energy surface and conserve the total energy of the molecule. Energy transfer processes
between molecule and surface, however, are often associated with energy losses in the
scattered particle, and can be mediated by two different dissipative channels, phononic
and electronic. While the phononic channel is relatively well understood and commonly
involved in systems with large gas-to-surface mass ratios, the electronic channel is less
common and typically limited to low band-gap materials and metal catalysts.[92] The
presence of dissipative channels may lead to a reduced reactivity, but such a correlation is
not always found, particularly when energy losses occur in a molecular degree of freedom
that is not aligned with the reaction coordinate.[93]

The experimental and theoretical efforts made to understand the elementary interaction
of CO with MgO(001) emphasise its importance for the description of the more complex
CO oxidation reaction on gold supported by MgO(001). In paper C, we present the first
detailed theoretical dynamics investigation on the non-reactive scattering of CO from an
ideal MgO(001) surface. The interaction potential is represented by a full-dimensional
potential energy surface adopting a force-field approach, which we fitted to ab initio
reference data obtained from embedded cluster calculations in accordance with the setup
used in paper B. We are interested in determining energy transfer processes from the
CO molecule to the MgO(001) surface, angular distributions, the importance of atom
surface motion and that of the impact site for scattering properties.

This dissertation is structured as follows. Chapter 2 gives an overview of the basic
quantum mechanical concepts used in this thesis, the density functional theory and an
introduction into cluster embedding. It further presents the nudged elastic band method
to determine the minimal energy path of a chemical reaction and the energy decomposition
analysis to evaluate different chemical bonding situations. It briefly covers the theory
behind molecular dynamic simulations and all applied concepts within. Chapter 3 lists
the scientific publications which are part of my doctoral studies. Finally, the central
findings of the publications are summarised in chapter 4 and discussed within the context
of surface science.
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Chapter 2

Theoretical Background

The challenge in modeling chemical systems and providing accurate prediction has a
long history since the postulation of quantum mechanics. Many contributions lead to
the possibilities for describing even complicated chemical systems in a sufficient and
affordable manner, when at the beginning the smallest molecules and even atoms were
hardly capable to describe properly. Nonetheless, the simulation of apparently even
simple processes may still require classical mechanics to keep the computational costs
feasible. The subsequent sections will and cannot comprise the fundamental rules of
quantum mechanics nor the details and validation of the applied methods. It will rather
provide an overview of the theoretical frameworks, which are necessary to understand
the work arisen from this dissertation. The underlying literature will be given in the
heading of each section, which also serves as a lead for more detailed insights into the
concepts and methods. For the sake of simplicity, we write all equations in the compact
form using atomic units.

2.1 Quantum Mechanics for Chemical Systems

In this section, we present the backbone describing the interaction within atoms and
molecules in a single electronic state. First, we discuss the Schrödinger equation, a linear
partial differential equation describing the wave function, that contains all possible infor-
mation about a quantum chemical system corresponding to the non-relativistic Hamilton
operator (Hamiltonian) for molecular systems. Next comes the Born-Oppenheimer ap-
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Chapter 2 Theoretical Background

proximation, a widely used assumption for simplifying and lowering the computational
cost for the solution of the Schrödinger equation. Last, we briefly discuss the structure
of the Hamiltonian to study chemical systems with periodic boundary conditions.

2.1.1 Schrödinger Equation for Electrons and Nuclei

[94, 95]

The central equation to characterise the total wave function Φ (x,R, t) of a quantum
chemical system is the time-dependent Schrödinger equation (TDSE)[96] ,

ih̄
∂

∂t
Φ (x,R, t) = ĤΦ (x,R, t) , (2.1)

where Ĥ is the Hamiltonian of the system and t corresponds to the time. The assumption
of a time-independent Hamiltonian allows the separation of the variables in position
and time. In that case, stationary states φ can be obtained by solving the simplified
time-independent Schrödinger equation (TISE)

Ĥφ (x,R) = Eφ (x,R) . (2.2)

The solution of this eigenvalue equation yields the stationary wave function φ with its
respective energy values E. φ (x,R) depends on the coordinate R = {~RA}NA=1 of the
N nuclei and x of n electrons, where x = {~xi}ni=1 includes the 3n spatial coordinates
r = {~ri}ni=1 and n spin coordinates s = {si}ni=1. For atomic and molecular systems,
the non-relativistic and spin-free Hamiltonian describes the kinetic energy of the nuclei
T̂nuc and electrons T̂el, as well as the respective Coulomb interaction between the nuclei
V̂nuc−nuc, the electrons V̂el−el, and between the nuclei and electrons V̂nuc−el.

Ĥ = T̂nuc(R) + T̂el(r) + V̂nuc−nuc(R) + V̂el−el(r) + V̂nuc−el(r,R)

= −1
2

N∑
A

1
MA
∇2
A −

1
2

n∑
i

∇2
i +

N∑
A

N∑
B>A

ZAZB

RAB
−

N∑
A

n∑
i

ZA
rAi

+
n∑
i

n∑
j>i

1
rij

(2.3)

∇2
A and ∇2

i denote the Laplacian operator for particle A and i, respectively. MA and ZA
are the mass and core charge of the nuclei A and RAB, rAi and rij corresponds to the
distance between the respective nuclei A, B and electrons i, j. Even if the Hamiltonian
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2.1 Quantum Mechanics for Chemical Systems

is time-dependent, the solution of the TDSE can be described as a superposition of
stationary states of time-independent Hamiltonian. The solution of the TISE is still
a highly demanding many-body problem which cannot be solved analytically. It is
numerically only exactly accessible for small molecular systems. Further simplification
and especially approximations are necessary to numerically solve larger, more sophisticated
molecular systems.

2.1.2 Born-Oppenheimer Approximation

[95, 97]

The large difference between the masses of electrons and atomic nuclei, even for the
lightest ones, and the resulting difference in their velocities qualifies the separation of the
electronic and nuclei motion. Thus, it is well justified to consider the nuclei as frozen in
the perspective of the electrons, and, vice versa, the change of the electron positions as
instantaneous to the motion of the nuclei. From the perspective of the electron, the nuclei
stay in rest and their kinetic energy T̂n(R) can be regarded as zero. The Hamiltonian
for the electronic system Ĥel reduces to

Ĥel (r; R) = T̂el(r) + V̂el−el(r) + V̂nuc−el(r; R) + V̂nuc−nuc(R)

= T̂el(r) + Û(r; R) ,
(2.4)

where the potential energy between the nuclei V̂nuc−nuc(R) becomes constant and is
part of the effective potential on the electron Û(r; R). Consequently, the actual explicit
dependency of the Coulomb potential between nuclei and electrons becomes parametric
on the nuclear coordinates R as indicated by the semicolon.

Ĥel (r; R)ψλ (x; R) = ελ (R)ψλ (x; R) (2.5)

The solution of the TISE with the electronic Hamiltonian for a fixed nuclear configuration
R in equation (2.5) provides an electronic wave function ψλ (x; R) of the electronic state
λ with associated electronic energy ελ. With a complete set of orthonormal electronic
wave functions, the total wave function can be written as a linear combination of these
basis functions

Φ (x,R, t) =
∑
λ

ψλ (x; R)χλ (R, t) , (2.6)
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Chapter 2 Theoretical Background

where χ (R, t) is the time-dependent expansion coefficient and is usually referred as
the nuclear wave function. This ansatz is known as Born-Huang expansion and exact
as long as the summation is not truncated. After substituting equation (2.6) into the
TDSE in (2.1) and using equation (2.5), the nuclear equation of motion is obtained
by left-multiplying with the electronic wave function ψ†λ (r; R) and integrating over the
electronic coordinates

ih̄
∂

∂t
χλ (R, t) =

[
T̂nuc (R) + ελ (R) +

∑
ν

Λλν (R)
]
χλ (R, t) . (2.7)

The kinetic or non-adiabatic coupling terms Λλν (R) contain the dynamical interaction
between the electronic and nuclear motion by

Λλν (R) = −
N∑
A

1
2MA

[2 〈ψλ |∇A|ψν〉 · ∇A + 〈ψλ |∇A|ψν〉] . (2.8)

Both terms in (2.8) involve the derivative of the electronic wave function with respect
to the nuclear coordinates. Especially through the division by the atom masses MA,
they are typically smaller by orders of magnitudes compared to the other terms in (2.7).
Exceptions can occur at configurations with energetically close lying electronic states.
The neglect of these terms leads to the Born-Oppenheimer approximation.[98]

The solution of the electronic TISE for every nuclear configuration provides a set of
energy values ελ (R), that corresponds to an effective potential for each electronic state λ
on which the nuclei can move. These adiabatic potentials are labeled as potential energy
surfaces (PES). The solution of the electronic TISE remains a challenging task even with
the huge simplification introduced by the Born-Oppenheimer approximation and can
only be achieved by approximate electronic structure methods.
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2.1 Quantum Mechanics for Chemical Systems

2.1.3 Structure of the Hamiltonian for Periodic Systems

[99–102]

Periodicity in chemical systems can be found in many ways, for example in polymer chains,
surfaces and crystals. All these systems can be described as an infinite repetition or
translational symmetry of a fundamental unit cell in either one, two or three dimensions,
respectively. The three dimensional lattice of such a unit cell can be described by the
three basis vectors a1, a2 and a3 in real space with the length and the angles between
them defining its shape. The periodic array of atoms, molecules or ions, that occupy
the unit cell, is given by the Bravais lattice, whose points L are defined by the linear
combination of the three basic vectors ai weighted by the integers ui.

L = u1a1 + u2a2 + u3a3 (2.9)

Visually speaking, the atomic arrangement looks the same in every respect at each point
on the lattice. Consequently, the effective potential of an electron within the system
becomes periodically

Û(r + L) = Û(r) (2.10)

for each arbitrary translation along L. Alternatively, the periodicity can be described by
a lattice in reciprocal space, where each point K on such a reciprocal lattice is defined as
a linear combination of reciprocal lattice vectors bi weighted by the integers vi.

K = v1b1 + v2b2 + v3b3 (2.11)

Each reciprocal lattice vector is orthogonal to two of the three basic vectors in real space
ai. They satisfy the condition

bi · aj = 2πδij , (2.12)

where δij is the Kronecker delta symbol.

The periodic boundary condition can be built into the theoretical framework as it was
initially done by F. Bloch in 1929. He introduces the wave function for a particle in a
periodic potential, like the electrons in a perfect crystal, also referred as Bloch wave.[103]

The wave function of an orbital ψn(k, r), where k is a reciprocal vector and n is the band
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index, has the form of a plane wave times a function called Bloch orbital u(r) with the
same periodicity as the system u(k, r) = u(k, r + L).

ψn(k, r) = eik·run(k, r) (2.13)

This implies that the wave function values at equivalent positions in different unit cells
are related by

ψn(k, r + L) = eik·Lψn(k, r) . (2.14)

Two reciprocal vectors k1 and k2 are equivalent when they only differ by the reciprocal
lattice vector K. Thus, there is an equivalent to the unit cell in the reciprocal space
which is called the (first) Brillouin zone. Only the k vectors in that small reference
cell have to be taken into account. The real space analog to the Brillouin zone is the
Wigner-Seitz cell. Applying the Bloch theorem on the electronic TISE in (2.4) yields

Ĥk,elun(k, r) =
(

1
2

(1
i
∇+ k

)2
+ Û(r)

)
un(k, r) = εn(k)un(k, r) . (2.15)

Each of the orbital wave functions ψn(k, r) are associated to an energy eigenstate εn(k),
which forms a continuous function in k in the case of an infinitely periodic system. These
function provides a range of energies calling the band structure. The energy difference
between the highest occupied energy level of the band structure and the lowest state of
an empty band defines the band gap, which classifies periodic materials as a metal, semi
conductor or insulator.
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2.2 Electronic Structure of Surface Systems

2.2 Electronic Structure of Surface Systems

In the following, the basics about the applied methods are described, that are used to
solve the electronic structure of the treated surface systems. Density functional theory
provides well suited methods to solve the electronic structure of surface systems. It allows
to achieve an appropriate accuracy for the electronic energies at affordable computational
cost. Modeling surface systems is mostly done using periodic boundary conditions or
finite clusters. While the first uses the periodicity of a unit cell to describe the electronic
structure of an infinite system, the latter describes the surface by a cluster of limited
size, which is surrounded by a sufficiently sized grid of point charges corresponding
to the charge of the cluster ions. Obviously, such embedded cluster are not suited for
non-ionic metal systems (and due to the strong dependency of metal properties and
cluster size), and are usually restricted to insulators or semi conductors. Otherwise,
it allows a more effective modeling of defects or supported nanocluster than periodic
methods. The computational capability limits the size of the unit cell, that can lead to
unintended mutual disturbances between these nanostructures due to the periodicity, if
the unit cell is not sufficiently large enough.

First insights in potential dynamic surface processes can be provided by the knowledge
about the corresponding transitions states. The search for transition states is not always
a straight forward task especially for more complex surface systems. But if the atomic
configuration of the initial and final state are known, the nudged elastic band method
is capable of converging towards the transition state on the reaction path. A tool to
understand the forces behind the chemical binding properties is the energy decomposition
analysis. It relates energy differences between electronic structures to bond characteristics
and quantifies them.

2.2.1 Density Functional Theory

[94, 101, 104, 105]

Density Functional Theory (DFT) is a quantum mechanical method to investigate the
electronic structure of many-body systems. Contrary to wave function based methods,
where multi-dimensional wave functions contain all information about a quantum mechan-
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ical system (see, e.g., Hartree-Fock method[97] ), DFT determines the electronic structure
with functionals depending only on the four-dimensional one-electron density ρ0(~r) of
the electronic ground state. The one-electron density of a system with n electrons is
defined by the integral over the spin coordinates of all electrons and over all but one
spatial orbital

ρ0(~r; R) = n

∫
...

∫
|ψ0 (~x1~x2, ..., ~xn; R)|2 ds1d~x2...d~xn . (2.16)

The electron density is normalized to the number of electrons

n =
∫
ρ0(~r; R) d~r (2.17)

and can be interpreted by the probability ρ0(~r; R)d~r of finding any of the n electrons in
the volume element d~r irrespective of its spin.

Modern DFT methods base on the theorems proven and published by P. Hohenberg and
W. Kohn in 1964[106] . The first theorem implies, that the exact non-degenerate ground
state can be uniquely described by the one-electron ground state density ρ0(~r; R) in an
external potential Vext(~r; R). Hence, it is possible to construct a functional E[ρ0] that
provides the exact ground state energy, if the exact electron density is given. The second
theorem states, that for every trial electronic density ρ̃0(~r; R), which is normalized to
the number of n electrons, the variational principle is fulfilled

E0 ≤ E [ρ0(~r)] . (2.18)

In 1965, W. Kohn and L. J. Sham proposed a practical method for performing DFT
calculations.[107] They suggest to map the true system onto a reference system of n
non-interacting electrons in an effective potential Veff(~r; R), that yields the same ground
state electronic density as for the true system. The ground state wave function for a
non-interacting system is exactly described by a single Slater determinant ψKS

S (x; R)
formed by a set of one-electron basis functions, the Kohn-Sham orbitals ϕ(~x; R)

ψKS
S (x; R) = 1√

n

∣∣∣∣∣∣∣∣∣∣∣

ϕ1(~x1; R) ϕ2(~x1; R) ... ϕn(~x1; R)
ϕ1(~x2; R) ϕ2(~x2; R) ... ϕn(~x2; R)

...
...

...
ϕ1(~xn; R) ϕ2(~xn; R) ... ϕn(~xn; R)

∣∣∣∣∣∣∣∣∣∣∣
, (2.19)
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2.2 Electronic Structure of Surface Systems

which holds the antisymmetry principle of the wave function postulated by quantum
theory.[108] The one-electron density ρKS

0 (~r; R) derives from the Slater determinant as

ρKS
0 (~r; R) =

n∑
i

|ϕi(~x; R)|2 = ρ0(~r; R) (2.20)

and is, in principle, identical to the electron density of the true system ρ0(~r; R). In terms
of the Kohn-Sham framework, the ground state energy can be expressed as a functional
of the one-electron density by

E0 [ρ0] = TS [ρ0] + Vnuc−el [ρ0] + J [ρ0] + EXC [ρ0] + Vnuc−nuc , (2.21)

where the non-interacting kinetic energy of the electrons is calculated from the Kohn-Sham
orbitals

TS [ρ0] = −1
2

n∑
i

〈
ϕi
∣∣∣∇2

i

∣∣∣ϕi〉 . (2.22)

The next two terms of equation (2.21) cover the Coulomb interaction between the nuclei
and the electron density

Vnuc−el [ρ0] = −
N∑
A

∫
ZA

|~r −RA|
ρ0(~r; R) d~r , (2.23)

and between the electrons, which also called Coulomb repulsion J [ρ0]

J [ρ0] = 1
2

∫ ∫ 1
|~r − ~r ′|

ρ0(~r; R)ρ0(~r ′; R) d~rd~r ′ . (2.24)

The nuclear-nuclear repulsion Vnuc−nuc stays constant in the context of the Born-
Oppenheimer approximation. The exchange-correlation energy EXC includes the differ-
ence between the electronic kinetic energy of the exact T [ρ0] and non-interacting system
TS [ρ0] as well as the respective error in the electronic exchange and correlation of the
Coulomb repulsion

EXC [ρ0] = (T [ρ0]− TS [ρ0]) + (Vel−el [ρ0]− J [ρ0]) . (2.25)

The last difference also contains the nonphysical behaviour of the electron interaction
with its own electron density, which is known as the self-interaction error. In general,
the exchange-correlation functional can be respectively split into an exchange EX and
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correlation EC part
EXC [ρ0] = EX [ρ0] + EC [ρ0] . (2.26)

In accordance with the second Hohenberg-Kohn theorem, the electron density can be
now variationally calculated in the Kohn-Sham framework. The electronic energy is
minimized through the variation of the Kohn-Sham orbitals ϕi(~x; R) by simultaneously
retaining their orthonormality

〈ϕi|ϕj〉 = δij (2.27)

and solving the single-particle Kohn-Sham equation[109](
−1

2∇
2
i + V̂eff(~r; R)

)
ϕi(~x; R) = εi(R)ϕi(~x; R) . (2.28)

The effective potential V̂eff(~r; R), seen by the single electrons, is given by

V̂eff(~r; R) = −
N∑
A

ZA
(|~r −RA|

+
∫ 1
|~r − ~r ′|

ρ0(~r ′; R) d~r ′ + V̂XC(~r; R) . (2.29)

The exchange-correlation potential V̂XC(~r; R) is defined as the functional derivative of
the exchange-correlation energy EXC [ρ0] with respect to the electron density ρKS

0 (~r; R)

V̂XC(~r ′; R) = δEXC [ρ0]
δρ0(~r; R) . (2.30)

Actually, the Kohn-Sham formalism is in principal exact for the calculation of the ground
state electronic structure of many-body systems, but the analytical form of the exchange-
correlation energy is still unknown, even if the first Hohenberg-Kohn theorem states the
existence of such an expression. Thus, approximations of the exchange-correlation energy
are inevitable and the development of more accurate exchange-correlation functionals is
still in progress. Unfortunately, the mostly empirical nature prevents them from being
systematically improvable. The "Jacob’s ladder" approach, suggested by J. P. Perdew[110] ,
gives a heuristic characterization of the expected accuracy of the exchange-correlation
functionals by their use of fundamental variables.

The simplest approximation of the exchange-correlation functional is the local density
approximation (LDA), where the electron density is treated locally as a homogeneous
electron gas. Hence, the exchange-correlation functional can be written as

ELDA
XC [ρ0] =

∫
ρ0(~r; R)εLDAXC [ρ0] d~r (2.31)
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with εLDAXC as the exchange-correlation energy of the homogeneous electron gas. The
exchange part in the local density approximation ELDA

X was originally derived by F.
Bloch and P. Dirac[94,111] . Even if no explicit expression is known for the correlation
part ELDA

C , it can be accurately derived by quantum Monte-Carlo simulations.[112–114]

This simple approximation of the exchange-correlation energy performs surprisingly
well for extended homogeneous systems like solid metals, but lacks accuracy for more
inhomogeneous systems such as atoms or molecules. The problem is tackled by including
the information about the gradient of the electron density∇ρ0(~r; R) leading to functionals
of the generalized gradient approximation (GGA).

EGGA
XC [ρ0] =

∫
ρ0(~r; R)εGGA

XC [ρ0,∇ρ0] d~r (2.32)

Famous representatives of GGA functionals are B88[115] , PW91[116] and the various
PBE functionals.[117–120] Further improvements can be achieved by including the second
spatial derivative of the electron density ∇2ρ0(~r; R) or, more popular, the kinetic energy
density

∑n
i |∇ϕi(~x; R)|2. Such functionals are known as meta-GGA approximations.

The inclusion of further variables based on the local electron density cannot remedy
major limitations like the self-interaction error, long-range dynamic correlations and
strong correlations. Further improvement is achieved by including the exact exchange
KHF [{ϕ}] from the Hartree-Fock formalism

KHF [{ϕ}] = −1
2

n∑
i

n∑
j

∫ ∫
ϕi (~x)ϕj

(
~x ′
) 1
|~x− ~x ′|

ϕj (~x)ϕi
(
~x ′
)
d~xd~x ′

≡ EHF
X [{ϕ}] ,

(2.33)

which is determined using the Kohn-Sham orbitals. The parametrically dependency to
nuclear coordinates R of the Kohn-Sham orbitals is omitted in equation (2.33). The
fractional mixing of the exact exchange to the exchange-correlation energy is tuned by a
parameter cx

EGH
XC [ρ0] = cxE

HF
X [{ϕ}] + (1− cx)EDFT

X [ρ0] + EDFT
C [ρ0] (2.34)

via the global hybrid (GH) formalism. Such electron-correlation functionals are generally
referred as hybrid DFT functionals[121] and yield significant improvement upon their
local counterparts. Two of the most popular hybrid DFT functionals are the non-
empirical PBE0[122] functional with 25% exact exchange and the semi-empirical B3LYP
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functional.[115,123,124] The latter contains three parameters, which are optimized to
optimally reproduce atomization and ionization energies as well as the proton affinities
included in the G2 data base[125] and some total energies.

2.2.2 Periodic Electrostatic Embedded Point Charge Method

[76, 126]

The simplest way to model a crystal surface non-periodically is just to describe a finite
part of the surface, called cluster, without any modifications. Thus, it might be treatable
by any program for finite, molecular-like structures but it also misses the environment
and electrostatic potential of the crystal. The missing bulk environment and the dangling
bonds can be at least saturated by hydrogen but the quality of the surface model still
heavily depends on the size, shape and stoichiometry of the cluster. As a consequence,
a variety of test calculation are mandatory to check for convergence of the cluster size
and the accordance of surface properties such as lattice constants, bonding energies or
excitation energies like the vertical ionization potential.

The embedding of the cluster into an extended field of point charges allows to preserve
the correct electrostatic potential or Madelung potential approximately. Such embedding
schemes divide the system into at least three regions. The first one contains the quantum
mechanically treated cluster with the adsorption site of gas molecules, supported nan-
oclusters or even surface defects. The composition of the cluster still has to be chosen in
such a way, that the local properties or adsorption behaviour is correctly reproduced. A
direct adjacency of the cluster atoms and positive point charges results into an excessive
polarization of the electron density in the cluster. Therefore, the positive point charges in
the second boundary region, which is also treated quantum mechanically, are represented
by effective core potentials (ECP), either as pseudo potentials (PP) or model potentials
(MP). The third outer region contains the point charge field, which is sized to reproduce
or at least converge towards the correct Madelung potential. Usually, their positions
coincide with the lattice points of the crystal structure and the charges are chosen as
their formal ones, at least for strongly ionic solids like MgO. Otherwise, it can become
difficult for more covalent compounds like TiO2 to determine an effective charge of the
ions.
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The electrostatic interaction between the quantum mechanically treated part (QM) and
the periodic array of point charges (PC) is accounted by an additional expression for
equation (2.21)

Jemb =
cluster∑
µν

PµνF
emb
µν +

lattice∑
L

NUC∑
c

cluster∑
A

qcZA
|RA −Rc + L| , (2.35)

where the second term describe the Coulomb interaction between the nuclei A of the
QM cluster with its respective nuclear charge ZA and each point charge qc in the unit
cell NUC with position Rc for all points on the infinite Bravais lattice L. The first term
is an addition to the Coulomb repulsion Jemb (see, e.g., equation (2.24)) and adds the
products of the density matrix Pµν elements and the elements in F emb

µν :

F emb
µν = −

lattice∑
L

NUC∑
c

ql

∫ ∫
ηµ(~r −Rµ)ην(~r −Rν)δ(~r ′ −Rc + L)

|~r − ~r ′|
d~rd~r ′ . (2.36)

µ and ν are the indices of the basis function ηµ and ην at the position Rµ and Rν , which
form, e.g., the Kohn-sham orbitals corresponding to the coefficients from the density
matrix Pµν . The delta function δ provides the position of the point charges at Rl + L.

The periodic electrostatic embedded point charge method (PEECM) is an efficient method
to calculate the infinite lattice sum in equation (2.35) and (2.36). It uses the periodic fast
multipole method (PFMM)[127,128] , which bases on the fast multipole method (FMM) of
Greengard and Rokhlin.[129,130] Initially, the PC region is divided into near-field (NF)
and far-field parts (FF)[131]

F emb
µν = FNF

µν + FFF
µν (2.37)

Jemb =
cluster∑
µν

PµνF
emb
µν + JNF

nuc + JFF
nuc . (2.38)

The defining radius around the QM cluster depends by the well-separateness criterion[127]

and is chosen large enough to ensure a rapid convergence of the multipole approximation
used for the FF interactions. The Coulomb interaction JNF

nuc and FNF
µν of the cluster

with the point charges of the unit cells within the NF part are calculated analytically in
accordance with equation (2.36) and (2.35), respectively. The remaining contributions
of the interaction with the FF point charges are computed by using the multipole
expansion[130,132,133] . The details for the computation of the FF contributions can be

19



Chapter 2 Theoretical Background

found in reference [76].

PFMM evaluates the point charge lattice entirely in the real space and has the advantage
of lower computational cost compared to the commonly used Ewald summation[134] ,
which sum over the contribution in the reciprocal space. Consequently, PFMM yields a
different electrostatic potential but only by a constant shift affecting the absolute energies
of the QM cluster and canceling out for relative energies.

2.2.3 Nudged Elastic Band Method

[135–137]

Figure 2.1: Illustration of the NEB convergence procedure on a PES and the acting forces on
the images of the elastic band using 6 images between the initial and final state. Image is taken
from the Henkelman group, University of Texas at Austin[138] .

The nudged elastic band (NEB) method serves to determine the minimal energy path
(MEP) between an initial and final structure on a PES connected by multiple struc-
tures also called images. The images are initially interpolated either linearly, by pair
potentials[139] or involving intermediate structures to guide the search into a certain
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direction. The purpose of the NEB method is to minimize the effective forces FNEB
i

acting on the images labeled by the index i, which are connected by an elastic band as it
is illustrated in figure 2.1. Each effective force FNEB

i sums up the spring force FS
i |‖ along

the local and normalized tangent τ̂i and the true force Fi = −∇E(Ri) perpendicular
towards the tangent Fi|⊥. E corresponds to the energy of the system with the atomic
coordinates Ri and the normalization of the tangent is labeled by the hat (ˆ).

FNEB
i = Fs

i |‖ + Fi|⊥ (2.39)

The perpendicular component of the force is simply computed by subtracting out the
parallel projection of the true force

Fi|⊥ = Fi − Fiτ̂i , (2.40)

and the spring force between adjacent images is a function of the spring constant k

FS
i |‖ = k (|Ri+1 −Ri| − |Ri −Ri−1|) τ̂i . (2.41)

Originally, the local tangent was estimated from both adjacent images[135] , but an
improvement in the MEP was observed, when the local tangent τ̂i depends only on the
adjacent image i ′ = i± 1 with the higher energy and the image itself[136]

τ̂i =

τ̂
+
i if E(Ri+1) > E(Ri) > E(Ri−1)

τ̂−i if E(Ri+1) < E(Ri) < E(Ri−1)
(2.42)

with

τ̂+
i = Ri+1 −Ri (2.43)

τ̂−i = Ri −Ri−1 . (2.44)

If an image lies close to the local minimum or maximum and both adjacent images are
respectively higher or lower in energy, the tangent is computed by the weighted average of
the vectors towards the two neighboring images. The modification guarantees a smooth
switch between the two tangents τ̂+

i and τ̂−i , which, otherwise, can drastically change
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the convergence direction. The estimate of the tangent becomes

τi =

τ̂
+
i ∆Emax

i + τ̂−i ∆Emin
i if Ei+1 > Ei−1

τ̂+
i ∆Emin

i + τ̂−i ∆Emax
i if Ei+1 < Ei−1

(2.45)

with

∆Emax
i = max (|Ei+1 − Ei| , |Ei−1 − Ei|) (2.46)

∆Emin
i = min (|Ei+1 − Ei| , |Ei−1 − Ei|) . (2.47)

Finally, the tangent vector in equation (2.45) needs to be renormalized by τ̂i = τi/ |τi|.
The elastic band converges towards the MEP by minimizing the effective force FNEB

i of
each image using an optimization algorithm such as, for instance, the projected velocity
Verlet algorithm[135] or the fast inertial relaxation engine (FIRE) algorithm.[140] A
drawback of that procedure is that none of the images could even land close to the
saddle point. The transition state energy must be estimated by interpolation a posteriori,
which may yield poor estimates of the activation barrier. The climbing image scheme
(CI-NEB)[136] tackles the problem by repeatedly activating within the regular NEB
procedure. When activated, the force effecting the image with the highest energy FCI

imax

changes to

FCI
imax = Fimax − 2Fimax |‖

= Fimax + 2∇E(Rimax) · τ̂imax τ̂imax

= Fimax |⊥ − Fimax |‖ .

(2.48)

Qualitatively, the image moves up the PES along the elastic band while relaxing perpen-
dicular to the band without considering the spring force during that scheme. As long
as the climbing image NEB method converges, the climbing image will also converge
towards the saddle point. An implementation of the NEB method can be found in the
ATOMIC SIMULATION ENVIRONMENT [141] (ASE), which provides Python modules
compatible with a large variety of common quantum chemical programs.
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2.2.4 Energy Decomposition Analysis

[142, 143]

Interaction energies are an important quantity to determine physical and chemical
properties of molecular and intermolecular systems. They can be simply computed as a
difference between the total energy of the supermolecule and the total energies of the
monomers or fragments deriving from size-consistent methods. Further insights in their
contributions can help to understand the consequences of chemical modifications on the
interaction strength. Early applications in describing the interaction between atoms goes
way back to W. Heitler and F. London in 1927,[144] but first the energy decomposition
analysis (EDA), developed by K. Morokuma and K. Kitaura[145,146] as well as T. Ziegler
and A. Rauk[147] in the 1970th, provides a powerful method to bridge the gap between
quantum mechanics and a conceptually simple interpretation of chemical bonds.[143]

Many variants of the energy decomposition analysis have been developed, which can
be applied on ab initio Hartree-Fock, MP2, and DFT methods. In paper B, the
decomposition procedure of P. Su and H. Li[142] is used, which is implemented in the
TURBOMOLE [148] program package. The total interaction energy ∆Eint is separated
into various terms such as the electrostatic ∆Eelstat, exchange ∆Eex, repulsion ∆Erep and
polarization energies ∆Epol. The latter is often described as orbital relaxation term and
the exchange and repulsion contributions are both together labeled as Pauli repulsion.
In the following we briefly describe the procedure for Kohn-Sham DFT methods, where
the interaction energy ∆EKS

int is additionally complemented by a dispersion contribution
∆Edisp:

∆EKS
int = ∆Eelstat + ∆Eex + ∆Erep + ∆Epol + ∆Edisp . (2.49)

Although the procedure is formulated for open shell systems, we will focus on a qualitative
description of electronic closed shell systems are considered for the supermolecule S and
its monomers or fragmentsM. The Kohn-Sham energy EKS

X of and arbitrary system A
can be written as

EKS
A =

nA∑
i∈A

hAi + 1
2

nA∑
i∈A

nA∑
j∈A
〈ϕiϕi|ϕjϕj〉+ EX [ρA] + EC [ρA] + V Anuc−nuc , (2.50)

where hAi are the one-electron integrals containing the electronic kinetic energy and the
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Coulomb potential for the nuclear configuration of an arbitrary system A, respectively
defined in equation (2.22) and (2.23). The sum goes over all nA Kohn-Sham orbitals
and respective one-electron densities, which are energetically optimized to the respective
system i, j ∈ A. The second term describes the Coulomb repulsion of equation (2.24)
and can alternatively expressed as

nA∑
i∈A

nA∑
j∈A
〈ϕiϕi|ϕjϕj〉 =

nA∑
i∈A

nA∑
j∈A

∫ ∫
ϕi(~r)ϕi(~r)

1
|~r − ~r ′|

ϕj(~r ′)ϕj(~r ′)d~rd~r ′

=
∫ ∫ 1

|~r − ~r ′|
ρA(~r)ρA(~r ′)d~rd~r ′ ,

(2.51)

where ρA is the energetically optimized total electron density of system A. The elements
(SA)ij of the overlap matrix SA for the Kohn-Sham orbitals of system A are defined as

(SA)ij =
∫
ϕi(~r)ϕj(~r)d~r , (2.52)

and result into an identity matrix for orthonormalized Kohn-Sham orbitals ϕi. EX and
EC are the exchange and correlation functionals depending on the electron density ρA

ρA =
∑
i∈A

∫
ϕi(~r)ϕi(~r)d~r , (2.53)

and V Anuc−nuc is the nuclear repulsion of the nuclear configuration in system A. For the
sake of further simplicity, the dependence of the Kohn-Sham orbitals and the electron
density on the electron and nuclear coordinates will be further omitted.

For an arbitrary number of fragments, the Kohn-Sham interaction energy between the
supermolecule S and its monomersM is defined as

∆EKS
int = EKS

S −
∑
M
EKS
M . (2.54)

In the initial step, the quasi-classical Coulomb interaction between the frozen electron
densities of the fragments at the equilibrium position of the supermolecule defines the
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electrostatic contribution ∆Eelstat with

∆Eelstat =
nS∑
i∈M

hSi + 1
2

nS∑
i∈M

nS∑
j∈M
〈ϕiϕi|ϕjϕj〉+ V Snuc−nuc

−
∑
M

 nM∑
i∈M

hMi + 1
2

nM∑
i∈M

nM∑
j∈M
〈ϕiϕi|ϕjϕj〉+ VMnuc−nuc

 .

(2.55)

The first three terms contain the kinetic energy of the electrons and the respective
Coulomb interactions between the nuclei of the supermolecule S and the nS Kohn-Sham
orbitals, which are optimized to the fragments i, j ∈M, as for a non-interacting system.
The second part describe the same information but only within the fragments themselves.
The Kohn-Sham exchange interaction ∆Eex is defined as

∆Eex = EX

[∑
M
ρM

]
−
∑
M
EX [ρM] (2.56)

and is generally not zero since the exchange functional depends non-linearly on the electron
density. The Kohn-Sham repulsion energy ∆Erep can be obtained by the difference of
the following auxiliary energy expressions

E
(1)
S =

nS∑
i∈M

hSi + 1
2

nS∑
i∈M

nS∑
j∈M
〈ϕiϕi|ϕjϕj〉+EX

[∑
M
ρM

]
+
∑
M
EC [ρM] +V Snuc−nuc (2.57)

and

E
(2)
S =

nS∑
i∈M

nS∑
j∈M

hSij

(
S−1

)
ij

+ 1
2

nS∑
i∈M

nS∑
j∈M

nS∑
k∈M

nS∑
l∈M
〈ϕiϕj |ϕkϕl〉 ×

(
S−1

)
ij

(
S−1

)
kl

+ EX [ρ∗S ] +
∑
M
EC [ρM] + V Snuc−nuc .

(2.58)

Even if the Kohn-Sham orbitals i, j, k, l ∈M are orthonormal to each other within the
fragments, this is not necessarily true for the orbitals between the fragments. Thus, the
overlap matrix S and its inverse S−1 are no identity matrices and the electron density
ρ∗S arises from the orthonormalized Kohn-Sham orbitals of the fragments by:

ρ∗S =
nS∑
i∈M

nS∑
j∈M

ϕiϕj
(
S−1

)
ij

. (2.59)
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Finally, the contribution of the repulsion energy ∆Erep to the interaction energy is
computed by

∆Erep = E
(2)
S − E

(1)
S . (2.60)

While the exchange energy is negative, the positive repulsion energy dominates and to-
gether they can be interpreted as the energy necessary to regain the antisymmetry or Pauli
principle, when the fragments with frozen Kohn-Sham orbitals form the supermolecule.

The polarization energy ∆Epol can be obtained by the energy expression in equation
(2.58) using the Kohn-Sham orbitals of the fragments and the equivalent expression using
the optimized Kohn-Sham orbitals of the supermolecule i, j ∈ S

E
(3)
S =

nS∑
i∈S

hSi + 1
2

nS∑
i∈S

nS∑
j∈S
〈ϕiϕi|ϕjϕj〉+ EX [ρS ] +

∑
M
EC [ρM] + V Snuc−nuc , (2.61)

where the overlap matrix and its inverse become again the identity matrix. The polariza-
tion contribution is now computed by

∆Epol = E
(3)
S − E

(2)
S (2.62)

and is always negative. It shows the energy gain by the energetically optimization of the
Kohn-Sham orbitals starting from the combination within the respective fragments, as the
alternative term "orbital relaxation energy" proclaims. The remaining energy difference
between E(3)

S and the total energy of the supermolecule EKS
S defines the dispersion energy

∆Edisp

∆Edisp = EKS
S − E

(3)
S = EC [ρS ]−

∑
M
EC [ρM] . (2.63)

As mentioned above, the evaluation of the interaction contribution can give insight into
the nature of the chemical bond or explains the difference in interaction strength between
similar bond types. For example, the ratio of the electrostatic and the polarization
contribution is a useful quantity to distinguish the bonding character as covalent or more
ionic.
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2.3 Gas-Surface Dynamics

The previous sections capture the solution of the electronic Schrödinger equation for a
fixed nuclear configuration and for surface systems in particular. It gives the possibility
to determine potential energy minimum structures by scanning over different nuclear
configurations and to compute a minimum energy path connecting two nuclear configura-
tions or potential minima. Nonetheless, static information are not necessarily sufficient
to understand surface processes, which can only be provided by performing dynamical
simulations. The potential energy landscape for the dynamics can be either provided by
ab initio calculation or a force field fitted to a set of reference points. While the first way
is computationally rather expensive but quite accurate within the limit of the applied
electronic structure method, the latter one can be extremely fast. However, an accurate
reproduction of reference potential data is not a trivial task and depends on the flexibility
of the force field and its proper parametrization. Additionally, the comparison of classical
dynamic simulations to experimental results also requires an accurate mapping of the
initial quantum states into a distribution of classical trajectories and its evaluation back
into final quantum states after the simulation reaches the end.

2.3.1 Molecular Dynamics Simulation - Quasi-Classical Trajectories

[149–151]

The trajectories of atoms in a potential field V (R) are determined by the solution of
Newton’s equation of motion

MA
∂2

∂t2
~RA = − ∂

∂ ~RA
V (R) (2.64)

for each atom A individually. MA and ~RA are the mass and position of atom A and the
potential V (R) depends on the positions of all atoms R. The potential energy surface, or
PES, is equivalent to ελ(R) of equation (2.7), usually representing the electronic ground
state energy of the quantum system.

Newton’s equation of motion can be numerical solved by integration schemes like Runge-
Kutta or the rather simple Verlet integration scheme.[152] The Verlet algorithm derives
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the new position of an atom after a chosen time step ∆t from the Taylor expansion of
the trajectory ~RA(t)

~RA(t0 + ∆t) = ~RA(t0) + ∆t d
~RA
dt

∣∣∣∣∣
t0

+ ∆t2

2
d2 ~RA
dt2

∣∣∣∣∣
t0

+ ∆t3

6
d3 ~RA
dt3

∣∣∣∣∣
t0

+ ...

= ~RA(t0) + ∆t ~vA(t0) + ∆t2

2
~FA(t0)
MA

+ ∆t3

6
d3 ~RA
dt3

∣∣∣∣∣
t0

+ ... ,

(2.65)

where ~vA is the velocity of atom A and ~FA is the force acting on it. Analogously, the
position can be determined at a previous time with

~RA(t0 −∆t) = ~RA(t0)−∆t ~vA(t0) + ∆t2

2
~FA(t0)
MA

− ∆t3

6
d3 ~RA
dt3

∣∣∣∣∣
t0

+ ... . (2.66)

The addition of equation (2.65) and (2.66) and the truncation after the term of third
order yields

~RA(t0 + ∆t) = 2~RA(t0)− ~RA(t0 −∆t) + ∆t2
~FA(t0)
MA

+O(∆t4) . (2.67)

The reliability of the numerical integration can be easily monitored by the deviation of the
total energy, which should be constant along the trajectory. While the potential energy
is a function of the actual nuclear configuration R, the kinetic energy is determined by
the velocity, which cancels out in equation (2.67). Anyways, the velocity of the atoms
can be estimated by

~vA(t0) =
~RA(t0 + ∆t)− ~RA(t0 −∆t)

2∆t +O(∆t2) . (2.68)

The low accuracy and the use of the time step prior to the actual one is avoided in the
related velocity Verlet algorithm,[153] where the positions and velocities of the atoms
can be computed by

~RA(t0 + ∆t) = ~RA(t0) + ∆t~vA(t0) + ∆t2

2
~FA(t0)
MA

(2.69)

and

~vA(t0 + ∆t) = ~vA(t0) + ∆t
~FA(t0 + ∆t) + ~FA(t0)

2MA
. (2.70)

The length of the time step ∆t is a compromise between the numerical error and the
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computational costs. A shorter time step means more accuracy but also more iterations
for a given time interval. The larger the time span the larger is the error, which might
accumulate.

The quasi-classical MD approach is a frequently used method to simulate atom level
dynamics and mechanisms of chemical reactions between gas molecules[154] among them-
selves or gas molecules with solid surfaces.[93] It applies quasi-classical initial conditions
on the reactants for the trajectories in a way, that the internal energy corresponds to a
specific energy eigenvalue of a defined ro-vibrational quantum state. The initial point
in the phase-space is randomly chosen, while conserving the internal energy, and the
trajectories are propagated with standard classical mechanics. In comparison, initial
classical quantum states do not conserve the exact ro-vibrational eigenvalue but are
classically distributed over the energy to represent its uncertainty as well.

QCT method becomes more reliable with a larger number of calculated trajectories. The
Ehrenfest theorem[155] states, that the quantum mechanical expectation values of the
position 〈x〉 and momentum 〈p〉 satisfy the classical equation of motion for the averaged
potential 〈V (x)〉. The classical mechanics however are directed by the potential V (〈x〉)
at the averaged position, which makes it more valid for a small spread of the nuclear
wave function in 〈x〉. That becomes the case for systems with heavier atoms and higher
energies in each degree of freedom in accordance to the de Broglie wavelength, but only
as long as the Born-Oppenheimer approximation is still valid. Furthermore, classical
mechanics lacks in the description of classical forbidden paths like tunneling effects. This
deficiency has a larger impact, if the total energy of the reactants becomes close to
the reaction barriers. Thus, QCT methods will probably misestimate small reaction or
transition probabilities.[149]

2.3.2 Force Field Parameterization

[151, 156]

Molecular dynamics simulation need a continuous description of the PES and its gradients
for a particular nuclear configuration at any time. The evaluation of the energy and
gradients with ab initio methods is still so expansive, that the simulation of a sufficient
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number of trajectories for a statistical evaluation is computationally heavily demanding.
Analytical representations of a potential energy surface, however, can provide the potential
values and gradients extremely fast, especially by using an analytical expression for the
evaluation of the gradient, as well. In computational chemistry, such analytical forms of
the potential are called force fields (FF) and bases mostly on atom-pair interactions, which
prohibit them from describing bond breaking and formation. Bond order potentials[157,158]

(REBO-FF) or reactive force fields[159] (ReaxFF) are ongoing developments for describing
chemical reactions. They commonly include the chemical environment like distances
and angles to surrounding atoms to evaluate the bond strength between two atoms.
For gas-surface systems, especially with diatomic gas molecules, the potential can be
alternatively described as a function of the angular orientation, the bond distance and
the position of the COM in relation to the surface.[160,161] If the number of degrees of
freedom (DoF) increases, the analytical form of force fields can become very complicated.
Optimal force fields should provide a huge flexibility to accurately reproduce the ab
initio reference data set, but should preferably use only a limited number of parameters
to keep controllability. Further, they should ensure a reliable extrapolation to nuclear
configuration, which are not covered by the reference data. Alternatively, neural networks
can principally fit any real-valued, continuous function to any desired accuracy and got
a lot of attention by researchers in recent years[162,163] . However, since the form of
neural networks has no physical meaning, the extrapolation of the potential to nuclear
configuration beyond the reference data set is highly unreliable.

The work in paper C makes use of the full-dimensional REBO-FF by H. F. Busnengo and
coworkers[156] to compute the potential for gas-surface systems. Here, the potential V is
computed as a sum of atom-pair contributions Er and non-bonding contributions Enb

V = Er + Enb . (2.71)

The atom-pair interactions are basically a sum of pair potentials V rep and V att, where
the attractive pair potential is weighted by a symmetrised bond order term b̄αβij that
describes the effect of the chemical environment around the atom pair i and j of species
α and β, respectively.

Er =
n∑

α=1

n∑
β=1,α>β

Nα∑
i=1

Nβ∑
j=1,(j>i,
if α=β)

[
V rep
αβ

(
rαβij

)
− b̄αβij V

att
αβ

(
rαβij

)]
(2.72)
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In general, the Greek letters (α, β, γ) denote the atom species, n is the total number
of species and N corresponds to the number of atoms per species. rαβij is the distance
between atom i of species α and atom j of species β.

V rep
αβ = Aαβfαβ

(
rαβij

)1 + Bαβ

rαβij

 exp
(
−σαβrαβij

)
(2.73)

V att
αβ = Cαβfαβ

(
rαβij

)
exp

(
−ωαβrαβij

)
(2.74)

Aαβ , Bαβ , Cαβ , σαβ and ωαβ are the fit parameters describing the two-body interaction
between atoms of species α and β. The interaction is limited to a bond distance up to
certain cutoff values rαβs1 and rαβs2 by the cutoff function fαβ

(
rαβij

)
. The cutoff function

smoothly disables the interaction energy between the lower limit rαβs1 and the upper limit
rαβs2 .

fαβ
(
rαβij

)
=


1 rαβij ≤ r

αβ
s1

1
2
(
1 + cos

[
π
(
rαβij − r

αβ
s1

)
/
(
rαβs2 − r

αβ
s1

)])
rαβs1 < rαβij ≤ r

αβ
s2

0 rαβij > rαβs1

(2.75)

The symmetrised bond order term b̄αβij evaluates the influence of each surrounding atom
within the cutoff-range of the attractive bond interaction as a function of the distance to
both atoms (rαγik , r

βγ
jk ) and the respective angle (θijk, θjik). The arithmetic mean of the

single bond order terms bαβij and bβαji forms b̄αβij

b̄αβij = 1
2
(
bαβij + bβαji

)
, (2.76)

with

bαβij =

1 +
n∑
γ=1

Nγ∑
k=1

(k 6=i, if γ=α;
k 6=j, if γ=β)

fαβ
(
rαγik

)
gαβγ (cos θijk) exp

(
−λαβγ

(
rαγik − r

αβ
ij

))

−

1
2

.

(2.77)
The angle dependency gαβγ (cos θijk) of the bond order terms can be described by any
suitable function like a polynomial expression or a linear combination of Legendre
polynomials. The long-range interaction between gas molecules and the surface is implied
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by the non-bonding contribution Enb, which is independent of the atomic species and
only depends on the height z of the atoms to the surface.

Enb(z) = fnb (z)
(
c0 −

c1
z2

)
(2.78)

The non-binding potential is defined by the parameter c0 and c1 and becomes smoothly
activated by the non-bonding cutoff function fnb (z), the complementary version of the
cutoff function for the atom-pair potential in equation (2.75).

fnb (z) =


0 z ≤ Z1
1
2 (1− cos [π (z − Z1) / (Z2 − Z1)]) Z1 < z ≤ Z2

1 z > Z2

(2.79)

Usually, the parameters are fitted by the method of least squares, where they are varied
to minimise the deviation d2 between the potential values provided by the force field and
the reference data. It is quantified by

d2 =
Ndata∑
m=1

wm(V ref
m − V FF

m )2 , (2.80)

where Ndata denotes to the size of the reference data set containing the reference potential
values V ref

m . V FF
m are the potential values of the force field and wm is a weighting factor

that allows to attribute more importance to reference data within the lower energy
region. Instead of potential values, the deviation can be alternatively computed using
the components of a force. The accuracy of the force field is finally measured by the root
mean square deviation ∆V defined by

∆V =

√
d2

Ndata
. (2.81)

It has proved convenient for a computational purposes to first determine parameters for
smaller system and adopt them as either initial values or fixed values for the parameteri-
zation of the force field towards larger systems.
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2.3.3 Initial conditions

[93, 150, 164]

The quasi-classical distribution of initial states over a large number of trajectories is
important to allow direct comparison between molecular beam experiments and respective
quasi-classical or Monte-Carlo MD simulations. Experiments provide molecular beam
parameters that allow reconstructing the distribution of the initial velocity and the ro-
vibrational distribution of the beam molecules. In the following, only the case of diatomic
beam molecules scattering on a surface is treated. The quasi-classical distribution of the
initial states for poly-atomic molecules can be found elsewhere (see, e.g., reference [150,
164]).

Initially, the energy eigenvalues of the ro-vibrational states Eν,j can be, once, calculated
analytically by using the harmonic approximation or Morse potential for the elongation
of the diatomic bond length around its equilibrium distance and the quantum mechanical
solution of a rigid rotator for the rotation of the molecule. Alternatively, the eigenvalues
can be numerically determined by discrete variable representation (DVR) methods, for
instance, to solve the TISE for the diatomic system with the Hamiltonian

Ĥj = − 1
2µ

∂2

∂r2 + V j
eff(r) , (2.82)

where r is the bond distance and µ the respective reduced mass of the molecule. The
effective potential V j

eff(r)

V j
eff(r) = Vgas(r) + 1

2µr2 j(j + 1) (2.83)

contains the gas-phase potential and the rotational energy for a given rotational quantum
number j, which both depend on the bond distance r. The population distribution of the
ro-vibrational state in molecular beam experiments depends on the nozzle temperature
Tn and can be either taken from experimentally determined population distributions or
determined accordingly to the Boltzmann probability fν,j(Tn)

fν,j(Tn) = (2j + 1)e−(Eν,j−E0,0)/(kBTn)

Z(Tn) , (2.84)
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where Z(Tn) is the partition function and kB is the Boltzmann constant, which has the
value of 1.0 in atomic units by definition. The effective temperature of the molecular
beam might be also not equally distributed over the vibrational and rotational states
in dependence of the molecular beam technique. Thus, the exponential function of the
distribution function (2.84) will split into a product of two exponential functions for
both type of degrees of freedom, which will also affect the partition function. The initial
velocity can be easily translated to an initial momentum of the centre of mass, where the
direction depends on the incident angle of the molecular beam. The distribution and
the width of the initial velocity strongly depend on the beam technique and must be
provided by the experiment.

The initial bond length, orientation and respective momentum are randomly sampled
for each trajectory in accordance to the quantum numbers. A quantum mechanical
sampling of the phase-space for the bond elongation can be provided by the Wigner quasi-
probability.[165] In a classical sampling, the phase-space is chosen by energy conversation.
Within the harmonic approximation, each point in the phase-space corresponds to the
respective energy of the vibrational state ν and has the same weight, which is not
necessarily the case for arbitrary diatomic potentials. Alternatively, the initial elongation
and respective momentum can be determined by choosing a random point of time
t = [0, tf ] within one full vibrational period tf of the diatomic molecule, that moves on
the potential V j

eff(r) with the respective ro-vibrational energy Eν,j .

The initial orientation of the rotational angular momentum vector L for the diatomic
molecule perpendicular to the bond axis is rather simple. For the rotational excited
states j > 0, the angle β between L and the system-specific symmetry axis z is given by
the relation

cos(β) = mj√
j(j + 1)

, (2.85)

where mj is the component of the angular momentum along the z axis. For the scattering
of a molecule on a surface, the z axis point along the same direction as the surface normal.
The azimuthal component α ∈ [0, 2π] of L and the angular orientation γ ∈ [0, 2π] of the
molecule in the plane perpendicular to L is randomly chosen. A coordinate transformation
maps the configuration {α, β, γ} onto the corresponding {θ, φ}, where θ describes the
polar angle between the bond axis of the diatomic molecule and the surface normal along
z, φ represents the respective azimuthal angle perpendicular to z. If the gas molecule is
in the rotational ground state j = 0 with no initial rotational momentum, the angular
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probability distribution in θ simplifies to a sin(θ) distribution and φ ∈ [0, 2π] is randomly
chosen. The initial total angular momentum L is given by

L =
√
j(j + 1) , (2.86)

which can be decomposed for the case of a linear molecule to

Lθ =
√
j(j + 1)− mj

sin2(θ)
(2.87)

and
|Lφ| = |Lz| = mj . (2.88)

For polyatomic molecules, except spherical ones, the rotational eigenstates must not
longer be degenerate in mj . Thus, the ro-vibrational eigenvalues Eν,j becomes a function
of mj as well. A detailed description of this case is beyond the scope of the present
work.

2.3.4 Evaluation and Binning

[154, 166]

Once the propagation of a trajectory is completed and the outcome is identified, it is
from interest to extract the relative translational energy between the reactants, their
respective internal energies and the scattering angle between the incoming and outgoing
velocity or momentum vectors.

The determination of the final translation energies in gas-surface simulations is straight
forward without regarding their relative movement to each another, due to the usual
immense mass difference between the gas molecule and surface system. Computationally,
this is done by fixing atom positions of the surface slab in the first place. The final
translational energy E′trans of the gas molecule G can be determined by its outgoing total
momentum p′G

p′G =
NG∑
A∈G

p′A (2.89)
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with
E′trans =

p′ 2G
2MG

, (2.90)

where MG is the total mass and NG the number of gas molecule atoms. The scattering
angle α from an incoming total momentum vector pG can be determined by

α = arccos
(

pG · p′G
|pG ||p′G |

)
. (2.91)

The calculation of the internal energy EG = TG + VG requires the relative atom positions
xrel and momentum prel in regards to the position xG and momentum pG of the COM as
reference. In the following treatment, we do not differentiate between initial and final
state, due to the applicability of this evaluation at any time during the simulation.

xrel,A = xA − xG (2.92)

prel,A = pA − pG (2.93)

The internal kinetic energy TG is given by the sum of the relative kinetic energies

TG =
NG∑
A∈G

(prel,A) 2

2MA
(2.94)

where MA is the mass of atom A. The internal potential energy VG is determined by the
potential energy function or, in particular for a diatomic molecule, by Vgas(r) and the
atom distance r.

The prediction of state-resolved properties from quasi-classical dynamic simulations
requires the reconversion of the internal properties of the reactants into a set of quantum
numbers. It is appropriate for diatomic molecules to determine the rotational quantum
numbers j and mj first via the classical total angular momentum L of the molecule

L =
NG∑
A∈G

xrel,A × prel,A (2.95)

and the relations of equation (2.86) and (2.88). Due to the classical propagation, the
quantum numbers are no integer any longer and are recovered by rounding to the closest
integer value. The vibrational quantum number is determined by comparing the internal
energy EG of the diatomic molecule with the eigenvalues Eν,j of the previously assigned
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rotational quantum state j. The closest match determines the vibrational quantum
number ν.

The standard quasi-classical trajectory studies uses the histogram binning technique,
where the probability of a particular quantum state P (n) is

P (n) = N(n)
N

. (2.96)

N is the total number of trajectories and N(n) is the number of trajectories in quantum
state n, associated with any of the quantum numbers ν, j or mj . The Gaussian binning
method, provided by Bonnet and coworkers,[167,168] is an alternative more accurate
binning technique but requires a larger number of trajectories for an efficient application.
Since it was not used in the present thesis, we will not discuss the details any further.
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Chapter 3

Publications

The following chapter contains the scientific papers published in the context of this thesis.
For each publication, the contributions by the individual authors are outlined.
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Paper A

“How surface reparation prevents catalytic oxidation of carbon monoxide on atomic gold
at defective magnesium oxide surfaces”

K. Töpfer and J. C. Tremblay

Phys. Chem. Chem. Phys. 18, 18590–18597 (2016)
DOI: 10.1039/C6CP02339H
URL: http://dx.doi.org/10.1039/C6CP02339H
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Figure 3.1: Graphical Abstract.[A] ( c©2016 Royal Society of Chemistry)

Author contributions

The idea was conceived by Jean Christophe Tremblay. I performed all quantum chemistry
simulations. Both authors contributed to the analysis of the data. The manuscript was
written by myself with significant input from Jean Christophe Tremblay.
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Paper B

“First-Principle Investigations of the Interaction between CO and O2 with Group 11
Atoms on a Defect-Free MgO(001) Surface”

K. Töpfer and J. C. Tremblay

J. Phys. Chem. A 122, 2307–2317 (2018)
DOI: 10.1021/acs.jpca.8b00647
URL: http://dx.doi.org/10.1021/acs.jpca.8b00647

Figure 3.2: Graphical Abstract.[B] ( c©2018 American Chemical Society)

Author contributions

The idea was conceived by Jean Christophe Tremblay and myself. I performed all
quantum chemistry simulations. Both authors contributed to the analysis of the data.
The manuscript was written by myself with significant input from Jean Christophe
Tremblay.
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Paper C

“Energy Transfers in a Weakly Coupled Gas-Surface System: The Scattering of CO from
MgO(001)”

K. Töpfer, G. Füchsel and J. C. Tremblay

submitted, 2019

Figure 3.3: Graphical Abstract.[C]

Author contributions

The dynamical scattering simulations of CO on a clean MgO(001) surface is a step
towards the dynamic simulations of gas molecules with a supported gold atom, where
the basics are done in the previous work[A,B]. I have implemented the REBO-FF[156]

and wrote a program to fit the parameters to reference data calculated by myself using
the computational setup in paper B[B]. I expanded a MD simulation program originating
from the work of Jean Christophe Tremblay and implemented a scheme for quasi-classical
initial conditions and the evaluation of the trajectories based on the work of Gernot
Füchsel[93] . I have performed the MD simulations for different initial conditions under
the supervision of Gernot Füchsel. The results are discussed by all three contributors.
The majority of the manuscript and all the figures are done by myself in collaboration
with Jean Christophe Tremblay and Gernot Füchsel.
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Abstract
In this work, we investigate the non-reactive scattering of CO from a MgO surface
theoretically by performing quasi-classical dynamics simulations. We shed light on
the role of the incidence energy, the initial ro-vibrational state of impinging CO and
the effect of surface atom motion on the scattering behavior of the molecules. Our
results rely on a high-dimensional potential energy surface which we fitted using the
reactive bond order force field of Busnengo and coworkers to reproduce reference
energy data obtained from new cluster embedded density functional theory calcula-
tions. According to our calculations, the interaction of CO with MgO(001) is weak
and characterized by a shallow adsorption minimum of about 170meV when CO
approaches an Mg ion. The analysis of the computed time of flight spectra reveals
two different scattering channels, that is, scattering processes associated with short
and long scattering times. This behavior becomes particularly noticeable at low inci-
dence energies, thus, yielding traces of the shape of the interaction potential between
CO and the two species of surface atoms. In agreement with other CO + surface sys-
tems, we also find that the scattering process is strongly influenced by the anisotropy
of the potential for CO impinging in upward or downward directions. Further, the
evaluation of state-to-state scattering shows that the process is mainly translation-
ally inelastic for impacts of CO in downwards alignment, whereas the translationally
elastic regime dominates for impacts of upward CO. This observation is in accor-
dance with the Baule model. The distinct scattering features are significant at low
incidence energies when surface atom motion is included in the simulations. This
suggests that the modelling of energy transfer processes is very important to describe
the dynamics of the system.
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1 INTRODUCTION

Reactions of atoms andmolecules catalysed at surfaces constitute a substantial amount of chemical reactions performed in chem-
ical industry and, thus, make up an important economic factor in modern societies.1 Investigations on elementary processes
in heterogeneous catalysis such as making and breaking bonds have therefore a long tradition in surface science. Particularly,
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molecular beam (MB) scattering experiments are a powerful technique to study the reaction dynamics at the gas-solid inter-
face2,3, because they allow to investigate the dependence of early reaction steps in a chemical reaction on the applied reaction
conditions and this can be done in a well-defined manner. Reactive and non-reactive scattering experiments performed on gas-
surface systems yield details about the reaction mechanism, topological features of the gas-surface interaction potential and help
to better understand energy transfer processes which may occur in collision events. For instance, it is well known that reactions
of late barrier systems associated with reaction barriers closer to the product states are more efficient when vibrational energy is
added initially to the molecule rather than translation energy. The opposite effect is found for reactions of early barrier systems,
associated with reaction barriers closer to the reactant state. The importance of the initial ro-vibrational state of the incident
molecule on its reactivity has often been investigated on systems including diatomic molecules.4,5,6 Corresponding work on
polyatomic molecules has considerably intensified over the past two decades, because correlations between reactivity and ini-
tial ro-vibrational state are then more complicated.7,8 Further, sticking probability curves recorded as functions of the incidence
translational energy often clearly indicate whether a barrier to reaction exists and, if it does, the value of the effective activation
energy can be determined. State-to-state scattering experiments performed at non-reactive conditions additionally raise the pos-
sibility to screen the topology of the potential energy surface (PES) and to measure energy transfer processes.9 The latter may
occur between molecule and surface, but can also be a result of internal vibrational energy redistribution (IVR) in the molecular
degrees of freedom (DOF) only, particularly if there is a large mass mismatch between molecular projectile and surface atoms.
Energy conversions due to IVR are ruled by the (electronic ground state) PES and conserves the total energy of the molecule.
Energy transfer processes between molecule and surface, however, are often associated with energy losses in the scattered parti-
cle, and can be mediated by two different dissipative channels, phononic and electronic. While the phononic channel is relatively
well understood and commonly involved in systems with large gas-to-surface mass ratios, the electronic channel is less common
and typically limited to low band-gap materials and metal catalysts.10 Prominent examples of gas-surface systems exposing
considerable electronically non-adiabatic effects are, for instance, the NO + Au(111)11 and the H + Au(111) systems12. The
presence of dissipative channels may lead to a reduced reactivity. However, such a correlation is not always found, particularly
when energy losses occur in a molecular DOF that is not aligned with the reaction coordinate.13
Besides the specific choice of the “external” reaction condition that can be made to enhance the reactivity, reactions are also

found to be structure-sensitive. In such cases, the catalytic activity of a catalysts does not only depend on the specific material but
also on the surface structure and the size of the nanoparticle. Structure-reactivity correlations were already established earlier14
and suggested that reactions often occur at edges and corners of nanoparticles. A later work of Zambelli et al.15 revealed the
importance of surface imperfections for the dissociation of NO on Ru(0001), as this reaction was found to occur predominantly
over A- and B-type steps of the Ru surface. Since then overwhelming experimental evidence was gathered which supports
the general view that steps, kinks, and vacancies on surfaces constitute special active sites in heterogeneous catalysis, and
observations made to the contrary may be regarded as anomalous16. The promotion effect of edges is exploited in the design of
supported metal nanoparticles and single metal atom catalysts17,18. The interaction between the native catalyst and the support
material is often crucial for the catalytic activity. For instance, single Au atoms deposited on an MgO support have been found
to be very efficient in the hydrogenation reaction of ethene, while Aun clusters with n≫1 were significantly less efficient. MgO-
supported Au8 clusters were also observed to be catalytically more active in the oxidation of CO when the MgO(001) film was
rich on F-centers, that is, rich on oxygen defects19. This is believed to be related to a charge transfer process occurring between
the native catalyst and the MgO support and which effect diminishes for defect-free MgO. Additionally, it might also well be
that the electronic interactions between support and metal matters for the geometric structure of the cluster, which then would
interfere with the catalytic activity of the system. The examples given above already outline the operational performance ofMgO
to act as a high-surface support material in heterogeneous catalysis. Not only the possibility for charge transfer processes are of
interest for the use of MgO, but also the large variety of MgO structures tailored by different preparation methods is important
for its application as support.20,21
The oxidation of CO is an extensively studied reaction and used to convert toxic CO into comparably harmless CO2. Gold

nanoparticles supported by MgO have been reported to be efficient in catalysing this reaction, even at rather extreme conditions
at temperatures down to -70◦C.22 Although the reaction mechanism is not yet fully understood due to the complexity of the
structures and the Au/MgO interaction, it is assumed that the reaction proceeds over an unusual Langmuir-Hinshelwood mech-
anism, because adsorption of oxygen on Au clusters requires a charge transfer mechanism as enabled by MgO supports.21,23,24
On the other hand, the MgO support appears chemically inert for oxygen and CO adsorption, and CO appears to have only weak
interactions with (001) and (111) facets of MgO, see ref. 25 and references therein. From previous molecular beam experiments
performed on non-reactive scattering of CO from a bare MgO(001) surface26, a quasi-elastic scattering process was determined



Töpfer, Füchsel, and Tremblay 3

which appeared to be evident for a weak CO-MgO interaction. The angular scattering distribution assumed a cosinus-like depen-
dence27 and its shape was not much affected by an increase of the surface temperature from room temperature up to Ts = 400◦C.
This suggested low residence times of CO on the surface due to weak CO-MgO interactions. This is in accordance with heat
of adsorption measurements which have revealed a weak CO-MgO(001) attraction with contributions arising possibly from
dipole-polar surface interactions.28
From temperature programmed desorption experiments different CO-MgO(100) absolute binding energies were extracted. In

ref. 29 a value of Eads = 0.14 eV was reported, whereas a value of 0.4 eV was given in ref. 30. The situation on the theoretical
side is very similar. Early ab initio calculations performed at the Hartree-Fock level of theory computed a binding energy of
Eads = 0.4 eV31. With density functional theory energy values from 0 to 0.282 eV were obtained, see ref. 32 and references
therein. The reproduction of experimental values by electronic structure calculations is difficult due to a number of reasons
already outlined in ref. 33, including the fact that experiments itself have uncertainties.
The above experimental and theoretical efforts made to understand the elementary interaction of CO with MgO(001) empha-

sizes its importance for the description of the more complex CO oxidation reaction on Au clusters supported by MgO. In
this work, we present the first detailed theoretical dynamics investigation on the non-reactive scattering of CO from an ideal
MgO(001) surface. The interaction potential is represented by a high-dimensional PES adopting a force field ansatz which we
fitted to ab initio energy points obtained from cluster embedded calculations and the B3LYP functional34,35 in accordance with
our previous work.36 We are interested in determining energy transfer processes from the CO molecule to a MgO(001) surface,
angular scattering distributions, the importance of surface atom motion and that of the impact site for scattering properties.
The work is organized as follows. In the next section, we present methods and models. This includes the PES construction and

the reference ab initio data to which the PES is fitted, as well as details about the classical molecular dynamics simulations. In
the Results section, we characterize important features of the PES, and properties of scattered molecules from the rigid surface
compared with a scattering process on a non-rigid surface. Finally, we summarize the results in the Conclusion section and give
a brief outlook to future research.

2 METHODS AND MODELS

In this work we simulate the scattering dynamics of CO on a defect-free MgO(001) surface by means of quasi-classical molec-
ular dynamics (MD) simulation on a pre-computed potential energy surface. We investigate the scattering behaviour at normal
incidence for different incident energies and assess the impact of rigid versus movable surface ions on energy transfer processes
and internal energy redistribution. The interaction of the molecule with the surface is described in full-dimension, including
surface atom motion, using a reactive bond order force field (REBO-FF) adapted for the work by Busnengo and coworkers.37
Fig. 1 shows the coordinates used to describe the system dynamics: the cartesian positions of the surface ions subject to peri-
odic boundary conditions in the surface plane, the cartesian coordinates of the CO center of mass (COM), the internal CO bond
length R, and the polar and azimuth angles Θ and Φ. In the following, we will summarize the detail of the models and methods
used throughout this work.

2.1 Potential Energy Surface
Here, we use a modified version of the full-dimensional PES for gas-surface interaction proposed by Busnengo and co-
workers37, which is based on the reactive empirical bond order potential by Brenner et al.38 The REBO-FF expresses the
electronic structure as the sum of repulsive and attractive pairwise atomic interactions, with the chemical environment around
the bond treated as three-body terms, the so-called bond-order term. All pairwise interactions are weighted by a smooth
cutoff function depending on the distance between the atom pair. An additive non-binding contribution further improves the
description of the long range Coulomb force. The simple form of the REBO-FF renders evaluation of the PES efficient, which
is important for MD simulations.

In the present work, we modify the original form of the bond-order term, which is written as a sum of Legendre polynomials
for the angular dependency and a distance-dependent term with proper r−6 dispersive asymptotic behaviour. For a given system,
the two-body parameters and the bond-order term of the REBO-FF are fitted to reproduce a set of ab initio calculations at
different geometries (see next section). This is done here by fitting a first set of parameters for the two-body interaction of the
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FIGURE 1 Schematic representation of a CO molecule (red and black beads) approaching a MgO(001) surface (green and red
beads). The CO configuration is described by the cartesian position of its center of mass ({X, Y ,Z}), the internal bond length
(R), the polar angle Θ relative to the surface normal (not shown), the azimuthal angle Φ. The surface is described by a first
layer of 16 movable ions with cartesian positions {xi, yi, zi} (area within the blue box), embedded in a MgO(001) cluster with
periodic boundary conditions. The initial conditions for CO are defined by the initial kinetic energyEi, as well as a quasi-classical
ensemble corresponding to the ro-vibrational quantum numbers {�, j, mj}. The molecule is scattered at normal incidence in the
surface area defined by the purple box.

individual atoms of the molecule with the surface ions. These parameters serve as initial values for fitting sequentially the three-
body and two-body terms for the full molecular interaction with the surface. For the interaction of the atoms of the molecule
with those of the surface ions, the pairwise potential is damped in the range from 6.0Å to 8.4Å. This accounts for the long-
range Coulomb interactions. The parameters for the intramolecular interaction of CO are further constrained to reproduce the
experimental anharmonic vibrational spectrum39 with a weighting of 2:1 favoring the reproduction of ab initio points. The
interaction among surface ions is simplified to include only the two-body terms. The Coulomb interaction between surface ions
with the same charge is simplified to its repulsive part only. The interaction among the surface ions are smoothly damped in the
region from 3.0Å to 4.7Å. The detail of these modifications can be found in the supplementary material.
As a result of the fitting procedure described above, the PES remains below the chemical accuracy threshold (root mean

square error: ≤ 1 kcal/mol) up to an energy of 1.2 eV above the minimum. The PES reproduces all topological features of the
reference data, such as the two local adsorptionminima atop aMg2+ ion for CO pointing upwards (Eads = 0.17 eV) or downwards
(Eads = 0.08 eV). The experimental adsorption energy for CO on a bulk MgO(001) surface29 (E(exp)

ads = 0.14 eV) is also found
to be close to the value computed with the fitted REBO-FF.

2.2 Reference ab initio data set
The reference data set used to fit the parameters of the REBO-FF is calculated at the density functional theory level using
the B3LYP hybrid functional34,35, with the interaction with the surface computed using the periodic electrostatic embedded
cluster method (PEECM).40 The different structures represented in the data set are generated using the Atomic Simulation
Environment.41 Gas phase carbon monoxide is described by a 6-311+G* basis set of triple zeta quality and the potential path is
sampled by 120 reference points of different bond lengths between [0.8, 9]Å. The MgO(001) surface is simulated by a Mg25O21
cluster centered around a Mg2+ ion, embedded into a periodic array of point charges. Mg2+ and O2- ions of the substrate are
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described using 6-311G and 6-31+G basis sets, respectively. Using a lattice constant of L = 4.212Å results in a vertical ionic
potential of the cluster (IPcluster = 6.65 eV) close to the experimental value of IPexp = 7.110 eV.42 The potential for the surface
ions is sampled by moving two adjacent Mg2+ and O2- ions within the cluster in all three cartesian directions by up to 0.4Å
around the equilibrium geometry, amounting to 210 different configurations. The combined system of CO and MgO(001) is
sampled at the high-symmetry points in the surface plane ({X, Y } (Mg2+, O2-, bridge, hollow). The molecule-surface height
is sampled on the range Z ∈ [2.0, 15]Å, and the internal vibration from r ∈ [1.0, 1.4]Å. The orientation was varied from
Θ ∈ [0, 180◦] in 30◦ steps, and the azimuthal angleΦ fixed at either 0 or 45◦. All configurations with electronic energy larger than
5 eV above the global PES minimum where systematically discarded, amounting to a total of 1500 reference points. A similar
sampling strategy along the {X, Y ,Z} coordinates is used for the interaction of single C and O atoms on a MgO(001) cluster,
leading to about 150 reference points in each case. All electronic structure calculations are performed using the TURBOMOLE
7.1 program package.43,44,45

2.3 Dissipative molecular dynamics
The scattering of CO from MgO(001) is simulated by MD simulation using a full-dimensional analytic PES of the REBO-FF
form, including motion of selected surface atoms. Periodic boundary conditions are applied along the directions parallel to the
surface. In the dynamics, the surface is represented by a 4x4x1 slab of length 16.848Å, which is twice as long as the cutoff limit
in the REBO-FF potential (8.4Å). This prevents any double counting of molecule-surface interactions due to periodic boundary
conditions. To reduced computational cost, only the top layer ions within the area of the central 2x2 unit cell (16 ions in total)
are allowed to move. To simulate energy dissipation to the substrate phonons, the momentum p of the movable surface ions is
damped at each time step,

p′ = p ⋅ exp
(
−�� ⋅ Δt

) (1)
The damping rates for Mg2+ (�Mg = 2.237 ps) and O2- (�O = 2.670 ps) are obtained by fitting the dynamics of a displaced ion
in a freely moving slab to a damped harmonic oscillator (see supplementary material for detail). The equations of motion are
integrated numerically using the velocity-Verlet algorithm with a time step of Δt = 0.05 fs. The maximal total energy deviation
for simulation with a rigid surface remains below 1meV during the whole propagation.
The system is prepared in a series of initial conditions representing different initial translational energies (or impact energy,

Ei) for CO are sampled (Ei = [0.05 eV, 0.10 eV, 0.30 eV, 0.50 eV]). For each impact energy, at least 10’000 trajectories are used
to sample the quasi-classical initial conditions for a chosen ro-vibrational state of CO. The probe molecule always starts at a
height of 9.0Å and with momentum at normal incidence directed towards the surface. The surface temperature is set to Ts = 0K,
without zero-point energy (ZPE), by optimizing the ion positions to the minimum of the REBO-FF. All sampled trajectories are
distributed above the movable surface ions within the small purple area shown in Fig. 1 .
In all simulations, the impinging CO has an initial internal energy, E�,j,mj , associated with the ro-vibrational quantum state

defined by the vibrational quantum number �, the rotational momentum quantum number j and the rotational angular momentum
quantum number mj . The energies are defined by the ro-vibrational Hamilton operator of a diatomic molecule for a given j as

Ĥj (R) = −
ℏ2

2�
d2

dR2
+ V j

eff (R) (2)
where � is the reduced mass and R the bond distance of CO. The effective potential, Veff, contains the vibrational potential
energy in the gas phase and a rotational contribution

V j
eff (R) = Vgas (R) +

ℏ2

2�R2
j (j + 1) (3)

The ro-vibrational energy states are obtained by diagonalizing the Hamiltonian matrix, which is represented a basis of 128 sinc-
DVR functions46 in the interval r ∈ [0.69, 2.12]Å. While the quantum numbers {�, j, mj} remain fixed for a selected state, the
initial bond length R is determined by randomly choosing a time tR within half of the vibrational period of CO and using the
respective bond length R(tR). The initial angular orientation of CO with initial rotational momentum j > 0 corresponds to the
angular distribution Pj,mj (Θ,Φ) as described elsewhere.13 In the rotational ground state j = 0, CO is distributed according to a
sin(Θ) distribution and randomly along Φ.
To analyse the dynamics, we resort to energy binning to associate a quantum mechanically ro-vibrational state to the classical

momentum of a given trajectory. A trajectory is considered as scattered if the COmolecule reaches the initial height of 9.0Å and
has an outgoing momentum with respect to the surface (pz(CO) > 0). If this condition is not fulfilled by the final propagation
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time Tf, the molecule is considered trapped. In all simulations, Tf is chosen such that CO would cover at least 80Å in free
space with the given initial translational energy Ei. At the first turning point (first bounce on the surface) and at the end of each
propagation, the classical angular momentum L of CO is first used to determine an approximate rotational quantum number j
according to

||LΘ|| = ℏ
√
j(j + 1) (4)

assuming mj = 0. The rotational angular momentum quantum number mj can then be extracted by using the projection of the
angular momentum along the surface normal using the formula

LΦ = ℏmj (5)
Rounding to the nearest integer the approximate values obtained from Eqs. (4) and (5) allows to bin the classical momentum
into a ro-vibrational state with definite quantum numbers {j, mj}. The vibrational quantum number is then chosen by comparing
the internal energy of CO with the calculated ro-vibrational energy states of the Hamiltonian Eq. (2) at the given rotational state
j. The closest ro-vibrational energy state determines the vibrational quantum number �. At the incident energies investigated in
this work, the weak interaction of CO with MgO(001) is found to be insufficient to excite CO from its initial vibrational ground
state.

3 RESULTS AND EVALUATION

3.1 Potential Energy Surface Topology
Figs. 2 and 3 show selected 2D cuts of the PES that can be used to rationalize the scattering behaviour of CO at different
surface sites and incident energies Ei. The interaction energy between the CO molecule and a MgO(001) surface is mostly
determined by the electrostatic interaction between the molecular dipole and the surface ions. CO only exhibits a small dipole
moment in the gas phase, which is barely affected by the vicinity of the surface. Consequently, the magnitude of the interaction
remains well below that of covalent bonds, and the typical molecule-surface distance in the interaction region is found between
a chemisorption and physisorption. From a dynamical point of view, collisions at incident energies comparable to the potential
depth allow to probe the PES topologymore efficiently, leavingmore time to the projectile to approach the surface in a favourable
orientation and inducing significant vibrational and rotational energy redistribution. Because the CO-MgO(001) interaction is
so weak, the topological effects will disappear rapidly as the initial velocity of the scatterer increases. Figure 2 reveals a larger
corrugation of the potential along angle Θ with CO placed atop O2- (bottom left panel) and the bridge site (top right panel) than
atop Mg2+ (top left panel). The position of the PES minimum atop O2- is also tilted by about 60◦, with the hollow site (bottom
right panel) representing an intermediate case. These findings imply that a higher rotational force will be felt by CO molecules
scattering from an O2- ion at the surface and away for the Mg2+ ion.
For CO in the upright position, i.e., with C closer to the surface, the molecule is found in its global potential energy minimum

atop the Mg2+ ions, while it remains far from the surface above O2- ions. This will affect the time of flight before collisions
occur at each ionic sites. In the downward conformation, a shallow potential minimum is found atop the Mg2+ and at the bridge
site. This can be understood from the REBO-FF parameters, which predict a stronger interaction between C andMg2+ ions. This
leads to a preference for a Mg2+–C–O alignment, which explains that the PES minimum at the bridge site is found at about 35◦
with the oxygen pointing away (Φ = 0◦). This defines a broad flat potential valley around Mg2+ that will tend to attract CO at
low impinging energies and confers a stronger degree of alignment to the scattered molecules.
The right panel in Fig. 3 shows the potential surface of CO at different heights inZ along the 1D path in theXY -plane. The

path is chosen to sample all important high-symmetry points along the surface, going from Mg2+ over the bridge site to O2- and
via the hollow site back to Mg2+. It is sketched as a dashed line in the top left panel. The potential cut shows a strong corrugation
when CO stands upright (top right panel). At Θ = 45◦, the PES minimum shifts towards the bridge position, favoring the linear
arrangement between Mg2+–C–O. It is interesting to note that the well depth remains almost unchanged. This is indicative of
a relatively flat topology around Mg2+ ions, as long as the preferred orientation can be adopted. This is likely to favor trapping
upon scattering at low incident energy, as the molecule will be attracted towards the most stable adsorption minimum.
Also, the large lateral force applied on impinging CO molecules should lead to a broader distribution of the scattering angles

for the molecules scattering from regions belonging to Mg2+ ions. This is not what is observed, as will be shown below. The
comparably deep potential wells for CO with upright orientation allows the favourable realignment at low impact energy and
thus gaining rotational momentum but lowering the effective lateral force. For CO at Θ > 90◦, the interaction energy with the
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FIGURE 2 Potential energy surface cuts in theZΘ-plane. The center of mass of CO is placed atop Mg2+ (top left panel) or O2-
(bottom left panel), at the bridge site (top right panel), and at the hollow site (bottom right panel). The azimuthal angle points
towards the neighbouring ion (Φ = 0◦, and Φ = 45◦ at the hollow site) of the closest ion (Φ = 180◦). The CO bond length R is
optimized at each point.

surface is too weak to favour such adiabatic reorientation. For all impact sites, the potential energy surface is too flat to influence
the dynamics at larger incident energies and the large lateral force applied on impinging CO molecules should lead to a broader
distribution of the scattering angles for the molecules scattering from regions belonging to Mg2+ ions.
On the contrary, the PES is almost flat in the XY -plane when the CO lies parallel to the surface, with some small degree

of corrugation when the molecule points downwards. As a consequence, trajectories scattering from O2- ions should show a
narrower distribution of scattering angles. CO impinging at around Θ = 90◦ shows a moderate rotational gradient around Θ
at all high symmetry points in Fig. 2 . The translational motion normal to the surface will probably be converted into a larger
rotational excitation, that additionally couples with the lateral movement and results in a broader scattering angles distribution.

3.2 Scattering from a Rigid Surface
In this section, we aim at understanding the role of the potential topology on the product distribution of the CO/MgO(001) scat-
tering process. Figure 4 shows the translational energy loss (top panels), the rotational excitation probability (central panels),
and the scattering angle distribution (bottom panels) for the normal incidence scattering of CO initially in the ro-vibrational
ground state (� = 0, j = 0) from a rigid surface. Simulations for CO(� = 0, j = 1) show similar trends and will not be discussed
in detail (see supplementary information for detail). As expected, the translational energy loss increases smoothly with higher
rotational excitation. No vibrational excitation is possible due to the very weak molecule-surface interaction and the low initial
translational energy, which is much lower than the CO internal stretch mode vibration (∼ 2140 hc/cm). As a consequence, all
translational energy is converted to rotational motion in the case of a rigid surface. This is confirmed by looking at the average
translational energy loss (⟨ΔEi⟩), which is equal to the rotational energy gain (⟨ΔEj⟩) at all incoming energies, within the accu-
racy of the present computational setup. Although the translation energy loss increases as a function of the initial translational
energy, its relative importance decreases. This is due to the weak interaction with the surface and the reducing contact time at
higher velocities. The central panels reveal a weakly structured final rotational state distribution at low incident energies. Fitting
to an ideal Boltzmann distribution yields an approximate linear relationship between incident energy and rotational tempera-
ture. The agreement with the Boltzmann fit is better at higher energies, where the small features in the rotational distributions
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FIGURE 3 Potential energy surface alongZ and a 1D path in theXY -plane of the surface for different anglesΘ. The CO bond
length R and the angle Φ are optimized at each reference point.

disappear. This double peak structure at the lowest incident energy is better observed in the scattering angle distribution (bottom
panels). Whereas it is unimodal, smooth, and narrow at Ei = 0.30 eV, two peaks at ∼ 20◦ and ∼ 40◦ can be distinguished from
the broad distribution at Ei = 0.05 eV. The distribution becomes narrower and the peaks disappears in the intermediate case at
Ei = 0.10 eV, while the direct back scattering at small angles becomes more probable. Because of the weak molecule-substrate
interaction, the effect of the potential topology on the scattering products vanishes rapidly with increasing incident energy. In
particular, the very low trapping probability, Ptrapped, observed on the rigid surface at Ei = 0.05 eV completely vanishes.
To understand the final rotational probability and scattering angle distributions, the role of the impact site and of molecular

orientation is investigated. To this end, the surface is divided in areas belonging to Mg2+, to O2-, and to hollow sites, using the
effective ionic radii by Shannon47. The effective ionic radii of Mg2+ (rionic(Mg2+) = 0.86Å) and O2- (rionic(O2-) = 1.22 Å) are
scaled down by a factor s = 0.993, such that the sum of both diameters corresponds to the lattice parameter of the unit cell,
L = 4.212 Å. The resulting ion areas are delimited in the left panel of Fig. 3 by orange and purple lines for Mg2+ and O2-,
respectively.
Fig. 5 shows rotational excitation probability and scattering angle distribution for trajectories at different impact sites,

together with the angular orientation Θ of CO upon impact. At the low incident energy (Ei = 0.05 eV, left panels) the two peaks
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FIGURE 4 Scattering of CO(� = 0, j = 0) from a rigid MgO(001) surface at different initial translation energies Ei. Top
panels: State-resolved translational energy loss. The average translational energy loss (⟨ΔEi⟩) and average rotational energy
gain (⟨ΔEj⟩) are given in red and blue, respectively. Central panels: Rotational excitation probability, P (0, j′), and best fit to a
Boltzmann distribution (red line). Bottom panels: Scattering angle probability distribution.

observed in the rotational distribution in Fig. 4 originate from two different orientations of CO at the impact. This distinction
is particularly clear for scattering from the Mg2+ ions (top left panels). The peak at lower scattering angles is caused by tra-
jectories where CO is upright, while CO pointing downwards is mostly responsible for the peak at higher angles. Low incident
energies provide a longer time for CO to adopt an energetically favorable orientation than at higher incident energies. Guiding
the molecule towards the optimal Mg2+–C–O alignment effectively minimizes the force along the angle Θ, as can be seen from
the potential curves in Fig. 2 . This results into a lower rotational excitation and smaller scattering angles for trajectories col-
liding with Mg2+ ions than with O2- ions or on hollow sites. CO pointing downwards shows a peak at larger scattering angle
despite the flat potential topology (bottom right panels of Fig. 3 ). This might result from a more effective coupling between
rotational and lateral movement, which is not visible from the figure. The different scattering angle distributions between the two
CO alignments upon impact decreases at larger incident energies (top right panels). While the scattering angles of upright CO
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FIGURE 5 Influence of the impact site and of molecular orientation (Θ at impact) on the j-resolved rotational excitation
probability (P (0, j′)) and the scattering angle distribution Ps. CO(� = 0, j = 0) is scattered from a rigid surface at different
initial translational energies Ei = {0.05, 0.30} eV. Results for areas belonging to Mg2+, O2-, and hollow sites are respectively
depicted from top to bottom.

slightly increases, downward CO becomes narrower and shifts to lower scattering angles. The weak CO-MgO(001) interaction
reduces the influence of surface corrugation and, with it, of the orientational gradient. It is important to note that, at the Mg2+
impact site, the proportion of upright to downwards collisions remains about constant (35% and 65%) at all incident energies.
On the contrary, the spread of the distributions becomes much smaller as the velocity of the projectile is increased.
The trajectories at the O2- impact site (central panels of Fig. 5 ) show a more uniform, non-thermal distribution of the rota-

tional excitation probability (P (0, j′). Similar to dynamics at theMg2+ impact site at low incident energies, upright COmolecules
are found at the lowest scattering angles and downwards molecules scatter at higher angles. Molecules oriented parallel to the
surface also tend to scatter at larger angles and to become rotationally more excited. This is a consequence of the PES topology,
which shows a larger gradient along Θ at ∼ 90◦ for CO atop of O2- (bottom left panel of Fig. 2 ). The coupling between rota-
tional and lateral movement causes larger scattering angles despite the rather flat potential of parallel CO around O2- (center right
panel in Fig. 3 ). This is accompanied by a higher degree of rotational excitation as the molecule tries to recover the favored
Mg2+–C–O alignment, i.e., following the potential gradient in the hollow site (from the third to second panels in Fig. 3 ). At
higher incident energies, these effects vanish and both the rotational excitation probability and the scattering angle distribution
become narrower due to the reduced contact time with the surface.
Somewhat surprisingly, trajectories impinging at the hollow site show a similar rotational excitation probability as those at

the O2- impact sites, but with a broader distribution of impact angles leading to the highly excited rotational states. On the other
hand, the scattering angle distribution is found between that of the two ionic sites. The azimuthal angle Φ has a large impact
on the surface topology for non-perpendicular CO molecules at the hollow site. The potential character changes from strongly
attractive if CO aligns towards two Mg2+ (i.e. Φ = 45◦ as shown in the bottom right panel of Fig. 2 ) to weakly bound when
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aligning towards an O2- ions (i.e.Φ = 135◦). A definite explanation becomes difficult with the given evaluation of the scattering
results, but the potential topology at the hollow site seems to confer a strong orientation to the molecule, which is less subject to
translational motion then at the O2- impact site. At higher incident energy (bottom right panels), the scattering angle distribution
becomes narrower and the rotational excitation probability becomes almost indistinguishable from that at the O2- site. All subtle
effects stemming from the PES corrugation are lost, while they are still visible at the Mg2+ site.

3.3 Influence of Surface Ion Motion
In this section, the influence of movable surface ions on the energy redistribution upon scattering is discussed. Fig. 6 shows an
overview of the rotational excitation probability and scattering angle distribution for different incident energies Ei. Unsurpris-
ingly, the loss of the initial translational energy is larger for scattering on a movable surface than from a rigid one. On the other
hand, the avergage rotational energy gain gets smaller than on rigid surface and amounts to about half of the translational energy
loss for all incoming energies studied. The remaining translational energy goes into the surface ion motion, which reduces the
energy redistribution to the CO rotation. Consequently, excitation probability of lower rotational states becomes more likely
and the distribution is shifted to the left (see central panels). This observation remains valid at larger incident energies. The
excitation probability distributions deviate more strongly from the ideal Boltzmann case (red curve), but the associated temper-
atures are much lower than in the rigid surface case. Further, a shoulder in the rotational state distributions can be observed at
higher js for all initial translational energies, contrary to rigid surface scattering. Such a shoulder is not observed in the scatter-
ing angle distributions, which is also broader at low incident energies when surface ions are allowed to move. The distribution
for Ei = 0.30 eV is close to the scattering angle distribution on a rigid surface. This is possibly due to the diminishing contact
time and the long lifetime of surface phonons, as can be inferred from the ion damping rate in Eq.(1). Interestingly, the trapping
probability (Ptrapped) is only significant at very low impinging energies (Ei = 0.05 eV). While it is also increased atEi = 0.10 eV
compared with rigid surface simulations, energy loss to phonons seems to be too inefficient to significantly enhance trapping.
This result can again be understood from the damping rates in the cluster. They operate on the few picosecond regime, which is
much longer than the contact time upon scattering. Note that the trapping probabilities should be taken with caution, since they
are computed classically and neglect the zero-point energy of the system.
To shed light on the origin of the double peak structures, the left panels of Fig. 7 show the rotational excitation probability

and the scattering angle distribution for different impact sites at the surface. The probabilities are further decomposed according
to the CO orientationΘ upon impact. Only the results at the lowest incident energy are shown since the interaction time is longer
and the trends become clearer. As opposed to Fig. 5 the scattering angle distribution (black) at the Mg2+ impact site exhibits an
intense and narrow peak at small angles. According to the impact angle (green colormap), it is associated with CO approaching
the surface in an upright orientation. This is associated with a rotational state distribution (blue) that is markedly skewed towards
low js, with an important dip at j′ = 1. This strong localization can be explained as follows: as CO approaches the surface at low
incident velocities, it is dragged towards the Mg2+ surface ion, which is pushed below the first surface layer upon impact. This
constrains the motion of the CO projectile by creating a stronger confinement potential than on a rigid surface. This cone-shaped
potential prevents deviation of the scattered products from normal incidence. It further restricts rotational motion and confers
a large degree of orientation to the scattered molecules. Since j = 0 is associated with a spherical orientation distribution, it
explains the much lower population observed in this outgoing state. The lower adsorption minimum and broader potential cone
for CO pointing downwards lead to a lower degree of localization. Consequently, the associated rotational excitation probability
and scattering angle distribution behave more thermally. Simulations at higher incident energies behave similarly and will not
be detailed here (see supplementary material).
The trajectories scattering around the O2- impact site (central left panels) also exhibit rotational cooling as compared to

simulations on the rigid surface. Upright CO is more strongly represented at low js. As on the rigid surface, rotational excitation
is lower for downward CO upon impact, while a parallel alignment results into larger values in j. The scattering angle distribution
correlates well with the optimal Mg2+–C–O alignment, corresponding to the minimum structure at the bridge site (see Fig. 3 ).
For this case the potential shows a low corrugation along the angleΘ and the motion parallel to the surface. As it is also observed
at the Mg2+ site, surface ion motion leads to a more efficient reorientation of CO towards the energetic minimum structures.
This subsequently increases the probability of excitation to low rotational states and small scattering angles. The influence of
the impact orientation on the rotational transition probability and scattering angle distribution remains otherwise qualitatively
similar to the rigid surface simulations. The same observation can be made for the remaining trajectories around the hollow site.
The general trends are thus strongly dominated by the topology of the potential, despite the low interaction energy.
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FIGURE 6 Scattering of CO(� = 0, j = 0) from a MgO(001) surface including surface atom motion at different initial transla-
tion energies Ei. Top panels: State-resolved translational energy loss. The average translational energy loss (⟨ΔEi⟩) and average
rotational energy gain (⟨ΔEj⟩) are given in red and blue, respectively. The standard deviation for the binning is shown as black
bars. Central panels: Rotational excitation probability, P (0, j′), and best fit to a Boltzmann distribution (red line). Bottom panels:
Scattering angle probability distribution.

Further information about the energy transfer to the surface can be obtained from the time of flight (ToF) spectra, which are
inversely proportional to the translation kinetic energy of the scattered molecules. It is shown in the central and right panels of
Fig. 7 (purple), along with the position of the Z turning point upon impact (ZT, brown). The ToF spectra reveal an important
loss of translational energy when CO molecules hit the surface pointing upwards. This observation holds for all simulated
incident energies and impact areas, and it is a signature of internal energy redistribution. Scatterers adopting another orientation
upon impact are less thwarted in their motion and retain more kinetic energy in the exit channel. Consequently, they should be
observed first in a ToF spectrum. While all impact sites have a relatively similar profiles, with a larger peak at high velocities
(short times), the separation between upright and downwards orientations is larger for collision at the Mg2+ site. This confirms
that scattering in the downwards orientation is a more direct and more adiabatic process.
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FIGURE 7 Site-resolved scattering of CO(� = 0, j = 0) from a surface with movable surface ions. Left panels: Rotational
excitation probability and scattering angle distribution at different impact sites. (top: Mg2+, centre: O2-, bottom: hollow) for
an incident translational energy of Ei = 0.05 eV. The decomposition according to the CO orientation Θ is shown in the green
density maps. Central and left panels: Time of flight spectra (ToF, purple) and position of theZ turning point upon impact (ZT)
at different incident energies (Ei = {0.05, 0.30} eV).

At low incidence energies, the turning pointZT indicates that scattering happens further away from the surface for the down-
wards orientation, while late scattering is observed for COmolecules incoming in an upright orientation. This can be understood
from the topological feature of the PES (see Fig. 2 ). CO reaches a more repulsive potential later at lower distances Z from
the surface around hollow and O2- impact sites when it is pointing approximately upwards. Assuming an optimal orientation
(Θ < 90◦), they go through a potential minimum valley with a late repulsive potential. Further, impinging molecules in a down-
ward orientation (Θ > 90◦) have no potential minimum and reach the repulsive wall of the PES at higher Z distances from the
surface, which amounts to a second peak in the distributions. This trend is reversed at higher incident energies (right panels)
for trajectories impinging at the Mg2+ site, when CO has less time to achieve an optimal orientation. While the distribution of
orientations upon impact becomes narrower for the hollow and O2- impact sites, the two peaks can still be distinguished at the
Mg2+ site due to deeper minima and the associated larger forces towards perpendicular orientation. At higher incident ener-
gies, CO molecules approach closer to the surface without significantly transferring energy to the long-lived phonons due to
the reduced contact time and the weak interaction with the surface. The molecules thus fly above the interaction potential and
reach, almost undisturbed in their initial orientation, the repulsive potential wall. The latter is found to be slightly closer to the
surface for CO in the downwards orientation. The low turning point and later scattering of CO molecules in the upright orien-
tation is in contradiction with experimental findings in other systems, where a narrow scattering is observed for early scattering
trajectories48. We attribute this difference to the fact that MgO(001) presents two types of surface ions, and that the mass ratio
between projectile and the surface atoms is close to unity. The latter will become important when considering energy transfer
to the phonons and the perturbation of the surface ions at the impact.
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Translational energy transfer from the impinging molecule to the surface depends on the mass of the projectile and the
impact site. In the Baule limit49, translational energy loss Δ is cast as a function of the adsorption energy and of the mass ratio
� = mads∕Msite between the molecule and associated the surface atom

Δ = 4�
(1 + �)2

(
Ei + Eads −

1
2
kBTs

)
(6)

The prefactor for the collisions at the O2- site is slightly smaller than on Mg2+ (0.926 vs. 0.995). At low incident energy, this can
be compensated by the small adsorption energy in the different conformations. For CO on MgO(001), stable adsorption minima
are observed on Mg2+ in both the upright (0.17 eV) and downward (0.06 eV) orientations. CO atop O2- adopts a meta-stable
adsorption state (0.09 eV) by keeping the favorably angledMg2+–C–O alignment. For CO in the upright orientation impinging on
the Mg2+ site, Eq. (6) predicts the largest translational energy loss (ΔMg−CO = 0.21 eV at Ei = 0.05 eV, and ΔMg−CO = 0.46 eV
at Ei = 0.30 eV). The ToF spectrum reveals that the energy loss for CO molecules adopting an upright orientation is much
larger than for the downward orientation. The reduced mass being equal, this finding is in agreement with the higher adsorption
energy for the upright orientation. At low incident energy, the Baule model further predicts a slightly larger translational energy
loss at the O2- site (ΔO−CO = 0.13 eV) than for CO molecules impinging downwards at the Mg2+ site (ΔMg−CO = 0.12 eV). This
effect is visible in the broader rotational distribution and in the longer ToF at the O2- site (see left and central panels of Fig. 7 ).
As the incident energies Ei increases, these differences rapidly become smaller, as the contribution of the adsorption energy in
Eq. (6) diminishes and the trends are almost reversed due to the larger prefactor for the collision on Mg2+. (ΔO−CO = 0.361 eV
vs. ΔMg−CO = 0.358 eV at Ei = 0.3 eV). Similar findings are made by Yamada and coworkers from scattering experiments of
CO on LiF(001).50 LiF has the same rock salt surface structure as MgO but lower ionic charges and shows a comparably weak
gas-surface potential. They conclude, that scattering with the oxygen atom of CO experience a more elastic scattering, where
the scattering induces only a small transfer of translational energy to the surface. Scattering of upwards oriented CO results
more often in trapping and multiple collisions. The latter is in agreement with our simulations, which reveal a large translational
energy loss for upwards CO, independently of the impact site.

4 CONCLUSION

This works reports on simulations of state-resolved CO scattering from an ionic MgO(001) surface at normal incidence, as a
case study for weakly interacting gas-surface system. A new global potential energy surface for the CO/MgO(001) system is
adjusted to a modified reactive bond order force field form, which is parameterized to new reference energy values from periodic
cluster embedding DFT-calculations. The shallow adsorption minimum of perpendicular CO atop a Mg2+ ion is close to the
experimentally observed result. The optimized force field is highly accurate, capturing the subtleties of the weak gas-surface
interaction up to potential energies of 1.2 eV above the potential minimum. The impact of energy transfer to the surface phonons
on the scattering behaviour of impinging CO is investigated by further parametrizing the force field to include surface ionmotion.
Irreversible dissipation of the surface energy is included by damping the motion of the surface atoms, which are found to have
relatively long lifetimes on the order of the picoseconds.
The scattering behaviour of CO molecules is found to depend strongly on the orientation of CO upon impact, especially for

collisions around Mg2+. An energetically more optimal Mg2+–C–O alignment results in lower rotational excitation and smaller
scattering angles. Parallel and downwards CO molecules shows larger rotational excitation and higher scattering angles. Energy
transfer to the surface ions increases the probability of lower rotational excitation and smaller scattering angles, which correlates
with the additional translational energy loss of CO towards the surface. This allows the thwarted CO molecules to adopt an
energetically more optimal alignment during impact, leading to an even narrower distribution at lower final rotational states and
scattering angles. At incident energies larger than the adsorption depth, energy transfer to the surface becomes less efficient and
scattering behaves as though on a rigid surface.
The observed energy transfer is well predicted by the Baule model, as a subtle interplay between weak adsorption and energy

transfer efficiency factors. While the mass ratio between CO and both surface ion types have a minor influence on the energy
transfer rate, the potential depth for the different impact orientations mainly determines the energy transfer rate. The case of CO
scattering from MgO(001), a surface with similar mass ratios for different impact sites, shows the importance of the potential
energy topology on the scattering behaviour. An energetically optimal impact orientation amounts to late scattering with larger
CO energy loss, lower rotational excitation, and smaller scattering angles. Early scattering for other orientations results in a larger
energy transfer towards rotational and lateral movements. The findings demonstrate that the CO scattering from MgO(001) at
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low incidence energies would provide a rich, yet challenging test systems for experimental measurements of weakly interacting
gas-surface systems.
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Chapter 4

Summary

This chapter provides an overview of the results published in the papers presented in the
previous chapter and shed light on their importance in the context of surface science. Our
work can be classified into the field of heterogeneous single-atom catalysis, which focus
on the catalytic potential of dispersed single atoms maximizing the efficiency of expensive
and limited materials. Heterogeneous single-atom catalysis is a field of research that got
increasing attention in the last years also due to improved possibilities in experimental
synthesis and spectroscopy of such surface systems.[5,6,9,11–13] We have chosen a system
that was found to be catalytically inactive to determine if it was possible to activate it by
light, thereby opening the new field of single-atom photocatalysis.[169] Our efforts focused
on mechanistic investigations to characterise the critical points of the potential energy
surface responsible for this lack of reactivity. This was followed by model simulations of
photoinduced dynamics, which revealed the necessity of full dimensional description due
to the systems flexibility. This lead to the development of high-dimensional force fields
for the catalytic system. We then proposed performing simple scattering experiments
and spectroscopic measurements to evaluate the quality of the potential energy surface
provided by the force field and probe the weak molecular interactions with the substrate.
Despite not reaching the final goal of investigating single-atom photocatalysis, significant
progress has been made on many fronts.

Paper A treated explicitly the reason, why single-atom catalysis of gold on a defective
MgO(001) surface does not work, as it was already known from experiment.[33] The
experiments show a limited catalytic activity for supported clusters containing 3 to 7
gold atoms and high activity for larger ones. The missing protection of the colour centre
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by a single gold atom and dimer from the reparation by oxygen insertion was assumed to
be the reason for the lack of catalytic activity. They might be not able to inhibit the
insertion of atomic or molecular oxygen. Our calculation confirmed this hypothesis and
provided the possible processes that lead to recovering a defect-free MgO(001) surface.
Our simulations further quantified the associated reaction energies and activation barriers,
allowing to identify the most likely mechanisms.

We considered each of the three possible charged colour centres F0, F1+ and F2+ on a
flat MgO(001) surface terrace. The neutrally charged F0 is by far the most frequent
one on a flat MgO(001) surface.[170] It has been shown, that the F0 colour centre is
also the most active in terms of adsorption strength to CO and O2 and for the bond
activation of the O2. The single positively charged colour centre F1+ shows no binding
interaction. This is in accordance to experiments of small neutral and negatively charged
gold cluster in the gas phase,[171] where small gold clusters with an odd number of
electrons show a larger interaction strength with O2. A single gold atom with an odd
number of electrons (79 e-) in combination with a F1+ colour centre behaves as a closed
shell system. The high polarization of double positively charged F2+ colour centres has
a long-range effect on the surrounding surface. This could not be fully covered by our
periodic electrostatic embedding, where the position of the charges are fixed. Thus, it
leads to a larger deviation from our predictions of the adsorption strength compared
with previous work by Pacchioni and coworkers,[65] who have used a polarizable shell
model. This allows for back-interaction of the cluster with the surrounding point charges.
Despite the limitations in our theoretical description, our findings should be relevant
to catalysis for the following two reasons: These two types of colour centres (F1+ and
F2+) represent a small minority of occurring vacancies on MgO(001) substrates and can
become neutrally charged colour centres (F0) by trapping further electrons.[170] Hence,
the accurate description of the chemical processes happening on the neutral colour centre
F0 can be seen as the most important one.

The accurate description of the F0 colour centre is demonstrated by good agreements
for the ionization potential of the defect site and the adsorption strength of CO on
Au1@F0-MgO(001) with previous theoretical work. In general our investigations reveal
the trend, that CO energetically adsorbs more strongly on a positively charged gold atom
while O2 prefers negatively charged gold atoms. This appears as a negative property of
the system at first glance since both reactants are not similarly stable on the gold atom
for different charged states. On the other hand, both CO and O2 can be co-adsorbed
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on positively up to negatively charged gold atoms to form multiple and metastable
states.[172,173] It is this metastability that usually confers catalytic potential to a given
system.
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Figure 4.1: Catalytic cycle for the oxidation of CO on Au1@F0-Mg(001) and possible termination
reactions determined from NEB calculations. Bold arrows denote the most likely reaction paths.
The reaction energy is calculated as the difference between initial and final state used in the NEB
calculation, corrected for the adsorption energy of the reactants. Potential difference (bold) and
activation energies (italic) are given in eV.

The chemistry of a single gold atom adsorbed on a F0 colour centre of a MgO(001)
surface shows a large variety when subject to a mixed atmosphere of CO and O2 gas, as
it is illustrated in figure 4.1. The large adsorption strength of a single gold atom on the
neutrally charged colour centre (2.64 eV) prevents the immediate insertion of molecular
oxygen into the vacancy by a large energy barrier (1.06 eV). In the unlikely event this
might happen, the additional two electrons located in the colour centre will strongly
weaken the oxygen bond and enable the CO2 formation from an incoming CO molecule.
In general, lower energy barriers are found for the sequential dissociation-reparation
reaction (0.60 eV) and the formation of a carbonate intermediate (0.84 eV).

The energy barrier for the formation of the carbonate state is the larger of the two. It
is followed by the dissociation of CO2 while the remaining oxygen atom moves into the
vacancy and restores the clean MgO(001) surface. The reconstruction of a defect-free
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MgO(001) is an important contribution for the low reaction barrier as it can be seen,
that a sequential dissociation and reparation process have a much higher energy barrier.
Such carbonate states are also reported for larger gold clusters in other theoretical works
and are supposed to act as a catalyst poison due to the high activation barrier for
the dissociation of CO2.[64,174] Noteworthy is also the small angle between the plane
of the carbonate intermediate and the surface plane which is not observed for defect-
free MgO(001) surfaces. CO and O2 could also form a carbonate state on defect-free
Au1@MgO(001) systems, where a perpendicularly aligned CO3 plane is energetically
favoured. The change from a perpendicular orientation on a bulk MgO(001) surface to
a more parallel one on electron rich surfaces as seen around F0-MgO(001) or at thin
MgO(001) films on metal support was also reported previously.[175]

In the case of a direct dissociation of CO2 without the formation of a carbonate state a
single oxygen atom remains next to the gold atom atop a Mg2+ ion. The insertion process
has such a small energy barrier, that the reparation of the vacancy cannot be inhibited.
At the end the colour centre is consumed after the formation of one CO2 molecule. The
oxidation process on a gold atom supported by a defect-free MgO(001) will have a much
higher reaction barrier such that the formation of further CO2 molecules is kinetically
hindered.

Colour centres on MgO(001) surfaces are created under harsh conditions by electron
bombardment.[170] The strong Coulomb interaction between the doubly charged ions
of the MgO substrate prevents any vacancy formation following a „chemical“ approach.
This statement might seem obvious, but it was reported that the catalytic oxidation of
CO on a single gold atom supported by CeO2(111) surfaces proceeds via the formation
of an oxygen vacancy.[16] For the present system, the reparation of the vacancy remains
energetically favourable for larger gold cluster. The larger cluster size and the stronger,
more rigid binding to the surface will kinetically inhibit the reparation process.

The major contribution of the colour centre is the provision of additional electron density
to weaken the bond within adsorbed O2. This electron transfer can also be observed for
ultra-thin MgO(001) surfaces deposited on a metal support like Mo(001) or Ag(001). It
is even stated that the O2 bond is sufficiently weakened for the oxidation of CO by an
ultra-thin MgO(001)/Ag(001) surface alone without a metal adatom.[176] The activation
barriers for the CO oxidation on a single gold atom supported by defect-free bulk
MgO(001) surfaces are too high to be reached thermally. The temperature is restricted by
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the diffusion barrier of a single gold atom, which is experimentally determined between
0.2 eV and 0.3 eV.[57,177] The conglomeration of gold atoms to larger clusters however is
estimated to have a reaction barrier twice as large as the diffusion barrier. The height
of the diffusion barrier is in agreement with EPR experiments[178] where the resonance
signal of gold’s unpaired 6s1 electron changes as a function of the temperature. They
observed a narrowing of the signal at 85 K and the decrease of the signal intensity
above 125 K. At 85 K gold atoms are able to overcome the diffusion barrier and begin
to rearrange on the MgO(001) surface, minimizing their repulsive interaction against
each other probably due to spin-spin interactions between the single gold atoms. The
rearrangement into a more dispersed coverage on the surface yields a narrower EPR signal
due to weaker disturbance by spin-spin interactions. This also explains the additional
barrier for the conglomeration towards larger gold nano-clusters, as seen by the vanishing
of the signal at higher temperatures. Using our calculation setup the diffusion barrier of a
single gold atom is well reproduced at 0.27 eV. From the results presented in paper A, it
becomes clear that single-atom catalysis on gold cannot take place on defective MgO(001)
surfaces.

Paper B covers the interaction of CO and O2 with group 11 metal atoms on a defect-
free bulk MgO(001) surface. Defect-free MgO(001) surfaces are less favourable for
the adsorption of metal adatoms but they represent the only possible route for single-
atom catalysis and its photocatalysis analogue. We extend our investigation to copper
and silver atoms to gain deeper insights in the interaction of ns1(n − 1)d10 transition
metals. In general, group 11 transition metals show a stronger affinity for O2 than
CO. While CO is adsorbed the strongest on copper (0.65 eV) and weakest on the silver
atom (0.18 eV), O2 shows a generally stronger adsorption but keeps the same order,
binding strongest to the copper atom (1.70 eV) and weakest to silver (0.91 eV). The
large increase in adsorption strength from CO to O2 for the three metal types becomes
clearer from energy decomposition analysis. The different ratios of the electrostatic
and orbital-relaxation contributions indicate a stronger ionic bond character of the CO-
Cu@MgO(001) interaction, while CO on Au@MgO(001) is bonded more covalently, which
is in accordance to copper’s larger polarizability than gold’s.[179,180] The contributions
for the CO-Ag@MgO(001) interaction energy are much smaller than for those of the
other metals. That correlates with the larger atomic radii of silver than for copper or
gold[181] and implies a softer, more diffuse bond. In contrast to CO, O2 has an electronic
triplet ground state which causes the large differences in the adsorption behaviour. While
CO is only slightly tilted on the metal atom to have a non-zero overlap between the ns1
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electron of the metal and the π orbitals of CO, O2 is strongly tilted to maximise the
overlap of one of its π∗ molecular orbitals with the ns1 orbital of the metal atom. Due
to the different spin state of the π∗ molecular orbitals and the ns1 metal electron their
overlap does not affect Pauli repulsion as it can be seen at the lower exchange-repulsion
contributions for the supported metal-O2 bonds than the metal-CO bonds. An exception
is the O2-Ag@MgO(001) system, where the exchange-repulsion contribution is higher
because of the much shorter equilibrium bond length between the silver atom and O2

than silver and CO. The adsorption strength between the supported silver atom and O2

is larger by a factor of five as between silver and CO. For gold and copper, it increases
only by a factor of two and three, respectively.

The strong bonding of O2 to the metal atom leads to a longer O2 bond of an adsorbed
oxygen molecule with more than > 1.3 Å as compared to the equilibrium bond length
of O2 in the gas phase with 1.208 Å.[182] Such behaviour fits to the calculated atomic
charges showing a large polarization by a strongly positively charged metal centre and
negatively charged oxygen atoms, caused by the electron transfer from the metal to the
anti-bonding π∗ orbitals of O2.
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Figure 4.2: Different conformers for the co-adsorbed CO and O2 on Au@MgO(001). The total
energy ∆E and activation barriers for the conformer conversion (italic) are given in eV. The peaks
in the IR spectra belong to calculated vibrational modes of the respective conformers.

Figure 4.2 shows four stable conformers of CO and O2 on a single supported gold atom,
all representing local minimum structures. These conformation are found for the co-
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adsorption on silver and copper atoms as well but at different relative energies and having
different activation barriers for the conformer conversions. If O2 is already adsorbed atop
the metal atom, the interaction with CO is rather weak and most energetically favourable
atop one Mg2+ ion next to the metal atom. If CO is adsorbed atop the metal atom, O2

can take several stable adsorption sites as it is shown with conformer B, C and D. Except
for conformer A, the adsorption energies for CO and O2 are higher than in the case of
the adsorption of single molecules, showing an important cooperative effect between both
gas molecules and the metal atom. This is further underlined by the adsorption sites of
O2 in the conformers C and D, which become a local minimum by placing a CO molecule
on the opposite side of the metal atom. In the absence of CO, O2 converges towards the
conformation of a single adsorbed O2 molecule during the structure optimization. The
cooperative effect can be also understood by energy decomposition analysis. It reveals
an increased energy gain for the orbital relaxation if CO is co-adsorbed, resulting into a
potential minimum for O2 at this adsorption sites. Conformation B can also be found in
the gas phase structure for CO and O2 on a gold atom and presents a good precursor
state for a CO2 formation reaction.[172]

While conformation B is the most stable on the gold atom, the energy of the conformers
B, C and D are quite close in range within 0.05 eV on the supported silver atom. On
supported copper atoms, conformers C and D are the energetically most stable ones
and conformation B is about 0.41 eV higher in energy. The activation barriers for the
conversion between the conformers are the lowest in the copper system and the highest
for gold but would probably still allow the conversion towards the respective energetically
lowest conformation.

(a) (CO)2Cu@MgO(001) (b) (O2)2Cu@MgO(001)

Figure 4.3: Most stable confomers for respectively two co-adsorbed (a) CO or (b) O2 molecules
on Cu@MgO(001).
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We have also considered the co-adsorption of two CO or O2 molecules instead. Gold and
silver atoms are not capable of adsorbing two molecules simultaneously with comparable
strength, as for the mixed adsorption case. The energetically most stable co-adsorbed
situation is either the first CO or O2 molecule adsorbed atop and the second one next to
the metal atom on a Mg2+ ion. Figure 4.3 shows stable configurations on the supported
copper atom, where either two CO or O2 molecules are strongly adsorbed. Two CO
molecules energetically prefer to form a trigonal planar configuration with the copper
atom and the underlying O2- ion, where the plane is perpendicular to the surface. The
adsorption energy of a second CO molecule (0.52 eV) is about 1 eV lower in energy
than the adsorption of a O2 molecule (1.56 eV), if we regard the respective most stable
conformation D for mixed co-adsorption on the supported copper atom. Two O2 molecules
take the positions as O2 in conformers C and D on the opposing site of the copper atom.
The adsorption of a second O2 molecule yields no energy gain (≈ 0 eV), while a CO
molecule shows an adsorption strength of 0.49 eV. Regarding the adsorption energies,
these homomolecular co-adsorbed conformations are energetically less stable than the
mixed co-adsorbed conformers on the copper atom, but they could still be kinetically
stable as the energy barriers for substitution reaction are not determined.

Figure 4.2 further present the calculated IR spectra of the four shown conformers. The
red peaks correspond to the lower fingerprint spectra while the blue and black peak
denotes the intensity and frequency of the O2 and CO stretch vibrations, respectively.
For all given conformers, the frequency of the O2 stretch vibration remains almost
unchanged around 1160 ± 30 cm-1. That is about −380 cm-1 below the O2 gas phase
vibration frequency of 1580 cm-1.[183] The red-shift in the co-adsorbed case is lower than
in the single adsorption of O2 on the supported gold atom with −450 cm-1 but still
high and relatively constant over all the given characteristic conformations. Regarding
the frequency shift in CO, it shows an even larger red-shift by −380 cm-1 of its stretch
frequency in conformer B than in its optimised single-adsorbed structure. The red-shift
is much weaker in all other shown conformers, due to either a larger distance to the gold
atom as in conformer A, or an almost linear alignment to the gold atom as in conformer
C and D. As mentioned above, a linear alignment will not support the π-back donation
from the golds 6s1 orbital to the anti-bonding π∗ molecular orbitals of CO, which is the
origin of the C-O bond weakening and decreases the frequency of the stretch vibration.
The green peak in conformer B belongs to the OC-O2 vibration corresponding to the
reaction path which leads to the formation of CO2. The minimum energy path for the
CO2 formation are determined by NEB calculations and results into reaction barriers of
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1.19 eV on the supported gold atom. This is clearly thermally unaccessible regarding the
energy barriers for diffusion and conglomeration of single gold atoms to larger nano-cluster.
The analogous reaction barrier on supported copper and silver atoms are lower in energy
with 0.65 eV and 0.72 eV, respectively. However, the calculated diffusion barrier for silver
on MgO(001) of 0.15 eV and the slightly higher conglomeration barrier will not prevent
any aggregation of the silver atom. Further, the initial conformation B on supported
copper atoms is energetically much less stable and unlikely to be populated in practice.
For the sake of completeness, the calculation yields a barrier of 0.44 eV for the diffusion
of a single copper atom atop MgO(001), comparable to the reaction barrier for CO2

formation.

As for the gold atom on a defective F0-MgO(001) surface there exists an energetically
highly stable carbonate structure for the defect-free system as well, with the qualitative
difference that the CO3 plane lies perpendicular to the surface. If the carbonate state
would be formed on a supported gold atom, the dissociation of CO2 would be also very
unlikely within the possible reaction conditions, as it was also found for larger gold
clusters.[64,174] In any case, this issue would unlikely to be observed in practice due to
the high reaction barrier for the formation of the carbonate state. The activation barrier
is of the same order of magnitude as the reaction barrier for the CO2 formation starting
from conformer B of figure 4.2. This makes also sense in the way, that if a single gold
atom on a defect-free MgO(001) surface is not capable of weakening the O2 bond as
much as necessary to lower the activation barrier for the bond breaking, why should it
be any different for the formation a carbonate specie. First NEB calculations confirm a
large reaction barrier larger than > 1 eV. Hence, further investigations of this reaction
path were not pursued.

A promising strategy to initialise CO2 formation starting from conformer B is the specific
excitation of vibration by light. Pumping energy selectively along one bond could allow
to bypass the thermal activation barrier and favour the photocatalytic reaction over the
diffusion and aggregation of metal clusters. The well isolated vibrational mode of the
OC-O2 fragment on the supported gold atom seems to be a suitable target for a specific
excitation with infrared light. The excitation process can be simulated by quantum
dynamical methods, which first needs a potential energy surface representative of the
system. Due to the complexity of quantum dynamical methods, only a reduced number
of dimensions can be studied. The potential should thus contain the most important
degrees of freedom. Intuitively, that are the distances between the carbon atom and
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the closest oxygen atom of O2 as well as the O2 bond. Both dimensions would cover
the CO2 formation and the O2 bond breaking, respectively. Unfortunately, a proper
potential energy surface covering the catalytic oxidation of CO by O2 on a supported gold
atom crucially depends on more than these two degrees of freedom. The reaction barrier
highly correlates with the position of the second oxygen atom of O2, which should remain
adsorbed to the gold atom after CO2 leaves. If the oxygen stays unbound and isolated, the
reaction barrier will be dramatically higher in energy. On the other hand, the adsorption
of the remaining oxygen atom is energetically not favourable if the carbon atom stays
close to the gold. Thus, the reaction path can be summarised as the simultaneous (1)
bond formation between the carbon atom and the closest oxygen atom of O2, (2) bond
breaking of O2, (3) adsorption of the remaining oxygen atom of O2 to the gold atom and
(4) desorption of the C atom by the desorption of the formed CO2 molecule. At least four
degrees of freedom are required to minimally describe the seemingly easy process of CO2

formation. The description of the strongly correlated motion of atoms is not a trivial
task. The quantum dynamics simulation on 1-dimensional potentials does not need any
consideration of the coupling between the degrees of freedom and the coupling of motions
on a 2-dimensional potentials is trivial. It becomes complicated for three dimensions but
still feasible by using, for example, Jacobi coordinates, and extremely hard for more than
that. This exponential scaling of the numerical cost of quantum dynamical methods is
known as the „curse of dimensionality“.

Figure 4.4: Sketch of adsorbed CO and O2 molecules on a gold atom in the gas phase. The red
lines denote the chosen Jacobi coordinates r1, r2 and r3 to describe the relative movement within
the system. The position of the oxygen atom of CO is relaxed for each configuration defined
by the three Jacobi coordinates. The black dots mark the centre of masses on the respective
coordinates r1 and r2.

One cost effective way to tackle the quantum dynamics of a multidimensional system
is by using the multi-configuration time-dependent Hartree (MCTDH) method.[184,185]

We attempted to describe the reaction by a three dimensional potential surface using
Jacobi coordinates as shown in figure 4.4. It is to mention, that coordinate r1 in figure
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4.4 is further simplified by originating from the carbon atom and not the centre of mass
of the CO molecule. A set of 3-dimensional reference data, reduced from a 5-dimensional
adiabatic potential energy scan of the CO and O2 on a single gold atom in the gas phase,
was used to fit a model potential energy surface for the system. The gas phase system
also sustains similar initial co-adsorbed states like conformer B of the co-adsorbed state,
and comparable reaction paths are also observed. In the framework of an internship,
we have fitted a three-dimensional potential energy function and performed dynamic
simulations with different initial conditions using the MCTDH method. The simulations
revealed the possibility of CO2 formation at a sufficient levels of vibrational excitation.
However, the reduced dimension potential energy surface was found to only reproduce
qualitatively the ab initio data due to strong intermode coupling. The potential energy
surface is not able to cover all the necessary degrees of freedom of the real system.

The unfavourable scaling of quantum dynamical simulation methods and the limitation
of the reduced-dimension model bread the need for a suitable approach for describing
the system. Here, we thus proposed to define a global full-dimensional force field for
the reaction and perform quasi-classical molecular dynamics simulations for various
processes involved in the catalytic cycle. Such a force field must be able to cover the O2

bond breaking and the formation of CO2, respectively. A reactive bond order force field
(REBO-FF) is often represented as a sum of two-body interaction potentials describing
the bonds, affected by three-body terms describing the chemical environment of these
bonds. We have chosen the REBO-FF proposed by H. F. Busnengo and coworkers
and fitted the parameters of the force field following a stepwise procedure from smaller
systems to the larger and more complicated ones. During the process we modify the
form of the three-body terms, which consider the influence of the chemical environment
atom-wisely on the interaction between two atoms as a function of their distance and
angle. The description of the interaction between CO and a clean MgO(001) surface
was achieved with a high accuracy, up to more than 1 eV above the global potential
minima. The dissociation limit of CO on a MgO(001) surface is experimentally found to
be about 0.14 eV.[82] The determination of the adsorption energy and accurate modelling
by quantum mechanical methods have taken a decade due to the difficulties in describing
weak interaction strengths.[84,85,186,187] Our final parameter fit of the REBO-FF are
able to reproduce the correct minimum conformation of CO adsorbed perpendicularly
atop a Mg2+ ion with a potential minimum of 0.17 eV. As the next step towards the
full-dimensional force field for the catalytic reactions the interaction potential of CO
around a single gold atom supported by the MgO(001) surface was fitted using the REBO
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form. However, the accuracy was not sufficient enough to describe the molecule in the
entry channel and at higher energies above the global minimum of the potential energy
surface. This is due to the rigidity of the REBO-FF functional form, which only contain
up to three-body interactions. Future refinements of the potential energy surface will
require a more sophisticated form for the chemical environment, which can be achieved
using machine learning strategies such as deep neural networks.[188–191] Nevertheless, to
unravel intermode coupling in the vicinity of the surface, high-dimensional vibrational
spectroscopic analysis of CO on the clean MgO(001) surface and on the deposited adatom
has been performed. The results are preliminary and the method is beyond the scope
of the present thesis. Thus, discussion of the effect of the surface nanostructuring on
vibrational modes will be postponed to later. As a preview, it appears that the frustrated
rotations, the translations, and the surface mode (the CO-surface motion) are strongly
mixed in the vicinity of the adatom. These could be directly probed experimentally to
reveal the nature of the molecule-surface interaction.

In order to assess the quality of the REBO-FF for the CO-MgO(001) interaction, we
investigated the scattering of CO from the surface, simulating state-of-the-art molecular
beam experiments. Since the interaction of CO with MgO(001) is very weak, the
simulations provide a stringent test for the force field.

In many scattering simulations of diatomic molecules on a periodic surface the potential
energy surface is described using spherical coordinates for the internal degrees of freedom
of the molecule, and the distance of its centre of mass to the surface. It further uses
the two-dimensional periodicity parallel to the surface, which must be accounted for
during molecular dynamics simulation. This prevents the consideration of the surface
atom movement which are important to dissipate collisional energy. Our force field is
based on two-body interactions weighted by the surrounding atoms and is not bound to
a perfect periodicity of the surface structure during the simulation. It is thus to include
surface atom movement in the molecular dynamics simulations of CO scattering from
a defect-free MgO(001) surface. The impact on the scattering simulations is expected
to be large due to the similar masses of CO and the surface atoms. it is known that
coupling to surface phonons decreases for large mass differences between surface atoms
and incident molecules. Similar effects have been observed in scattering experiments
of light gas molecules on heavy metal surfaces.[192–194] Further, in grazing incidence
diffraction experiments with incident energies in the range of kilo electron volt,[195]

reduced coupling to surface phonons is also observed. All these phonon couplings can be
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included in our simulations, which render our prediction of state-to-state scattering more
accurate.

Another type of coupling that could affect the scattering simulations, whose impact
is strongly debated in the literature,[196] is the electronic friction due to the creation
of electron-hole pair in the substrate by non-adiabatic interactions with fast moving
molecules. Electronic friction acts a damping force on the movement of the gas molecules,
which is strong in the vicinity metallic substrates with energetically close electronic
states.[197] In recent years, the theoretical computation of the friction coefficients[198,199]

and the impact on slow and vibrationally cold gas molecules[200–202] have been hotly
discussed. The clean MgO(001) surface, in contrast, has a bandgap of about 7.1 eV.[203,204]

it will experience negligible electronic friction, especially for low incident energies used to
probe the weak interaction with the surface.

(a) Rigid surface (b) Movable surface

Figure 4.5: Scattering of CO(ν = 0, j = 0) from a (a) rigid and (b) movable MgO(001) surface
at different initial translation energies Ei = 0.05, 0.30 eV. Top panels: State-resolved translational
energy loss. The average translational energy loss (〈∆Ei〉) and average rotational energy gain
(〈∆Ej〉) are given in red and blue, respectively. Central panels: Rotational excitation probability,
P (0, j′), and best fit to a Boltzmann distribution (red line). Bottom panels: Scattering angle
probability distribution PS .
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Paper C shows the results for the molecular dynamics simulations of CO scattering on
a clean MgO(001) surface. We focused on the state-to-state scattered products for the
molecules initially prepared in the first lowest ro-vibrational states (ν = 0, j = 0, 1), at
different initial translation energies for CO impinging at normal incidence. The results
show the importance of the energy transfer from the impinging CO molecule to the surface
atoms and the anisotropy of the potential for the upwards and downwards orientations
of CO relative to the surface.

Figure 4.5 shows the translational energy loss, the rotational excitation probability, and
the scattering angle distribution for scattered CO molecules initially in the ro-vibrational
ground state (ν = 0, j = 0) on either rigid or movable MgO(001) surfaces. The energy
transfer to the surface leads to a larger expectation value for the translational energy
loss 〈∆Ei〉 and, consequently, a larger trapping probability for the lower impact energies.
We further observe a lower excitation probability to higher rotational states. While
the distribution of the rotational excitation probability becomes closer to a Boltzmann
distribution for higher impact energies, the distribution on a movable surface still shows
a larger deviation from the thermal behaviour. It is to mention, that no vibrational
excitation has been seen for all trajectories with the covered impact energies. The
scattering angles on a rigid surface reveals a tighter distribution than on the movable
one. The two peaks at 20◦ and 40◦ in the scattering angle distribution on the rigid
surface and the lowest impact energy can be also found at the movable surface but with a
larger spread around 10◦ and 50◦. As we can see in figure 4.6, these peaks originate from
different alignment of CO during the impact. In general, the results of CO scattering
on a rigid and movable surface become closer at higher impact energies, especially for
the scattering angle distribution. The rotational excitation probabilities converge as well
but in a slower pace. The decreasing impact of energy transfer to surface phonons is in
agreement with the experimental observation mentioned above.

Figure 4.6 shows the rotational excitation probability and the scattering angle distribution
for scattered CO molecule in the ro-vibrational ground state (ν = 0, j = 0) broken
down by impact site around Mg2+, O2- and at hollow sites. The two peaks in the
scattering angle distribution for small impact energies are caused by CO scattered from
Mg2+. When CO hits the surface in an upwards orientation with the carbon atom
first (Θ = 0◦), CO gets a smaller deviation from its initial normal incidence (or small
scattering angle). Alternatively, when CO hits the surface downwards with the oxygen
atom first (Θ = 180◦), it scatters at larger angles. This behaviour can be observed for
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(a) Rigid surface

(b) Movable surface

Figure 4.6: Influence of the impact site and of molecular orientation on the j-resolved rotational
excitation probability (P (0, j′)) and the scattering angle distribution PS . CO(ν = 0, j = 0) is
scattered from a rigid surface at different initial translational energies Ei = 0.05, 0.30 eV. Results
for areas belonging to Mg2+, O2-, and hollow sites are respectively depicted from top to bottom.
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CO scattered on O2- and hollow sites as well, but less pronounced. The perpendicular
alignment of the CO molecule at the impact, especially around Mg2+, is caused by the
strong repulsive interaction between the carbon atom of CO and the O2- ions. The
interaction between the oxygen atom of CO and the O2- is also repulsive but weaker
in comparison. This correlates with the topology of the potential energy surface. As
a consequence, CO has a higher probability of hitting the surface in its downwards
alignment, as the analysis of the trajectories has shown. The rotational excitation
probability on a rigid surface is thermally distributed for CO scattered on Mg2+ and more
uniformly distributed elsewhere. When the energy transfer to movable surface atoms is
allowed by rendering the surface movability, we can observe a general decrease for the
probability of higher rotational excitation. More interesting is the strong correlation of
low rotational excitation with CO hitting the surface in an upward alignment, around
Θ ∼ 0◦. A more upward alignment also leads to a larger loss of translational energy
as observed in the time of flight spectra (not shown here). These observations are in
agreement with the extended Baule limit model,[151] that provides a simple relation to
estimate the energy loss ∆ by a scattered molecule from a surface. As equation (4.1)
shows, the energy loss depends on the mass ratio between gas molecule and surface atoms,
µ = Mgas/Msite, and the sum of the adsorption Eads and impact energy Ei, corrected by
the thermal energy which is Tsurf = 0 K in our simulations.

∆ = 4µ
(1 + µ)2

(
Ei + Eads −

1
2kBTsurf

)
(4.1)

CO shows a larger adsorption energy for CO on Mg2+ in an upward orientation than
in its downward orientation (0.17 eV and 0.06 eV in accordance with the REBO-FF,
respectively). Thus, upward CO is supposed to exhibit a higher energy transfer to the
surface. That correlates with the higher translational energy loss and lower rotational
energy gain observed in the MD simulations. The observation also holds for CO scattering
on O2- and the hollow site because of lower potential energy for tilted CO when the C
atom points towards the Mg2+ ion. That also explains the large peak of CO molecules
having a Θ = 45◦ alignment during the impact around O2- and the hollow site. The
opposite Mg2+-O-C alignment has a negligible, attractive interaction strength that will
not favour the energy transfer towards the surface. The influence of the interaction
strength between CO and surface decreases with larger impact energies, as the Baule
model predicts. The already weak interaction strength becomes marginal for higher
values of the impact energy Ei, which dominates the sum in equation (4.1). This is in
agreement with the observations made at higher impact energies for CO.
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An initial small rotational momentum of CO does not qualitatively change the outcome
of the scattering. When CO has a rotational moment solely along the Θ angle, as it is
the case in the initial ro-vibrational state ν = 0, j = 1 and mj = 0, the probability of
an impact in a downward orientation of CO increases and results in a larger, narrower
peak for low scattering angles at low impact energies. CO in the initial ro-vibrational
state ν = 0, j = 1 and mj = ±1 has an additional initial rotational momentum along the
Φ angle, and the peak in the distribution at smaller scattering angles becomes broader.
Differences in the rotational excitation probability can be observed but they are too
small and randomly distributed to see a clear and distinct pattern. Again, the differences
become vanishingly small for larger impact energies.

The literature we have seen so far does not provide any comparable experiments or
simulations of CO scattering on a bulk MgO(001) surface. MgO(001) is an experi-
mentally frequently used support material due to its easy preparation and stability,
but scattering experiments on MgO(001) are widely done with noble gas atoms and
hydrogen molecules.[205–210] An interesting comparison can be made with the scattering
experiments of CO and N2 on a LiF(001) surface by T. Yamada and coworkers.[211]

They reported an anisotropic scattering behaviour of CO similar to the one showed
here. LiF and MgO are comparable in their the rock-salt structure and large bandgap,
which qualifies both as insulators. As on MgO(001), the energetically lowest adsorption
configuration is upwards, with CO perpendicular atop of the Li+ cation. An even weaker
adsorption strength of about 0.085 eV[212] is found probably due to the lower ionic
charges. They found, similar to our simulation results, different scattering behaviour of
CO in dependence of their impact orientation. The scattering with the oxygen atom of
CO experience a more elastic scattering like that of a heavy sphere, where the scattering
induces only a small transfer of translational energy to the surface. The scattering of
upwards oriented CO results more often in trapping and multiple collisions. This finding
is in agreement with the large translational energy loss for upwards CO independently of
the impact site as we have observed in our simulations.

Our scattering simulations extend the general understanding of weak molecule-surface
interactions. First, the results are comparable to other findings from CO scattering on
ionic surfaces of insulators, where the weak interaction is mostly caused by electrostatic
interactions between the ionic surface and the molecules polarizability. The state-resolved
analysis provides deep insight in the correlation between gas-surface interaction and
scattering results, which are in agreement with established energy transfer models such
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Chapter 4 Summary

as the Baule limit model. Our results offer a prediction of the systems behaviour,
which should be compared with experiments. This system is perfectly suited for both
state-to-state scattering and molecular beam experiments due to the great stability of
MgO(001) surfaces in mixed atmospheres. It is to note that simulations of molecular
beam experiments would require a different definition of initial conditions (temperature,
velocity), which is well within the possibilities of the current computational setup.

The theoretical framework of the embedded MgO(001) surface cluster is versatile and can
be used for the description of other surface processes. For example, as we have already
done for the simulation of the diffusion of single group 11 metal atoms on MgO(001), only
a few changes were necessary to further simulate the diffusion of diatomic metal clusters.
The calculated electron densities during these diffusion processes are used as a reference
for the improvement of imaging techniques, which we propose to use for probing the
dynamics with high energy, space, and time resolution. In collaboration with G. Dixit
from IIT Bombay, we investigated ideas to use a low-pass Fourier filter to visualise the
valence electron density from time-dependent X-ray scattering signals. X-ray diffraction
is an important visualization technique that is usually used to determine the atomic,
molecular crystal structures. Recent developments in the field of high-intensity free-
electron lasers[213–215] have increased the time and space resolutions of X-ray techniques,
allowing to probe chemical reactions on the femtosecond timescale by measuring time-
delayed snapshots of the electron density. This techniques already allows to resolve the
three-dimensional atomic structure of single biological macromolecules without the need
for crystallization.[216,217] Typically, only a few valence electrons participate in bond
breaking and formation reactions but the X-ray scattering signal is strongly dominated by
the core electron density. Thus, advanced data-processing methods are needed to separate
the information of the valence electrons from the strong background of the highly localised
core electrons. According to the Heisenberg uncertainty relation, the strong localization
of the core electrons in space leads to a broad distribution in momentum space, while the
more delocalised valence electrons shows a narrow distribution at low momentum values.
We thus tried using a low-pass Fourier filter to remove the contribution of electrons
with high kinetic energy, corresponding to core electrons, and enhance the contribution
of the valence electrons in the recovered electron density pictures. The method was
already used in former projects to image the flow of valence electrons during a pericyclic
reaction of semibullvalene in the gas phase.[218] Alternative approaches to tackle the
image-processing problem by using wavelet decomposition have been proposed.[219]

Following a novel combination of the two approaches, we have investigated time-resolved
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imaging of a copper dimer diffusion dynamics on MgO(001) using the computational
setup described in the first two papers of this thesis. The question is the applicability of
this method to surface processes including atoms with larger differences in their atomic
numbers and electron densities. Preliminary results have demonstrated the capabilities
of this new method, which will be published soon. It opens a new avenue to probe and
observe heterogeneous catalytic reactions directly as they unfold. Owing to its conceptual
simplicity, it will possibly become an important technique in surface science to map bond
formation and breaking on their natural timescale!
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