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Abstract: The North Atlantic Oscillation (NAO), a basic variability mode in the Northern Hemisphere,
undergoes changes in its temporal and spatial characteristics, with significant implications on
European climate. In this paper, different NAO flavors are distinguished for winter in simulations of
a Coupled Atmosphere-Ocean GCM, using Self-Organizing Maps, a topology preserving clustering
algorithm. These flavors refer to various sub-forms of the NAO pattern, reflecting the range of
positions occupied by its action centers, the Icelandic Low and the Azores High. After having defined
the NAO flavors, composites of winter temperature and precipitation over Europe are created for each
one of them. The results reveal significant differences between NAO flavors in terms of their effects
on the European climate. Generally, the eastwardly shifted NAO patterns induce a stronger than
average influence on European temperatures. In contrast, the effects of NAO flavors on European
precipitation anomalies are less coherent, with various areas responding differently. These results
confirm that not only the temporal, but also the spatial variability of NAO is important in regulating
European climate.

Keywords: North Atlantic Oscillation; NAO flavors; temperature; precipitation; Self-Organizing
Maps; ECHAM5

1. Introduction

North Atlantic Oscillation (NAO) is a basic variability mode known to have a strong influence on
weather and climate in the Euro-Atlantic sector of the Northern Hemisphere, especially in winter. It is
often quantified with the use of standardized indices, for example from the difference of normalized
sea-level pressure (SLP), or geopotential height (gph), between the subtropical anticyclone near the
Azores or Lisbon and the subpolar low pressure system near Iceland [1]. In its positive phase (NAO+),
there is an enhanced westerly flow over the North Atlantic and northward shift of the midlatitude storm
track. During NAO+, we have warmer conditions in northern and central Europe and cooler conditions
over the Mediterranean. NAO signals can be also be found in winter precipitation over Europe [2], but
are generally less clear than temperature signals [3]. With NAO+, higher (lower) winter precipitation
accompanies higher temperatures over northern Europe (Mediterranean), although the largest changes
in rainfall may occur over the Atlantic Ocean [4]. During the negative NAO phase (NAO−), a weak
subtropical high and a weak Icelandic Low prevail, resulting in a reduced pressure gradient and in
fewer and weaker winter storms with a more west–east trajectory, while moist air is brought into the
Mediterranean and cold air into northern Europe [5]. NAO is driven by numerous factors of different
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origin and on different time scales ranging from daily to seasonal to decadal [6]. Such drivers can be
attributed to internal atmospheric processes; internal climate variability, mainly described by tropical
and extratropical forcing; and external radiative forcing—natural or anthropogenic.

During the early 1990s, an increase of the NAO index values (here, the NAO index is defined as
the difference between the normalized SLP time series from the Azores and Iceland [7]) was observed
that presumably contributed to the wintertime hemispheric warming trend during these years. This
phase occurred after a period of predominantly low values during the 1960s and it came along with
an eastward shift of the NAO centers [8]. This change in the atmospheric circulation over the North
Atlantic accounts for several other remarkable alterations in weather and climate over the extratropical
Northern Hemisphere and it has been a subject of debate, especially regarding the ability to detect and
distinguish between natural and anthropogenic climate change [5]. Previous studies on this matter
argue that the changes observed in the NAO pattern could be a result of human activity [9]. A frequent
outcome of models depicting the increasing greenhouse gas concentrations is the intensification
of the 500 hPa storm track over northern Europe. As storm track activity is correlated with the
NAO, a tendency towards higher NAO index values seems to be expected. According to Ulbrich &
Christoph [9], this long term trend is not as rapid as the one of the storm track intensity and this could
likely be due to a northeastward shift of the NAO centers with enhanced greenhouse concentrations.
This is something that a spatially fixed index cannot capture, thus leading to an underestimation of the
change. The eastward shift of the NAO action centers, also seen in the results of Rousi et al. in both
model [10] and reanalysis data [11], may be attributed to the strong mean westerly wind during the
same period [12]. Since 2000, beyond its variations, the NAO index has shown an overall decrease.
The winter of 2009/10, for instance, was marked by record persistence of an extremely negative phase
of the NAO that caused severe cold spells over northwestern Europe [13].

What is certainly true is that NAO is a dynamical pattern that exhibits strong asymmetries in
space and time [14], regardless of whether this is due to natural climate variability, anthropogenic
climate change, or a combination of the two. Such variations can be of great importance for European
climate. This provides the motivation of this study to avoid using a point-based, spatially fixed index
to study NAO, and to adopt a spatial approach, with the use of Self-Organizing Maps (SOMs) instead.
For this reason, we define NAO flavors as the different relative locations occupied by the two action
centers, the Icelandic Low and the Azores High, compared to a NAO prototype pattern based on
Principal Component Analysis. This way, we obtain flavors that are characterized by easterly and
westerly shifts of those action centers. This issue is relevant to the stability of teleconnection patterns
in general, since changing the domain and time period of the analysis can introduce differences in
the results [15]. This is how SOMs can be useful, by providing a more domain- and time-specific
methodology to study teleconnections.

In previous work of Rousi et al. [11], the SOM methodology was applied on 500 hPa geopotential
height anomalies of winter months of the NCEP/NCAR reanalysis data, in order to study the different
NAO flavors. In the present study, this work is brought one step forward, with the use of the same
methodology on the same atmospheric field but for model simulations, for a present (1971–2000)
and a future (2071–2100) period. Furthermore, the effects of the NAO flavors on temperature and
precipitation over Europe are examined.

Therefore, this study aims to answer the following research questions:

- Which are the NAO flavors in the in the present and future simulations of the ECHAM5 model?
- Do these flavors change at the end of the 21st century?
- What are the implications of the NAO flavors on temperature and precipitation over Europe

according to the same model?
- Are these implications significantly different from the typical response to NAO?

The paper is structured as follows. In Section 2, the Materials and Methods are described. NAO
flavors and their effects on winter temperature and precipitation over Europe are presented in the
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Results, Section 3. In Sections 4 and 5, Discussion and Conclusions, the results are compared to those
of relevant studies and their physical meaning is discussed.

2. Materials and Methods

2.1. Materials

The data used to study the NAO pattern consist of winter (December–January–February) daily
anomalies (the monthly climatology of the period studied is subtracted from the time series of each
month) of the 500 hPa geopotential height field (gph500), simulated by the GCM ECHAM5/MPI
for a present, 1971–2000 [16], and a future period, 2071–2100, based on the A1B SRES scenario [17].
Surface air temperature and precipitation winter daily data originate from the same model. The spatial
resolution of the model is 1.875◦ × 1.875◦. The area used to study the NAO pattern is defined by
60◦ W to 40◦ E and 15◦ N to 80◦ N and a smaller window over Europe is used for temperature and
precipitation, as in 25◦ W to 34◦ E and 34◦ N to 72◦ N (Figure 1).

Climate 2019, 7, x FOR PEER REVIEW 3 of 18 

 

2. Materials and Methods 

2.1. Materials 

The data used to study the NAO pattern consist of winter (December–January–February) daily 
anomalies (the monthly climatology of the period studied is subtracted from the time series of each 
month) of the 500 hPa geopotential height field (gph500), simulated by the GCM ECHAM5/MPI for 
a present, 1971–2000 [16], and a future period, 2071–2100, based on the A1B SRES scenario [17]. 
Surface air temperature and precipitation winter daily data originate from the same model. The 
spatial resolution of the model is 1.875° × 1.875°. The area used to study the NAO pattern is defined 
by 60° W to 40° E and 15° N to 80° N and a smaller window over Europe is used for temperature and 
precipitation, as in 25° W to 34° E and 34° N to 72° N (Figure 1).   

 

Figure 1. Area of study. The large domain was used for the gph500 analysis of the North Atlantic 
Oscillation (NAO) and the small one (within the red box) for temperature and precipitation over 
Europe. 

The ECHAM5/MPI model is a fifth-generation atmospheric General Circulation Model (GCM), 
developed at the Max Planck Institute for Meteorology (MPI), a recent version in a series of ECHAM 
models evolving originally from the weather prediction model of the European Centre for Medium 
Range Weather Forecasts (ECMWF). The particular model was chosen due to its documented 
capability of reproducing the NAO-related atmospheric circulation [10,18]. For further information 
on the model, refer to Roeckner et al. [19] and Jungclaus et al. [20].  

2.2. Methods 

2.2.1. Self-Organizing Maps 

The main method used in this work to study NAO flavors is Self-Organizing Maps (SOM). SOM 
is a non-linear data analysis method that codifies large multivariate datasets onto a 2-dimensional 
array, where topological properties of input data are maintained. In other words, SOM is not only 
able to cluster the data, but to order the clusters as well. It is an Artificial Neural Network (ANN) 
technique of unsupervised learning, proposed in the 1980s by Kohonen [21,22] and used since then 
in a large number of different fields (medicine, biology, finance, speech recognition, text mining, 
image processing and other [23]), atmospheric sciences being one of them [24,25]. The methodology 
has proved useful in matters of weather and circulation pattern classification [26–28] and it is 
considered a good alternative, with several additional advantages to more traditional methods, such 
as Principal Component Analysis [10,29], Factor Analysis and k-means [30,31], Hierarchical 
Clustering [32], and others. 

There are two main properties of the method, the self-organization, which refers to the ability of 
a simple algorithm to produce organization starting from possibly total disorder, and the topology 

Figure 1. Area of study. The large domain was used for the gph500 analysis of the North Atlantic
Oscillation (NAO) and the small one (within the red box) for temperature and precipitation over Europe.

The ECHAM5/MPI model is a fifth-generation atmospheric General Circulation Model (GCM),
developed at the Max Planck Institute for Meteorology (MPI), a recent version in a series of ECHAM
models evolving originally from the weather prediction model of the European Centre for Medium
Range Weather Forecasts (ECMWF). The particular model was chosen due to its documented capability
of reproducing the NAO-related atmospheric circulation [10,18]. For further information on the model,
refer to Roeckner et al. [19] and Jungclaus et al. [20].

2.2. Methods

2.2.1. Self-Organizing Maps

The main method used in this work to study NAO flavors is Self-Organizing Maps (SOM). SOM
is a non-linear data analysis method that codifies large multivariate datasets onto a 2-dimensional
array, where topological properties of input data are maintained. In other words, SOM is not only
able to cluster the data, but to order the clusters as well. It is an Artificial Neural Network (ANN)
technique of unsupervised learning, proposed in the 1980s by Kohonen [21,22] and used since then in
a large number of different fields (medicine, biology, finance, speech recognition, text mining, image
processing and other [23]), atmospheric sciences being one of them [24,25]. The methodology has
proved useful in matters of weather and circulation pattern classification [26–28] and it is considered a
good alternative, with several additional advantages to more traditional methods, such as Principal
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Component Analysis [10,29], Factor Analysis and k-means [30,31], Hierarchical Clustering [32],
and others.

There are two main properties of the method, the self-organization, which refers to the ability of
a simple algorithm to produce organization starting from possibly total disorder, and the topology
conservation property, which means that similar input data belong to the same node or to neighboring
ones [33]. Each node is defined by a weight vector of same size with the input data, a position in the array
and the associated input data. The SOM algorithm starts with a random initialization, so that random
values are chosen for the initial weight vectors. As a next step, each of the input data is attributed to
its Best Matching Unit (BMU), according to a metric, which is usually the Euclidean distance. Then,
the BMU is updated, becoming more similar to the input. Neighboring nodes are also updated—a
property that makes SOM different from other clustering techniques as k-means [34]—according to the
neighborhood radius size, which is linearly decreasing with time. The algorithm keeps returning to
the start for as long as the clustering result keeps changing and it gets finalized when all input data
have been classified to their BMU.

There is a number of choices that have to be made associated with the application of the SOMs.
One of them is the size of the SOM array, which is usually chosen subjectively, according to the aim of
each study. Here, aiming for a great degree of detail of the spatial variability of the NAO pattern, a large
SOM array was chosen, equal to 10 × 10. Gibson et al. [35] also use large SOM configurations as they
are found to generally improve the realism of the classification. SOM is a randomly initialized network,
thus it gives a different clustering result every time it is implemented [36], although the conclusions
drawn remain remarkably consistent. Nevertheless, it is highly recommended that multiple random
runs are conducted and the one with the minimum errors should be chosen [10]. The two most
frequently used errors to evaluate a SOM clustering result are the quantization and the topographical
error. The first one measures the goodness of the neural network, thus how well it fits the input data.
Therefore, the smallest the q-error, the better the clustering. Q-error is defined as follows:

q− error =
1
N

∑
‖
→
xi −m→

xi
‖ (1)

where N is the number of data-vectors and m→
xi

is the BMU of the corresponding
→
xi data-vector.

The topographical error is a measure of the topology preservation. It is the percentage of input
data (in this case days) for which the second-best matching unit is an adjacent to the BMU SOM node.
So the lower the topographic error, the better SOM preserves the topology [37]. The topographic error
is calculated, as shown in Equation (2):

t− error =
1
N

N∑
i=1

u(
→
xi) (2)

where u(
→
xi) equals 0 if

→
xi vector’s first and second BMUs are adjacent SOM nodes and 1 if they are not.

In the present study, 10 random runs were performed and the best one according to the sum of
the two aforementioned errors, was kept and analyzed. For the implementation of the SOM algorithm
the R “kohonen package” [38] was used.

2.2.2. Defining the NAO Flavors

As a first step, Principal Component Analysis (PCA) was applied on the data of the reference
period (1971–2000) in order to obtain a typical NAO spatial pattern as a prototype for comparison.
According to many relevant studies, winter NAO is well represented by the first Empirical Orthogonal
Factor (EOF1) of the sea-level pressure [5,39,40] or the geopotential height field at 500 hPa over North
Atlantic [41,42].
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After that, the SOM methodology was applied on the combined dataset of both reference and
future periods. A large SOM array was used, in order to obtain a great degree of detail regarding the
different longitudinal positions occupied by the two NAO action centers throughout the study periods.
In particular, the SOM dimensions were chosen to be 10 × 10, resulting in 100 SOM nodes (a SOM
node is analogous to a cluster in clustering techniques), representing characteristic atmospheric states
extracted from the data. Then, the covariance between EOF1 and each of the 100 SOM nodes was
calculated and the cases for which it was found to be higher/lower than one standard deviation, were
characterized as “NAO-like nodes”, for positive (NAO+) and negative (NAO−) phase accordingly. For
the rest of this study, only these NAO-like nodes are considered.

As a next step, each of the NAO-like nodes was compared to the EOF1 prototype as to the locations
of the two centers of action. Certain variations of these locations were found, referred to as NAO
flavors from now on, as each of the action centers, Icelandic Low and Azores High, can be located
either west or east of the prototype defined by the EOF1. Therefore, the following categories of NAO
flavors were obtained and the patterns related to NAO+ and NAO−were grouped respectively (see
also Figure 2, where the NAO flavors are presented graphically in the left panel and a random day
characterized by a W+ flavor is shown as an example in the right panel):

• West shift (W): both action centers are shifted to the west of the NAO prototype centers.
• West-east tilt (WE): the Icelandic center is shifted to the west and the Azores one to the east.
• East shift (E): both action centers are shifted to the east
• East-west tilt (EW): the NAO pattern is tilted, the Icelandic center is shifted to the east and the

Azores one to the west.
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Figure 2. Description of the NAO flavors. On the left panel, the flavors are explained in terms of
shifts and tilts of the NAO action centers compared to the position of the EOF prototype. On the right
panel, a random day characterized by a westerly shifted NAO+ flavor is presented. Coloured contours
represent the 500 hPa geopotential height anomalies for this day and black contour lines the EOF1
anomalies. Green crosses represent the NAO centers of the EOF1 and yellow crosses the centers of
this particular day. The longitudinal shift is then calculated, as the horizontal difference of the two
corresponding centers in degrees of longitude (◦).

Then, the longitudinal shift was measured as the horizontal distance between the centers of the
EOF1 prototype and the centers of each flavor, for both the Icelandic Low and Azores High. Then the
average of the two was calculated and attributed to each of the NAO flavors. This way, shifts were
categorized in three groups: shorter than 10◦, between 10 and 30◦ and longer than 30◦.
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At the last part of this study, composites of the days that belong to each of the NAO flavors
were constructed and their statistical characteristics, such as frequency, persistence, and temporal
trend of frequency (using the Mann-Kendall trend test) were analyzed. These composites were also
used to study temperature and precipitation anomalies over Europe for each of the NAO flavors.
The differences were tested for statistical significance at the 0.95 confidence level with the use of
Student’s t-test.

3. Results

In this section, the results are presented in the following order: first, results related to atmospheric
circulation, the NAO flavors, and their characteristics are shown. Then, the effects of these flavors
on temperature and precipitation over Europe are presented with the use of composite maps and the
statistical significant differences compared to their mean climate state are presented.

3.1. NAO Flavors

The EOF1 of the domain studied (presented with black contour lines in the map of the right panel
of Figure 2) is a characteristic winter NAO pattern, with lower than average geopotential heights over
Iceland and higher than average over the Azores Islands. All NAO-like patterns found in this study
will be compared to this NAO-prototype pattern.

The results of the SOM application on the dataset under study are shown in the maps of Figure 3.
There are 100 SOM nodes (10 × 10 array) representing characteristic atmospheric states of the 500 hPa
geopotential height anomalies for winter. On top of each map, the number of the SOM node and its
frequency for the studied period are noted.

By calculating the covariance of the EOF1 with all the SOM nodes, 33 of the latter were found to be
above/below the threshold of plus/minus one standard deviation and thus characterized as NAO-like
nodes (presented in Figure 4 as coloured boxes), accounting for 31% of the days of the study period.
Among these days, 17.6% are NAO+ and 13.5% NAO− (red and blue boxes in Figure 4, respectively).
Examining the present and future period separately, NAO days are more frequent in the future (+1.6%),
a fact that is due to an increase of NAO− days from 12.7% in 1971–2000 to 14.4% in 2071–2100. NAO+

days are slightly decreasing (−0.2%). The overall trend of the frequency of the NAO days is positive,
but not statistically significant. In a comparison with reanalysis data (NCEP/NCAR, not shown), the
model seems to overestimate (underestimate) the frequency of occurrence of NAO+ (NAO−) days.

In Figure 4, one can clearly see the topological ordering property of the SOM methodology, with
positive (red coloured boxes) and negative NAO phases (blue coloured boxes) well separated in the
SOM array and each group of nodes occupying a different part of it. At the next step, the shifts of
the NAO action centers were measured, in means of differences in longitudinal degrees from the
EOF1-based prototype. These shifts, or NAO flavors, are presented with arrows in Figure 4 and their
frequency distributions among the days of the periods studied are shown in Figure 5. Their statistical
characteristics are summarized in Table 1. The composites of geopotential height anomalies for each
of the flavors are presented in Figure 6. When NAO is in its positive phase, the most frequent flavor
is the east one (E+), occurring in 29% of NAO days and in 50% of NAO+ days, in particular. This
flavor, apart from being the most dominant, is also characterized by positive frequency trends in both
periods, which is statistically significant only for the future one (Table 1). Moreover, it is the most
persistent flavor with an average occurrence of 3 days and a maximum occurrence of 13 days in a row.
The WE+ flavor is also exhibiting a statistical significant positive trend during the future period. On
the other hand, the W+ and EW+ flavors seem to increase in persistence in the future period compared
to the present. For the negative phase of NAO, the most frequent and persistent flavor is again the east
one (E−), with a frequency of 23% among NAO days and 52% among NAO− days and an average
(maximum) persistence of 3.4 (11) days. The west flavor (W−) follows, with an occurrence of 13%
among NAO days.
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Figure 3. The 10 × 10 Self-Organizing Maps (SOM) array of winter gph500 standardized anomalies for
the periods 1971–2000 and 2071–2100. The frequency of occurrence of each SOM is shown in parenthesis
on top of each map. These SOMs are used in the following step to define NAO-like nodes and are
grouped together to form the NAO flavors according to relative location of the action centers to the
EOF1 NAO-prototype.
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Table 1. NAO flavors, their frequencies, persistence, trends, and differences between future (F) and present (P) period. Statistical significant trends (for p = 0.05) are
highlighted in yellow.

Both Periods P (1971–2000) F (2071–2100)
Freq

Differences
F-P

Persistence
Differences

F-P
NAO
Flavor

Freq (per
NAO
Days)

Mean
Persistence
(Max. Pers.)

NAO
Flavor

Freq (per
NAO
Days)

Trend
Mean

Persistence
(Max. Pers.)

NAO
Flavor

Freq (per
NAO
Days)

Trend
Mean

Persistence
(Max. Pers.)

W+ 6.1% 2 (7) W+ 5.1% − 1.7 (4) W+ 6.9% − 2.4 (7) 1.8% 0.7 (3)

WE+ 12.3% 2.2 (10) WE+ 13.5% + 2.4 (10) WE+ 11.1% + 2 (6) −2.4% −0.4 (−4)

E+ 28.7% 2.9 (13) E+ 29.0% + 3.5 (13) E+ 28.4% + 2.5 (12) −0.6% −1 (−1)

EW+ 9.5% 2.3 (9) EW+ 10.7% − 2.1 (6) EW+ 8.3% + 2.5 (9) −2.4% 0.3 (3)

Total
NAO+

56.5% 2.4 (13) Total
NAO+

58.3% 2.4 (13) Total
NAO+

54.7% 2.4 (12) −3.5% 0 (−1)

W− 13.4% 2.8 (10) W− 14.2% − 3.2 (10) W− 12.6% − 2.5 (9) −1.6% −0.7 (−1)

WE− 7.6% 3.2 (10) WE− 6.3% + 3.7 (9) WE− 8.8% − 2.9 (10) 2.5% −0.8 (1)

E− 22.6% 3.4 (11) E− 21.2% + 3 (10) E− 23.8% − 3.8 (11) 2.7% 0.8 (1)

Total
NAO− 43.5% 3.1 (11) Total

NAO− 41.7% 3.3 (10) Total
NAO− 45.3% 3.1 (11) 3.5% −0.2 (1)
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When compared to reanalysis data, the model overestimates the frequency of E+ days that
nevertheless remains the most frequent NAO+ flavor in all datasets examined. It also overestimates
the frequency of E− and underestimates those of all other flavors for NAO−. This tendency can be
partly explained by the fact that the centers of the NAO prototype for the model’s reference period are
located more to the west, compared to the ones in the reanalysis data, as seen in Figure 7. Nevertheless,
in the model’s future period, there is still a displacement of the NAO centers farther to the east, both
compared to the model’s present period and the reanalysis data.
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Figure 7. EOF1 for NCEP/NCAR reanalysis data (1971–2000, black contour lines), and the ECHAM5
model (1971–2000, green contour lines and 2071–2100, red contour lines). The NAO centers (defined at
the grid points with the maximum anomalies) are plotted with a black circle, green rhomb and red
triangle for the three datasets respectively.

The NAO flavors can also be examined regarding the shift of the two action centers. As seen in
Table 2, for both NAO+ and NAO−, the two action centers are more frequently shifted to the east. For
NAO+, the Icelandic Low is, in average, located 23◦ east of the EOF1 prototype, while the Azores High
has an even larger average displacement of 35◦ east. For NAO−, the Icelandic Low (Azores High)
shows an average east displacement of 17◦ (26◦). In other words, the east shift is dominant for both
action centers and for both NAO phases. A more detailed description of the shifts for each action
center is given in Table 2.
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Table 2. Characteristics of the shifts of the action centers for NAO+ and NAO−. Maximum frequencies
and shifts are highlighted for each center of action and NAO phase.

Action Center Shift Direction

NAO+ NAO−

Frequency % per
All Days (% per

NAO Days)

Average
Displacement
(Max. Displ)

Frequency % per
All Days (% per

NAO Days)

Average
Displacement
(Max. Displ)

Icelandic Low
Eastern 12% (40%) 23◦ (39◦) 7% (25%) 17◦ (56◦)

Western 6% (18%) 11◦ (23◦) 7% (21%) 11◦ (28◦)

Azores High Eastern 12% (37%) 35◦ (54◦) 9% (30%) 26◦ (53◦)

Western 5% (17%) 11◦ (21◦) 4% (13%) 11◦ (21◦)

3.2. NAO Flavors and Temperature over Europe

Here, the NAO flavors discussed in the previous session are examined with respect to
their implications on winter surface air temperature over Europe. The results are presented in
Figures 8 and 9, in the form of differences from the mean state. The temperature differences during
NAO+ and NAO-, regardless of the flavor, are also shown for comparison.Climate 2019, 7, x FOR PEER REVIEW 12 of 18 
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Figure 8. SOM composites of temperature differences for NAO+ (top row) and NAO− (bottom row)
for each of the NAO flavors and for all NAO+ and NAO− days as well. Stippling shows statistical
significance at the 0.95 confidence level. Contour lines present EOF1 of the gph500 field in the case of
NAO+ and NAO− and the gph500 NAO flavor for in all other cases.

As expected, during NAO+, warmer temperature prevail over central and northern Europe,
with the highest values over the northeastern regions, such as Finland and the Baltic countries. The
North Atlantic is not much affected, with the exception of Iceland and a small area around it, where
temperature is lower than average during NAO+ days. For NAO-, the situation is more or less the
opposite than the one just described, with cooler than average temperatures over most of Europe. The
lowest temperatures are found over central Europe and particularly in Germany.

This is the general situation during NAO positive and negative phases. However, there are
differences in how the NAO flavors, as defined in this study, contribute to the response of the
temperature regime over Europe. This can be seen in the maps of Figure 8 (differences between average
temperature and temperature for the days that are characterized by each NAO flavor), but also in those
of Figure 9, where the differences are calculated from the temperature during days of positive (and
negative) NAO phase.
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Starting with NAO+, the west flavor (W+) gives warmer temperatures over North Europe as
NAO+ in general, but they are less extended into Scandinavia and Eastern Europe and are mostly not
statistically significant. On the other hand, statistically significant warmer temperatures are found
over Iceland and the farthest north Atlantic, a situation occurring only during this particular NAO+

flavor. Southern and Eastern Europe are dominated by cooler than average temperatures, however the
differences are not statistically significant. The WE+ flavor is related to warmer temperatures over
most of eastern and northern Europe, with larger, and statistical significant, values over most parts
of Scandinavia. Small negative differences are found over France and northern Atlantic. When the
E+ flavor dominates, we see the largest and most significant positive temperature differences, spread
all over Europe. The highest winter temperatures are found during this flavor and, in particular,
over northeastern Europe, while there are cooler than average temperatures over Iceland. The EW+

flavor is characterized by warmer temperatures over large parts of Europe, apart from the Iberian
Peninsula, the UK, and the farthest eastern regions. The highest values are found over Finland and the
Baltic countries.

Therefore, E+ is the flavor that contributes the most to the expected NAO+ response of milder
winters over Europe, and it also exhibits, as mentioned above, a positive temporal trend (though not
statistically significant). This contribution can also be clearly seen in Figure 9, as E+ is the only flavor
with temperatures higher than those during all NAO+ days. In certain regions, including France, the
Iberian Peninsula, and the UK, the differences exceeding the NAO+ average effects are statistically
significant. The WE+ flavor is characterized by a statistically significant positive trend of its frequency
in the future period (equal to an increase in frequency of 0.3% per year), which means more common
occurrence of warmer temperatures over central and northeastern Europe.

In regard to NAO, there are slightly different spatial patterns of temperature during the NAO
flavors. The W− is the one with the more spread and largest negative differences, with the lowest
values located over North Sea and Scandinavia. When the pattern occurs in a WE− flavor, the coolest
temperatures are found over central Europe, and particularly north Germany and Poland. During the
E− flavor, south and southeastern Europe present lower temperatures than for all NAO-days.

3.3. NAO Flavors and Precipitation over Europe

Regarding the response of precipitation to the NAO flavors, the spatial patterns are not as coherent
as the ones for temperature, due to its more regional/localized character, but there still exist regions
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where the effect of certain flavors is prominent. Such cases are connected to areas where frontal rainfall
can be facilitated or hindered by the atmospheric configuration during the various NAO flavors.

During NAO+, there is decreased precipitation over the western part of Europe, especially north
of Spain, over the Biscay Bay, and the English Channel (Figure 10). Increased precipitation is found over
north of Norway and in the southeastern Mediterranean. Comparing the general NAO+ conditions
with those occurring during the various flavors, there are some clear differences in precipitation
amounts and their statistical significance (as seen in Figures 10 and 11). For instance, during W+,
there are many more regions exhibiting a statistically significant decrease in precipitation. Other than
western Europe, these areas include the northern coasts of the Mediterranean and southeastern Europe.
Over those areas, during days with the W+ flavor, these anomalies are statistically significant in
comparison to average NAO+ days. On the other hand, precipitation is significantly increased over the
northeastern part of the domain, something not seen when averaging over all NAO+ days. During the
WE+ flavor, there is a significant decrease of precipitation over the North Sea and southern Scandinavia,
as well as southwestern Mediterranean, and small parts of eastern Europe. The statistically increased
precipitation over northern parts of the domain that occurs during NAO+, is mainly a contribution of
the WE+ flavor for Iceland, and of the E+ flavor for the western locations.
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During NAO−, there is a dipole of positive and negative precipitation differences over western
Iberian Peninsula and western UK, respectively. There are not so many statistically significant
differences for all NAO− days, but many more for certain flavors in different regions. During W−, a



Climate 2020, 8, 13 14 of 18

significant decrease is seen over the southern part of the Atlantic, while for WE− this is the case for the
northern regions of the domain and for the southeastern as well. The E− flavor is bringing statistically
significant more precipitation over the southwestern part of the domain, including the Iberian and the
Biscay Bay. In this case, the more pronounced, compared to all other flavors, westerly circulation over
this region allows for more low-pressure systems that bring excess precipitation.

4. Discussion

Our approach in this paper is that of avoiding the use of a point-based NAO index, but instead,
defining different spatial flavors, according to the positions that the NAO centers of action occupy
each time, with the use of SOMs. As underlined in recent impact-related studies, (climate–streamflow
links in Steirou et al. [43]; northern European sea level in Chafik et al. [44]; influence of weather
regimes on the energy sector in van der Wiel et al. [45]), the need for a non-station based index is
pronounced in order to fully capture the spatial configuration of the NAO mode. Studies in the past
have focused on defining different flavors of ENSO [46] or of Indian Ocean Dipole events [47] with
SOMs, or with complex climate networks [48]. The NAO pattern has received a lot of attention as well,
as particularly for the North Atlantic, the sensitivity of teleconnections’ structure to a slight shift in
the base point or in the sign of their primary action centers can be fairly large due to their nonlinear
characteristics [49]. Several previous studies have tried to tackle the non-stationarity of the NAO
pattern, using for instance, regions rather than points [10], a seasonally and geographically mobile
index [50], or different techniques trying to include the interplay of the NAO actions centers between
them [51] and with other teleconnection patterns, such as the East Atlantic and the Scandinavian
pattern [52,53].

Therefore, in this paper, we argue and show that NAO flavors have different local effects on winter
temperature and precipitation over Europe. Castro-Díez et al. [54] also state that winter temperatures
in southern Europe are not only sensitive to the phase of the NAO, but also to the exact location of
the NAO centers of action. As indicated by Rust et al. [55], the NAO has explanatory potential for
temperature in wide areas of Europe that is related to circulation anomalies, particularly in winter.
As the advection of maritime or continental air masses dominates in winter, the specific location of
the NAO centers is of great importance as to where exactly those masses will be transported, leading
to warmer or colder temperatures and excess or decreased precipitation amounts. In a recent study,
Kim et al. [56] pointed out that the conventional NAO definition could not account for pronounced
differences found in sea surface temperature over North Atlantic, whereas a west-centered NAO
pattern and the corresponding index lead to significant improvements. This was the case for the
winter of 2008, due to the fact that the large-scale atmospheric anomalies were centered in the western
North Atlantic setting a strong pressure gradient over the Labrador Sea [56]. As NAO has been
recognized as a major driver of the Atlantic Meridional Overturning Circulation [57], but can also
be partially driven by it on interdecadal timescales [58], the better understanding of their nonlinear,
nonstationary interactions is important, and our spatial NAO flavors approach, can contribute to this
direction. Moreover, according to Vicente-Serrano & López-Moreno [59], the non-stationarity in the
relationship between NAO and European precipitation is associated with the multidecadal variability
in the locations of the NAO’s centers of action. Yao & Luo [60] examined the difference between an
eastern and a western-type of NAO and their impacts on European temperature and precipitation and
their results show that there are regionally different responses of these variables. In their case, only
the location of the northern NAO center of action (Icelandic Low) was considered, while we chose to
examine the relative position of the southern one (Azores High) as well.
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5. Conclusions

The main conclusions of this study can be summarized in the following points:

• NAO is not a stationary pattern. Its centers of action exhibit different spatial variations, affecting
temperature and precipitation regimes in Europe in different ways. This is why the definition
of NAO flavors is a useful approach. It is important to mention that the NAO flavors should
be defined from scratch each time for different datasets and time-periods. The ones presented
here regard the winter field of geopotential height at 500hPa for 1971–2000 and 2071–2100 in the
ECHAM5 model. Most of the NAO flavors found in these simulations do not change significantly
in frequency and persistence at the end of the 21st century. However, they do have significant
implications for temperature and precipitation over Europe, that differ from the typical NAO
effects, when all NAO+ or NAO− days are taken under consideration.

• The model identifies the centers of NAO for the present period to the west of those in the reanalysis
data, while the centers for the future period present a significant displacement to the east (mainly
compared to the model present period, but also to the reanalysis). This is in agreement with several
studies documenting eastward shifts of the NAO centers of action, in both observed data [61]
and in experiments with general circulation models of different levels of complexity [9,62,63].
According to Peterson et al. [64], it is the strength of the mean westerly flow that drives the changes
in the spatial structure of interannual NAO variability in a nonlinear way. In agreement with the
above statements, we find that the most frequent NAO flavor is an east shift, for both positive and
negative NAO.

• The typical warmer winter temperatures over Europe are mainly found to be occurring during the
E+ flavor. Yao & Luo [60] also reached similar conclusions, as an NAO pattern with its northern
center of action located to the east of 10◦ W of longitude has a wider and stronger imprint on
European temperature than when it is located in a westerly position. Colder winter temperatures
are found over northern Europe, mostly as a response to the W− flavor, while this is the case for
Eastern Europe when WE− is dominant.

• Precipitation is spatially more incoherent compared to temperature and this is reflected in our
results. During the W+ and EW+ flavors, precipitation amounts are significantly lower in
western Europe, while this is the case for Scandinavia when W− and WE− flavors are dominant.
Significantly more precipitation is occurring over northeastern Europe mainly with W+, and with
E- over southwestern Europe. For more detailed and localized effects of the NAO flavors on
regional precipitation, one should look at the different SOMs that comprise those flavors, instead
of only looking at their composites, as this way, regional differences even out.

Future work is planned in order for the proposed methodology to be applied on ensembles
of different models and runs so that robust results can be obtained, regarding not only the natural
variability of the NAO pattern, but also differences in the context of a changing climate. The present
study should be seen as a methodological one, as it is an experiment carried out using only one climate
model. Moreover, the same methodology is being used to define summer NAO flavors and also to
examine the effects of the flavors on other climate variables, such as winds and storm tracks, as well as
extreme events. The interactions of NAO flavors with North Atlantic sea-surface temperatures are also
under examination. Another interesting direction is to further analyze the different NAO patterns that
present split action centers and try to understand their drivers.
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