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1 Introduction

1.1 DNA structure
Deoxyribonucleic acid (DNA) is a molecule that encodes genetic instructions of all known living
organisms and many viruses. Otherwise stated, DNA stores all the information required to grow,
develop, maintain and reproduce an organism. DNA and RNA as nucleic acids together with
carbohydrates, lipids and proteins form four major types of macromolecules that are crucial for all
known forms of organisms. Each DNA is composed of four types of smaller chemical entities called
nucleotides: cytosine (C), adenine (A), thymine (T), and guanine (G). Each nucleotide consists
of a nucleobase, a (desoxyribose) sugar and a phosphate group. Sugar and phosphate groups are
connected by chemical bonds to make up the backbone of DNA. The structural framework of DNA
is formed by the sugar phosphate backbone which defines directionality of the molecule. Each
nucleotide forms a chemical bond called ester bond with another nucleotide in a chain: the free
hydroxyl group on the 3’ carbon atom of anucleotide forms an ester bond with the 5’ carbon atom
of the sugar on the next nucleotide. The phosphate is the 5’ end of each nucleotide yet the sugar
is the 3’ end. During the synthesis of the molecule the sugar-phosphate backbone is defined as
expanding in the 5’ to 3’ direction. To construct double-stranded DNA, two linear sugar-phosphate
backbones twist together opposite of each other in a helical shape (see Figure 1). According to
the base-pairing rules, guanine (G) binds with cytosine (C) and adenine (A) binds with thymine
(T) through hydrogen bonds thereby connecting the two anti-parallel strands of the DNA the
arrangement of these nucleotides is called the DNA sequence. The genetic information in long
strings of such DNA sequences, the genes, are inherited from their parents during reproduction.

Figure 1: DNA structure
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1.2 DNA damages
Integrity and stability of DNA are crucial for life because any alteration in this repository of
genetic information would lead to mutations. The backbone of DNA is resistant to cleavage by a
wide variety of reagents. DNA, however, is not immune to damage, both environmental factors
and metabolic activities can lead to DNA damage. Perhaps the best example of a metabolic
agent are free radicals that lead to oxidative damage. Beyond metabolic agents, radiation and
tobacco smoke as well-known environmental damage such as ultraviolet (UV) radiation from the
sun damages smoking cigarettes can cause mutations in cells. It can be surprising to know that
an individual cell can suffer up to one million DNA changes per day [61]. Such damage to DNA
can, e.g., alter the genes which are involved in cell growth, and consequently can lead to the
development of different types of cancer. In addition, cell death as a consequence of DNA damage
may lead to crucial effects for the organism of which the damaged cell is a part [89]. The single
base lesion is the most common form of DNA damage. A DNA base can be modified by exogenous
DNA damaging agents [46] or it can be oxidized [22, 21] and/or alkylated [171, 153] or hydrolysed
[154] during physiologic metabolism. A wide variety of common disorders including atherosclerosis
[165], neurodegenerative disease [128], or cancer [23, 20, 127] are related to the accumulation of
base damage, mainly oxidized bases.

1.3 Base Excision Repair (BER)
A front-line repair system, called Base excision repair (BER) system, is responsible for maintaining
the genome integrity [61]. Based on the total number of nucleotides that are replaced in the dam-
aged strand during the repair process, BER has been classified to two main sub-pathways. In the
sub-pathway termed long-patch BER (LP-BER) two or more nucleotides in the damaged strand are
replaced whereas in the sub-pathway named single-nucleotide BER (SN-BER) only one nucleotide
is replaced in the damage strand [21].The single-nucleotide BER (SN-BER) are initiated by DNA
glycosylases [152]. Glycosylases cleave the glycosydic N-C1’ bond between the damaged base and
the backbone sugar. The product of these processes is DNA with abasic (apurinic/apyrimidinic,
AP) sites. Abasic DNA is then processed by AP endonucleases which cleave the phosphodiester
bond in the DNA backbone to cut out the abasic site [131, 44]. DNA polymeraseβ fills the gap
with a new nucleotide and ligases finally glue broken DNA strands together (see Figure 2). One
example where the Base Excision Repair (BER) is at work is the correction of mis-paired bases.
DNA glycosylases such as the human thymine DNA glycosylase (TDG) or uracil DNA glycosylase
(UDG) recognize G:T or G:U mismatches and remove specifically the mispaired T or U, respec-
tively, leaving sites that are base-deficient, so-called AP sites [5, 107, 4, 109, 38, 106, 162, 142].
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Figure 2: The Base Excision Repair system detects and repairs damaged and mispaired DNA bases:
a) Due to erroneous deamination a (methyl-) cytosine is transformed to a thymine. b) The enzyme
Thymine DNA glycosylase (TDG) recognizes the mispaired base and flips it out of the DNA double
helix c) TDG excises the thymine and generates an abasic (AP) site. d) AP endonuclease (APE)
cleaves at the 5’-end of the abasic site. The repair is performed by e) gap filling by polymerase β
(PolB) and subsequent f) ligation by a DNA ligase enzyme.

1.4 Human AP endonuclease1 (APE1)
Abasic (apurinic-apyrimidic) AP sites are both mutagenic and cytotoxic [177] in such that, if
remained unrepaired within the DNA, they cause an overall loss of genomic integrity, increased
mutations and stalled replication [151]. The major abasic endonuclease of human cells, APE1,
recognizes and removes abasic sites in damaged DNA [85, 169, 170]. Human AP endonuclease1
(APE1) is an Mg2+-dependent enzyme, imperative for DNA repair via the BER pathway [16].
APE1 hydrolyzes the phosphodiester backbone of the DNA 5’ to the AP site and generates 3’-OH
5’- deoxyribose phosphate (dRP) that has to be removed before gap filling reactions by a DNA
polymerase and subsequent ligation of the product DNA. As a metalloenzyme [146], Magnesium,
is essential for the enzymatic phosphodiester cleavage of APE1 at the abasic site and it influences
the enzyme’s binding interaction with DNA. In addition to AP endonuclease (APE1) in metazoan
eukaryotes, the bacterial endonuclease IV can remove the AP sites with the same enzyme activities
and different metal dependence and structural fold. Unlike Mg2+-dependent AP endonucleases
APE-1 and Exo III, Endo IV is a Zn2+-dependent endonuclease which has either two Zn2+-ions
and one Mn2+-ion or three Zn2+-ions [41]. In Schizosaccharomyces pombe, the AP site can be
removed with the major role of Endonuclease III (Nth1) instead of APE1 starring with cleavage
of AP site by β-elimination [87].

1.4.1 APE1 phosphate hydrolysis

Cleavage of the phosphodiester backbone, uncatalyzed in water, as enzymatic reaction, or RNA-
catalyzed attracted many scientists’ attention during the last decade [66, 67, 65, 124, 32, 150, 78,
108, 115, 63, 123, 48, 64, 92, 120, 60] as phosphodiester hydrolysis is the fundamental reaction of
endonuclease enzymes cleaving the backbone of DNA and RNA, usually at a recognition site such
as a specific sequence (in e.g. restriction enzymes [114]). Moreover, phosphodiester cleavage can
also occur in ribozymes, i.e. catalytic RNA, acting as ribonucleases [60, 19, 28].

The two extremes of a phosphate hydrolysis reaction are through an associative or dissociative
mechanism. In an associative mechanism the first step is the nucleophilic attack that results in
the formation of a pentacovalent molecular geometry. The second step is then the actual cleavage
of the scissile P–O bond. In contrast, the first step of the alternative, dissociative mechanism is
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the P–O bond scission, leaving a trigonal pyramidal metaphosphate intermediate that is processed
to the product via nucleophilic attack. Several intermediate mechanisms, such as a concerted
bond breaking/bond formation are, however, conceivable. Depending on the nature and position
of active site residues surrounding the scissile phosphate group, nucleophile activation or leaving
group departure, and thereby a more associative or more dissociative mechanism, may be favored.
Available high-resolution X-ray structures of many endonuclease enzymes in complex with target
DNA or RNA or substrate analogues [51, 47, 130, 168] and various biochemical studies have shown
that metal cofactors are essential for the enzymatic phosphodiester cleavage [77, 159, 173, 82]. The
metal ions not only play a direct role in the chemical step but also influence the binding interaction
of the enzyme with the DNA or RNA [98, 135].

1.4.2 APE1 structural details

The structure of the Ape1–DNA complex has been solved with varying numbers and types of
metal bound. The 2.95Å and 2.65Å resolution crystal structure of DNA-bound Ape1 product
(PDB ID: 1DE8) and substrate complex without metal ions (PDB ID: 1DEW), respectively, were
published in 2000 [31]. More recently published structures contain either one or two metal ions,
giving rise to different suggested mechanisms [130]. For example, a catalytic mechanism proposing
two divalent metal ions in the active site of Ape1 was published by Rupp and coworkers in 2001
[130]. Based on molecular dynamics simulations a shuttle mechanism in which the magnesium
ion moves from one binding site to another was proposed [111]. To gain further structural and
mechanistic information a plethora of experimental and theoretical studies were undertaken [110,
160, 15, 134, 37, 133, 111, 130]. Still, the exact position and number of magnesium ions remain
ambiguous. In addition to the magnesium ion(s), the role of catalytically important amino residues
such as Asp70, Glu96, Tyr171, Asp210, Asn212, Asp283, Asp308 and His309 have been debated
in the literature [90, 40, 138, 91]. For instance, mutational studies of key amino acid residues
account for the critical impact of them on the enzyme’s DNA-binding capacity and/or the catalytic
cleavage reaction [149, 93, 148, 91, 160]. Mutation studies on these amino acid residues showed
Y171F, N212A, D212N reduction by 1200-fold, 7000 and 10000-fold, respectively, in the processing
rate of DNA duplexes containing a substrate-analog [160]. Several mutational studies on Asn212
demonstrated the critical role of this amino acid residue in abasic DNA recognition by Ape1 and
in the incision step [91, 138]. N212A does not have a notable impact on the ability of Ape1 to
recognize abasic DNA but it reduces the rate of the incision step considerably [91]. In contrast,
N212D reduces the ability of Ape1 in abasic DNA recognition, although this mutant incises the
abasic DNA more efficiently than N212A [91]. Different hypotheses for the role of Asn212 in the
incision mechanism have been proposed. A mechanism in which the Mg2+-ion is bound to a site
from which the nucleophilic water molecule is likely to attack [110, 111, 130] includes Asn212 as
responsible for Mg2+-ion coordination and formation of hydrogen bonds with the abasic DNA.
Motivated by the mechanistic ambiguity that arose from the lack of Ape1 active-site structural
details, several structures of Ape1 were published in 2015 [168]. These high-resolution crystal
structures include Ape1 bound to the abasic phosphorothioate substrate without metal-ion (PDB
ID: 5DFI), an inactive phosphorothioate substrate complex with Mn2+ (PDB ID: 5DG0) and a
product complex (PDB ID: 5DFF) which diffracted to 1.63Å, 1.80Å, and 1.57Å, respectively.
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Figure 3: I) Snapshot of APE1-DNA substrate complex bound to a magnesium ion, II) Important
active-site residues in the substrate complex of Ape1-DNA.

Figure 4: General scheme of a phosphate hydrolysis reaction

1.5 Approaches and motivations
Current high resolution crystal structures are giving the opportunity to investigate structural and
functional details of an enzyme at atomic resolution. In order to investigate the catalytic power
of an enzyme a reasonable way is comparing the reaction rate in the enzyme environment and
the uncatalyzed solution as a reference. Investigating the reaction rate and type of mechanism
can be done via free energy calculations along the reaction pathway. It is sensible to determine
the different reaction mechanism pathways in the enzyme environment or in solution going from
reaction state to product state via passing energy barriers (at transition states). The puzzling part
is how to explain lower energy barrier in enzyme environment in comparison with the reaction in
the solution. More precisely, the most critical question is: which residues, often acids and bases,
are important in the enzyme environment to accelerate the reaction?

It is almost impossible to reach an exact conclusion about the precise role of forces which
contribute to a catalytic effect, however, some mutational studies on APE1 pointed toward the
importance of electrostatic forces. According to the definition, “electrostatic catalysis” includes the
solvation by bound water molecules, permanent dipoles, polarizability (induced dipoles), protein
charges [158] . It should be noted that it does not include orientational entropy or any dynamical
effects, neither Van der Waals effects and charge-transfer covalent interactions. Yet, all these effects
may work in concert in an enzymatic mechanism.

With recent growing in computational resources, simulations of biological and chemical pro-
cesses at different levels of time-scales and accuracy may help to asses the different driving forces
and their contribution in the catalytic effect of an enzyme.

In APE1 enzyme, although experiments have provided us with structural information, theoret-
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ical approaches are required for an understanding of the mechanism at an atomic level of detail.
In fact, electronic level insight is not present in previous studies and we still lack a detailed under-
standing of the phosphodiester backbone cleavage by the APE1 enzyme. To this end, the enzymatic
mechanism by APE is addressed in this theses as outlined below:

First, we follow a “reductionist approach” wherein the most frequent components of endonu-
clease active sites are gathered and possible mechanisms are evaluated. The goal of implementing
the “reductionist approach” is to elucidate the catalytic effect of the building blocks, metal ions
and amino acid residues, in a minimalistic (cluster) model that can be regarded as a universal,
but necessarily simplistic, endonuclease. The cluster models include either one or two metal ions
and also vary in the number and position of amino acid residues, the number of water molecules
involved in the metal ion coordination, and in the protonation state of a catalytically important his-
tidine residue. Histidine residues may catalyze the reaction via activating the nucleophile through
deprotonation or facilitating leaving group departure through protonation as has been discussed
widely in the context of phosphodiester backbone cleavage [100, 74]. It is therefore plausible to
consider the impact of different protonation states of histidine in the reaction pathways. Aspartate
and glutamate are common amino acid residues in active sites of nucleases that are important in
positioning the metal cofactors but may also act as general base/general acid. These rather small
models can mimic an enzymatic active site in a protein only to a limited extend. For instance, the
heterogeneous electrostatic environment of protein residues farther from the active site is neglected,
and the protein’s flexibility cannot be taken into account.

As the second step of this thesis the Ape1-DNA substrate complex was modeled based on the
crystal structure of the phosphorothioate substrate complex with Mn2+ as metal cofactor (PDB
ID: 5DG0)[168]. The sulfur atom in the thiophosphate group was replaced by an oxygen atom.
The Mn2+-ion was substituted with one or two magnesium ions, respectively, placed at different
metal binding sites as proposed by recent crystal structures. The position and number of the metal
ion(s) as well as important active-site residues in the substrate complex of Ape1-DNA are analyzed
in detail so as to investigate the possible impact of metal ion binding on the stabilization of the
active site in the Ape1-DNA complex in a reaction-competent conformation and hence enzymatic
activity. APE1 active site structural details provide us with a reasonable statistics and information
to postulate a multitude of reaction mechanisms [114]

The final step describes the investigation of the enzymatic reaction pathways of phosphodiester
backbone cleavage by APE1 enzyme calculated using a combined quantum mechanical/molecular
mechanical (QM/MM) approach, treating the active site quantum mechanically and the remaining
enzyme classically. This combined approach afforded us an accurate description of the groups
directly involved in the reaction while treating the whole enzyme in atomic detail [95]. Contrary
to simple implicit descriptions of the protein (e. g. constant dielectric), the QM/MM approach
permits the contribution of the enzyme to catalysis to be investigated and the contribution of
individual residues to be quantified.
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2 Methods

2.1 Quantum mechanical Methods
2.1.1 Many-body systems

Over the past several decades, quantum chemistry calculations have become an invaluable tool for
the investigation of molecular properties on an electronic structure level This is to a large extend due
to the development in approximation methods that explain correlation exchanges and interactions
with sufficient accuracy while remaining computationally tractable. Quantum chemistry has offered
the terminological and conceptual framework required to understand a wide variety of questions,
including interpretation of chemical reactions, supra-molecular structure, spectroscopic properties,
etc. The Schrödinger equation can be counted as the basic equation of physics to describe quantum
mechanical behavior:

ĤΨ = EΨ

Where Ĥ is the Hamiltonian operator, E stands for the total energy of the system and the wave
function of which is a function of the positions of electrons and nuclei in the system as described
by Ψ. The time-dependent Schrödinger equation for a single particle of mass m located at position
r at each time t is:

{− ~2

2m

(
∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2

)
+ V }Ψ(r, t) = i}

∂Ψ(r, t)
∂t

(1)

Where V is the external field (later on denoted as the electrostatic potential caused by the motion
of the molecule’s nuclei) and the term Ψ is the single particle wave function, Ĥ for the time
independent schrödinger equation described in curly brackets {} in eq. 1. Assuming the external
potential as time-independent, using the separation of variables may result to Ψ(r, t) = ψ(r)T (t)
as such the time-independent Schrödinger equation can be written as following:{

− ~2

2m
∇2 + V

}
Ψ(r) = EΨ(r) (2)

Therefore, the Schrödinger equation is reduced to a set of partial eigenvalue equations [3] and it
can be solved exactly only for a limited number of problems, e.g. hydrogen atom. The lack of an
exact solution to the Schrödinger equation for systems with more than one electron (i.e. including
three or further interacting particles) supports approximate solutions that suggested more than
one functional form of the wave function.

2.1.2 Born-Oppenheimer Approximation

As outlined above, the exact Schrödinger equation can not be solved for molecular systems. How-
ever, if the motion of the nuclei is decoupled from the motion of electrons, the exact Schrödinger
equation for simplest molecular types like H2+ can be solved using the Born-Oppenheimer approx-
imation. Due to greater masses of the nuclei in comparison with that of the electron, it sounds
reasonable to say that anelectron can adjust instantly to any changes in the positions of nuclei.
Hence, the electronic wave function only relies on the positions of nuclei and not their momenta.
According to the Born-Oppenheimer approximation, the total wave function for the molecule can
be written as :

Ψtot(nuclei, electrons) = Ψ(nuclei)Ψ(electrons)

Subsequently, total Energy can be written as following where Ψ(electrons) and hence also
E(electrons) parametric-ally depend on the position of nuclei:

Etot = E(nuclei) + E(electrons).

Given that electronic energy includes electron-electron repulsion besides potential and kinetic
energy of electrons stirring in the electrostatic field of the nuclei. It is important to note that when
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the Born-Oppenheimer approximation is implemented, electronic motions are mainly studied and
the nuclei are assessed to be fixed. Therefore, the Schrödinger equation is solved for electrons in
the field of the nuclei, for each arrangement of the nuclei.

2.1.3 Spin

Spin of the electron in the single-electron wave function can be understood as a product of the
spatial function φ that characterizes the electron density in the space and spin function χ which
accounts for the electron spin to take the values 0 or 1. An acceptable functional form of the
wave function for the polyelectronic systems is defined by a Slater determinant, it explains the
anti-symmetry property of the wave function and can be written as:

Ψ =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣

χ1(1) χ2(1) . . . χN (1)
χ1(2) χ2(2) . . . χN (2)
. . .
. . .
. . .

χ1(N) χ2(N) . . . χN (N)

∣∣∣∣∣∣∣∣∣∣∣∣
In this determinant, χi(N) are the N electron spin orbitals and the pre-factor that results from

the indistinguishably of the electron accounts for the normalization.

2.1.4 Calculating the Energy

The spin orbital for a molecule can be postulated as a linear combination of atomic orbitals (LCAO
approach):

ψi = ΣKµ=1cµiφµ (3)

Where ψi indicates the spatial part of the molecular orbital i and φµ is an atomic orbital. The
energy can be obtained from the equation

E =

´
ΨHΨdτ´
ΨΨdτ

(4)

considering the Hamiltonian of the N-electron system is written in the general form and atomic
units as:

H =

(
−1

2

N∑
i=1

∇2
i −

1

r1A
− 1

r1B
...+

1

r12
+

1

r13
+ ...

)
(5)

Wherein the labels have the convention that riA denotes the distance between the electron i from
the nucleus A.

Energy equations thus contain a large number of coupled terms, expressed as integrals (see
below) which make it impossible to be solved exactly. An advantageous approach to avoid this
problem is to express the Energy terms distributed into three types of interactions which exist
in the total energy expression as follows: The kinetic and potential energy of N electrons in N
molecular orbitals and in the field of nucleus A

Ecoretotal = ΣNi=1

ˆ
dτ1χi(1)

(
−1

2
∇2
i − ΣMA=1

ZA
r1A

)
χi(1) = ΣNi=1H

core
ii (6)

where Hcore
ii is this energy related to the molecular orbital χi for M nuclei, the total electrostatic

energy of the system due to the Coulomb interactions

Ecoulombtotal = ΣNi=1ΣNj=i+1

ˆ
dτ1dτ2χi(1)χi(1)

1

r12
χj(2)χj(2) = ΣNi=1ΣNj=i+1Jij (7)
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in which Jij is the energy due to the the Coulomb interaction between every electron pairs in
different spin orbitals i and j, and the total exchange interaction energy between each spin in χi
and all other N-1 electrons in the system

Eexchangetotal = ΣNi=1ΣNj′=i+1

ˆ ˆ
dτ1dτ2χi(1)χj(2)

(
1

r12

)
χi(2)χj(1) = ΣNj=1ΣNj′=i+1Kij (8)

that Kij is the energy resulted from the exchange interaction between every electron pairs in
different spin orbitals i and j.
The third contribution is originated from the fact that the motion of the pairs of electrons with
parallel spins are correlated.

2.1.5 Calculating the molecular orbitals

As noted before, it is not possible to provide the correct solution of theSchrödinger equation for
systems with more than one electron. However, approximate solutions can be obtained. The Vari-
ation Theorem can help to determine which specific solution to the wave function is better than
other solutions. Due to the approximations that always ignore some level of complexities (and
therefore some interactions) in the problem, the energy calculated from the approximated solution
is always larger than the real solution. Hence, the proper wave function can be considered as the
one which minimizes the energy of the system. This can be expressed as δE = 0, which together
with the constraint that requires the molecular orbitals to be orthonormal, are solved using the
method of Lagrange Multipliers.
The qualitative explanation of this approach is as follows:
As accepted for the orbital picture in the system, the single electrons are considered to be asso-
ciated to specific spin orbitals. In the many-body problem, the motion of all the electrons have
to be determined simultaneously which arises from the fact that the electronic motions are cou-
pled. Referring to the three distinct energy contributions expressed in the previous section, it is
convenient to introduce the associated operators as follows:

The core Hamiltonian operator:

Ĥcore(1) = −1

2
∇2

1 − ΣMA=1

ZA
r1A

(9)

To describe the motion of an individual electron in the field of an isolated nucleus, The Coulomb
operator can be defined

Ĵj(1) =

ˆ
dτ2χj(2)

1

r12
χj(2) (10)

subsequently, denoting the average potential caused by an electron in one spin orbital χj
The exchange operator will lead to

K̂j(1)χi(1) =

[ˆ
dτ2χj(2)

1

r12
χi(2)

]
χj(1) (11)

which is represented as acting on the spin orbital χi.
In a compact notation, the so-called Hartree-Fock equations can be written as

fiχi = Σjεijχj (12)

wherein f̂i is called the Fock operator, the effective single-electron Hamiltonian in the many-body
system, and can be defined as

f̂i(1) = Ĥcore(1) + Σ
N/2
j=1

{
2Ĵj(1)− K̂j(1)

}
(13)
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in the closed-shell systems.]
Consequently, the standard eigenvalue form of the Hartree-Fock equations is

fiχi = εiχi (14)

The general method for solving these equations is the so-called self-consistent field (SCF) approach.
Since a single-determinant approximation does not include Coulomb correlation, the exact wave
functions can not be exposed by a single determinant. All in all, neglecting to provide an acceptable
description of the electron correlations can be counted as a big disadvantage of the Hartree-Fock
method. To tackle electron correlation issue several post-Hartree–Fock methods have been pro-
posed.

2.1.6 Density Functional Theory (DFT)

DFT is an approximation method for contributing the electronic structure of atoms and molecules
in the calculations of the system. As stated for the Hartree-Fock approach, a slater determinant is
represented to calculate the full N-electron wave function in a molecule. Similarly, the one-electron
wave functions are assumed in DFT method, yet only the total energy of the electrons as well as
the total electron density are calculated. According to this theory, the electron density can be
used to describe the properties of the system (including the ground-state energy) uniquely, which
has been proved by Hohenberg and Kohn in 1964 [118]. It can be stated that energy is a unique
functional of ρ(r) and is written as the sum of two major terms as the following:

E[ρ(r)] =

ˆ
Vext(r)ρ(r)dr + F [ρ(r)] (15)

The first term represents the interaction between the electronic density and the external potential.
The second term comprises the total Kinetic energy as well as the contributions from the interaction
of all electrons.
The number of electrons in the system is fixed using the variational method and the constraint
condition.

N =

ˆ
ρ(r)dr, (16)

The ground state energy can be obtained by the method of Lagrangian multipliers as

δ

δρ(r)
[E[ρ(r)]− µ

ˆ
ρ(r)dr] (17)

where −µ is the Lagrangian multiplier and can be rewritten as follows:(
δE[ρ(r)]

δρ(r)

)
Vext

= µ. (18)

The problem with this method is that the functional F [ρ(r)] is unknown. A practical way
to deal with this problem was proposed by Kohn and Sham (1965) [86], such that F [ρ(r)] by an
approximation can be written as a sum of the following terms:

F [ρ(r)] = EKE(ρ(r)) + EH [ρ(r)] + EXC [ρ(r)], (19)

The term EKE(ρ(r)) was introduced to denote the kinetic energy of non-interacting electrons,
EH [ρ(r)] defined as the Hartree electrostatic energy which includes the Coulomb energy between
pairs of electrons. The term EXC [ρ(r)] comprises correlation and exchange contributions as well
as the contribution to the real kinetic energy that is not calculated in the EKE(ρ(r)). Lastly, the
Kohn-Sham scheme for the full energy of the N-electron system can be written as:

E[ρ(r)] =

N∑
i=1

ˆ
ψi(r)(−

∇2

2
)ψi(r)dr +

1

2

¨
ρ(r1)ρ(r2)

|r1 − r2|
dr1dr2 (20)

+ EXC [ρ(r)]−
M∑
A=1

ˆ
ZA

|r −RA|
ρ(r)dr
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The single-electron Kohn-Sham equations are then obtained by defining the electronic density of
the system as ρ(r) =

∑N
i=1 |ψi(r)|2 and using the variational method as follows:{

−∇
2

2
− (

M∑
A=1

ZA
r1A

) +

ˆ
ρ(r2)

r12
dr2 + VXC [r1]

}
ψi(r1) = εiψi(r1) (21)

Therein εi is the i-th orbital energy and VXC [r1] is the exchange correlation functional that can
be written in terms of the exchange-correlation energy as follows:

VXC [r] = (
δEXC [ρ(r)]

δρ(r)
). (22)

The Kohn-Sham equations are solved employing a self-consistent approach in a way that at each
iteration, an improved value for the density is created and inserted into the equations again in
expectation that calculations converge.

The most important challenge of the Density Functional Theory method is, how appropriate
the approximations to the exchange-correlation functional are chosen. The success of DFT relies
on the fact that even the simplest approximations can turn over solid results. Some approximations
will be explained in the following sections.

2.1.7 Local Spin Density Approximation (LSDA)

This approximation, which is also termed as LDA, is a form of the uniform electron gas model and
presumes that the electron density is constant in space. More precisely, the space is assumed to
be inhomogeneous in the distribution of the electron density ρ(r) while it is composed of volume
elements that contain a constant electron density (of a point r) at all points of each individual
volume element. With this assumption, the equation 15 for the exchange-correlation energy can
be rewritten as:

EXC [ρ(r)] =

ˆ
ρ(r)εXC(ρ(r))dr (23)

Therefore, the exchange-correlation functional will be as follows:

VXC [r] = ρ(r)
dεXC(ρ(r))

dρ(r)
+ εXC(ρ(r)) (24)

Where εXC(ρ(r)) represents the exchange-correlation energy per electron in the uniform electron
gas. These functionals are called ’local’. The values of εXC(ρ(r)) for the uniform electron gas
can be obtained with a good precision, for instance using the quantum Monte Carlo methods [42].
Sometimes it is more practical to express the exchange-correlation energy per electron as an ana-
lytic function of the ρ(r) and also to realize it as two separate parts of exchange and correlation
terms.

2.1.8 Gradient-corrected functionals

In spite of the very good performance of the LDA, it is still demanded to develop better approx-
imations for different problems. Instead of the constant density, gradient-corrected, ’non-local’
functionals are an extension to the LDA method and consider the gradient of the density in a
volume element in space. For these functionals, the exchange and correlation contributions are
divided. A well-known gradient correction form to the exchange functional is introduced by Becke
(1988, 1992) [7, 6] which is as follows:

EX [ρ(r)] = ELSDAX [ρ(r)]− b
∑
σ=α,β

ˆ
ρ4/3σ

x2σ
(1 + gbxσsinh−1xσ)

dr, (25)

11



xσ =
|∇ρσ|
ρσ4/3

is a dimensionless parameter and ELSDAX [ρ(r)] is the exchange energy in its Slater

functional form.

A popular correlation functional form is also proposed by Lee, Yang and Parr [6] which can be
expressed as follows:

EC(ρ(r)) = −a
ˆ

1

1 + dρ−1/3

{
r + bρ−2/3[CF ρ

5/3 − 2tW + (
1

9
tW +

1

18
∇2ρ)e−cr

−1/3

]

}
dr (26)

where a = 0.049, b = 0.132, c = 0.2533 and d = 0.349 are constants and

tW =

N∑
i=1

|∇ρi(r)|2

ρi(r)
− 1

8
∇2ρ ; CF =

3

10
(3π2)2/3.

The Becke gradient-corrected exchange functional of the LSDA method and the Lee-Yang-Par
correlation functional may be combined which are called the ’BLYP’ functionals and are widely
used.

2.1.9 Hybrid Hartree-Fock/Density Functional Methods

As it was stated before, the Hartree-Fock method affords an exact solution to the exchange func-
tional. However, the calculation of the correlation effects in this method causes too much complex-
ity. Therefore, it is worth to consider a combination of the approximated correlation functionals
with the Hartree-Fock exchange functional done by combining the exact exchange energy from
the Kohn-Sham Slater determinant and the correlation part of the local density approximation
suggested by Becke (1993) [9] in the following pattern:

EXC =

ˆ 1

0

υλXCdλ (27)

The λ is a coupling parameter ranging from 0 for the system without Coulomb repulsion υXC
between the electrons (Kohn-Sham non-interacting states), to 1 for the real system with full inter-
actions. The integral of the exchange-correlation energy can not be solved analytically thus needs
to be approximated.
Finally, the exchange-correlation energy can be written as:

EXC = ELSDAXC + a0(EexactX − ELSDAX ) + aX∆EGCX + aC∆EGCC (28)

With a0, aX and aC being the empirical coefficients achieved from the experimental data.

One other popular combination of the exchange and correlation functionals is obtained by
the Becke’s gradient-corrected exchange functional used with Lee-Yang-Par correlation functional
and the standard local correlation functional of Vosko, Wilk and Nusair (VWN) called B3LYP
density functional. It reads as follow:

EB3LY P
XC = (1− a0)ELSDAX + a0E

HF
X + aX∆EB88

X + aCE
LY P
C + (1− aC)EVWN

C . (29)

2.1.10 Basis functions

In electronic structure methods, such as DFT, MP2 and Hartree-Fock methods , the Kohn-Sham
orbitals are often suitable to be indicated as a linear combination of the single-atom basis func-
tions for dealing with the molecular systems, :

ψi(r) = ΣKν=1cνiφν . (30)

The basis functions φν may take several functional forms such as Gaussian and Slater type orbitals.
The Slater type orbitals are numerical basis functions which are obtained by solving the isolated-
atom Kohn-Sham equations.
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2.2 Molecular Mechanics methods
In Molecular mechanics methods as molecular modeling methods the energy of the system is
calculated based on the motion of the nuclei whilst the motion of the electrons are neglected. This
idea arose from the Born-Oppenheimer approximation which supports neglecting the motion of
electrons based on the considerable difference between the mass of the electrons and the nucleus.
In general, in systems where the electronic structure is not crucial, MM methods are a common
choice to be used. Furthermore, computational costs for systems with a large number of atoms
dictate the use of MM methods over quantum mechanical calculations to mimic molecular and
atomic interactions by a simpler model.

2.2.1 Force Fields

Empirical potential functions (Force Fields) are modeled to predict special properties of the system
with providing the chance of subsequently derived associated parameters. One of the main features
of the force field is transferability which means; a set of parameters developed for a molecule can
be used for many related molecules. A convenient way of modeling the force field is to represent
it as a sum of four contributions which are potential energy terms that arise from the deviation
of the bonds and angles from their equilibrium configurations as well as the interaction between
non-bonded components. With this representation, some internal coordinates can be defined to
reflect changes in their terms. The force field can be written in the following form:

U(rN ) =
∑
bonds

kb
2

(li − li,0)2 +
∑
angles

kθ
2

(θi − θi,0)2 (31)

+
∑

torsions

Vn
2

(1 + cos(nω − γ)) +

N∑
i=1

N∑
j=i+1

(4εij [(
σij
rij

)12 − (
σij
rij

)6] +
qiqj

4πε0rij
)

Figure 5: Bonded (top) and non-bonded (bottom) terms in an empirical force field.

Wherein li, θi,γi stands for bonds, angles and dihedral phase, li,0, θi,0 indicates the minimum
equilibrium bond length and bond angle, respectively. qi qj represent partial charges for atom
i and j while rij is the distance between those atoms. εij and σijare the interaction energy and
distance at minimum of the Lennard-Jones potential. The term U(rN ) is the potential energy and
the contributions to the function are potential energy terms due to the interaction between pairs
of atoms in a bond, three atoms in an angle, four atoms in a dihedral and non-bonded terms which
consist of electrostatic interaction modeled by a Coulomb potential and Van-der-Waals interactions
modeled by a Lennard-Jones potential. Figure 5 shows the various terms in the described force
field. The terms associated with the bonds and angles are modeled by harmonic potentials and the
terms related to the torsion of bonds are sculptured by a periodic potential. The bonded atoms
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mostly interchange a firm force which evokes the high energy deviation compared to the normal
values, this strength is embodied in the force constant’s magnitude.

2.3 Minimization methods
In molecular modeling, the minimum energy positions on the Potential Energy Surface (PES) rep-
resent the stable configurations of the system. Hence, minimization algorithms are demanded to
specify the minimized geometry of each system.
Minimization algorithms fall into two categories: Algorithms for taking the derivatives of the en-
ergy as a function of the coordinates and non-derivative minimization algorithms.
Non-derivative minimization methods include several approaches such as the simplex method and
the sequential Univariate method.

Derivatives of energy are obtained either analytically or numerically. The numerical derivative
is calculated by dividing the change in the energy of the system with respect to a small change in

the coordinate xi,
δE

δxi
, and returns the derivative at the middle distance point.

The potential energy function can be expanded in Taylor series as follows:

U(x) = U(xk) + (x− xk)U ′(xk) + (x− xk)2U”(xk)/2 + ... (32)

The derivative methods are distinguished by the highest order of the accepted derivative. In this
sense, first-order methods apply the first derivative and second-order methods use up to second-
order derivative.

First-order derivative minimization

There are some commonly used minimization algorithms of the first-order type derivative like
steepest descent and conjugate gradient methods. In these methods, at each iteration the system
is taken closer to the minimum point yet the change in the coordinates occur slowly.

The Steepest Descents methods

In this method, the direction of the motion is similar to the net force. The location of the minimum
point can be determined by either making a line search or taking an arbitrary size step parallel to
the net force.

Conjugate Gradients Minimization

In the steepest descents method, the gradient of motion and the following steps are orthogonal,
while in the conjugate gradients approach, the directions at each point are conjugate and gradients
are orthogonal. As a result, in this method, several directions are created. As a rule, for a quadratic
function of M variables, M steps are needed to locate the minimum. The direction of motion is
defined as

vk = −gk + γkvk−1 (33)

where γk is a scalar constant:
γk =

gk · gk
gk−1 · gk−1

(34)

The Eq.33 can not be used for the first step, albeit from the second step on. Therefore the first
step in this method is in the direction of the gradient resembling the first step in the steepest
descent.
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2.4 Conjugate Peak Refinement (CPR)
In macromolecules or any other systems with a large number of degrees of freedom, finding local
minima related to a stable molecular conformation is the first step in sketching the energy surface
of the system. The next step is finding the saddle point between located minima to understand the
adiabatic reaction path connecting them. An algorithm which only needs to compute gradient and
evaluate the energy function called Conjugate Peak Refinement (CPR) [141] has been developed to
determine multi-dimensional reaction coordinates between two defined conformers. This method
can be useful for studying conformational changes in macromolecules, complex isomerization re-
actions, biochemical reactions, etc. On the potential energy landscape (PES), the CPR method
attempts to construct a path between two minima. Chain-of-states especially near to the saddle
points are connected together in the CPR algorithm to get closer to the exact first order saddle
point. In the CPR algorithm we can assume that a quadratic function provides a well approxi-
mated energy landscape, therefore, if an initial search direction (Si) and starting point (Xi) would
be known, the saddle point can be located near (Xi). The method of Sinclair & Fletcher [72] is the
theoretical basis of CPR algorithm for finding an initial search direction (Si) and starting point
(Xi). Sinclair & Fletcher emphasized on the fact that the Hessian has only one negative eigenvalue
at a saddle point. In Sinclair & Fletcher [72] method, finding saddle point is assured when the
function is quadratic.

2.5 Molecular Dynamics Simulation
In the energy minimization process, a few minimum configurations of the system are created. In
case of a small number of atoms, the partition function can be calculated using the set of minimum
configurations. Consequently, the thermodynamics properties can be premeditated. However, in
more complex systems such as solutions and solids, the exceedingly large number of minima on the
energy surface is a big hindrance to the determination of properties of the system directly from
analyzing the energy surface.
Molecular Dynamics simulation, is a deterministic method during which small copies of the whole
system are generated, representing the macroscopic system in different configurations. The real
dynamics of the system over the time is calculated by predicting the future state of the system
from its current state. Hence, it is feasible to ascertain the time-dependent behavior of the thermo-
dynamic properties during Molecular Dynamics simulation which is done by integrating Newton’s
equation of motion 3538.

2.5.1 Ensemble average

Experimentally, values of the properties are estimated by taking a time average over the measure-
ment time

Aave = lim
τ→∞

1

τ

ˆ
t=0

A(pN (t), rN (t))dt, (35)

while in MD simulations, an Ensemble Average can be calculated from the time average En-
semble average is the expectation value of the property as an average over all the representative
replica of the system

〈A〉ensemble =

ˆ ˆ
dpNdrNA(pN , rN )ρ(pN , rN ) (36)

. According to the ergodic hypothesis, the ensemble average and the time average of the property
are equal. A(pN , rN ) as an observable is a function of the momenta, p, and the positions, r, of the
system and ρ(pN , rN ) is the probability density of the ensemble which has a different shape for
different ensembles and partition functions.
The form of the probability density function for a canonical ensemble (NVT ensemble) is

ρN,V,T (pN , rN ) =
exp[−E(pN , rN )]/kBT ]

Q
(37)
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therein Q denotes the partition function of the system, kB is the Boltzmann constant and T is the
temperature. The partition function of the NVT ensemble is:

QNV T =
1

N !

1

h3N

ˆ ˆ
dpNdrNexp

[
−E(pN , rN )

kBT

]
(38)

2.5.2 Integration algorithms

The motion of a point mass (as a representative of the nucleus or the whole atom) is determined
by Newton’s equation of motion,

F = ma⇒ d2ri
dt2

=
Fri
mi

(39)

where F is the force applied on the nucleus i and ri is the position of it. On the other hand, the
force can be obtained by:

F (ri) = −∇U(ri) (40)

Accordingly, by integrating the equation of motion, every next step of one atom is taken by the
current position of all other atoms in the system. As a result, a trajectory of atoms positions is
created from which all other properties such as velocities and momenta can be captured.

There are several algorithms for integrating the Newton’s equation of motion. It is assumed
that the position and the other properties of the particle can be expanded in Taylor series as
follows:

r(t+ δt) = r(t) + δtv(t) +
1

2
δt2a(t) +

1

6
δt3b(t) +

1

24
δt4c(t) + ... (41)

v(t+ δt) = v(t) + δta(t) +
1

2
δt2b(t) +

1

6
δt3c(t) + ... (42)

a(t+ δt) = a(t) + δtb(t) +
1

2
δt2c(t) + ... (43)

b(t+ δt) = b(t) + δtc(t) + ... (44)

Where v, a, b denote the velocity, acceleration and the third derivative respectively.
A widely used algorithm is the so-called Verlet algorithm (1967) [163] which has the following
form

r(t+ δt) = r(t) + δtv(t) +
1

2
δt2a(t) + ... (45)

r(t− δt) = r(t)− δtv(t) +
1

2
δt2a(t)− ... (46)

after combing them gives the result:

r(t+ δt) = 2r(t)− r(t− δt) + δt2a(t) (47)

It means the new positions are calculated using the current positions, accelerations and the posi-
tions from the previous step.
The velocities can be calculated accordingly via:

v(t) =
[r(t+ δt)− r(t− δt)]

2δt
(48)
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2.6 Hybrid quantum mechanics/molecular mechanics (QM/MM) simu-
lations

Because of the enormous computational cost, complex biomolecular systems such as proteins,
enzymes or DNA/RNA are too large to be fully treated with Quantum mechanics level of theory.
Guided by the scarcity of computational sources, systems can be partitioned into two or more
regions. In hybrid quantum mechanics/molecular mechanics (QM/MM) simulations, the region
wherein chemical processes take place is treated with an appropriate quantum mechanical level of
theory (QM) while the remainder which is commonly larger than the QM part is treated with a
molecular mechanics force field (MM). In a hybrid QM/MM approach, considering the system as
a whole with the QM-treated region embedded in the MM-treated environment can lead to the
realistic result with reasonable computational costs [180, 179, 116, 161].

2.6.1 QM-MM Partitioning

The whole system is divided into three regions including an inner part, treated quantum mechan-
ically, surrounded by an outer sphere, handled by a force field. Sometimes in systems with a large
number of atoms like bio-molecular structures only atoms around 10~15 Å of the QM part (usu-
ally the active site) are free to move while atoms in the remainder are kept fixed at their initial
positions. A sketch of the system including protein and DNA solvated in water and ions is shown
in Figure 6.

Figure 6: Partitioning of the entire system Into Outer part (MMFlexible + MMfixed) and inner part
(QM)

According to the type of QM/MM scheme, different approaches are implemented to treat the
boundary region between QM and MM part. It is very crucial to treat the boundary between
subsystems properly, specially, if it “cuts” covalent bonds. In addition, coupling terms need to be
considered, hence the boundary region may include specific atoms that need to be considered in
QM and MM calculation. For instance, link atoms (addition atom) may be used to cap the QM
part. Based on the region to be considered as the active region two types of fixed and adaptive
partitioning have been introduced. In systems wherein the active region is fixed from starting point
till the end of simulation, fixed QM/MM portioning is a valid nominate to be used. Contrarily, in
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Figure 7: W: (QM/MM) entire system, O: (MM) outer part, II: QM Inner part.

processes with shifting active region(s), adaptive partitioning has to be implemented.

2.6.2 Additive and Subtractive QM/MM Schemes

In subtractive QM/MM schemes, in addition to QM calculation on the inner subsystem, MM
calculation on inner subsystem and MM calculation on the entire system should be carried out.
The QM/MM energy of the entire system can be calculated as follow:

ESubtractiveQM/MM (Entire−system) = EMM (W ) + EQM (II)− EMM (II) (49)

In order to avoid double counting in equation 49, EMMwas subtracted from the summation of
EMM (II)+EQM (II). Depending on the partitioning approach, the equation 49 can be rearranged.
For instance, if we use link atoms the equation would be as following:

ESubtractiveQM/MM (W ) = EMM (W ) + EQM (II + )− EMM (II + ) (50)

In equation 50, stands for link atoms, therein calculations are carried out on the inner,
capped, system. Abstractly speaking, in the subtractive QM/MM scheme, while the whole system
is treated with an MM approach, a definite region which has been cut out from the entire system
would be treated quantum mechanically. The absence of justifications on standard process of
QM or MM calculation or necessity of explicit coupling terms make subtractive scheme quite
simple which can be considered as the main advantage of the subtractive approach. On the other
hand, thecalculation of electrostatic interactions is complicated, in particular with thinking that
coupling between subsystems (QM and MM) is treated molecular mechanically. This issue is
usually represented by interaction between fixed atomic charges in the QM and MM regions as
the Coulomb interaction. In addition to the mentioned drawback, providing a complete set of MM
parameters for the inner parts may be complicated.

Another widely used QM/MM approach is an additive scheme which can be written as follows:

EAdditiveQM/MM (W ) = EMM (O) + EQM (II + ) + EQM/MM (II,O) (51)

Interaction terms between the two subsystems (QM and MM) appear as an explicit term
presented by EQM/MM (II,O) in equation 51. Besides what has been assessed in the MM force
field (31), electrostatic interactions between QM and MM atoms, Van der Waals and bonded
interactions are considered in the additive scheme.

EQM/MM (II,O) = EElecQM/MM + EV dWQM/MM + EbondedQM/MM (52)

In the following parts several terms which take part in EQM/MM (II,O) including non-bonded,
bonded and electrostatic interactions will be discussed.
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2.6.3 The Electrostatic QM–MM Interaction

Several approaches offer different ups and downs including mechanical embedding, electrostatic
embedding and polarized embedding have been developed to define electrostatic coupling between
the fixed charges used in the MM region and the QM charge density. However, polarized embedding
may change the MM charge. In mechanical embedding (model A), the same treatment with MM-
MM electrostatic interaction is implemented in QM-MM electrostatics. It means, the fixed charge
of the MM force field is used in the QM region as well. The mechanical embedding approach has
several restrictions and disadvantage, for instance, it is chemically reasonable to observe different
charges during a reaction according to the modification in charge distribution of the QM region.
In addition, the outer region is not polarized as it does not interact directly with the QM charge
density. Sometimes, the fixed charges extracted from the MM force field can not reproduce reliable
MM point charges for the inner region. Apart from these disadvantages, the mechanical embedding
approach is very straight forward and computationally affordable.

In the case of electrostatic embedding, running a QM calculation beside an MM charge model
can solve many problems which mechanical embedding has been faced with . For example, MM
point charges can be written as one electron term in QM Hamiltonian as it has been shown as
following:

ĤElec
QM/MM = −

N∑
i

L∑
JεO

qJ
| ri −RJ |

+

M∑
aεII+

L∑
JεO

qjQa
| Ra −RJ |

(53)

The indices, J, a, and i represent L point charges while the term M stands for QM nuclei and N
for electrons. The symbols, Qa stands for nuclear charges of QM atoms at Ra, qJ is the MM point
charges placed at RJ and ri introduces electron positions. In the electrostatic embedding approach,
inner region would be automatically polarized as the electronic structure of the inner part follows
the alteration in the charge distribution of the outer region. On account of QM-level treatment
of electrostatic interaction the electrostatic embedding scheme is more accurate compared to the
mechanical embedding scheme, however it is obvious that it isnot as computationally efficient and
straightforward as mechanical embedding. In addition to all strengths which support the idea to
use electrostatic embedding scheme, it has some issue. For instance, when the QM/MM boundary
runs over a covalent bond, fixed MM charges which are near to the QM electron density can cause
over-polarization. It is worth noting that in biomolecular systems, electrostatic embedding is the
most prevalent embedding scheme which can generate reasonable results. As already mentioned,
electrostatic embedding is widely known for the interaction of polarized QM density with rigid
MM charge environment.

However, the lack of a model that describes the interaction of the QM density with flexible
MM charges has led to the development of two polarized embedding models (model 1 and model
2). In model 1, the QM electric field polarizes the polarizable charge model in the MM region but
this MM region does not send their polarization back to the QM region. Covering polarizable MM
model into the QM Hamiltonian in a fully self-consistent formulation causes mutual polarization
(model 2). These polarized embedding schemes (model 1 and model 2) are not still widely-applied
in biomolecular applications. Moreover, polarizable MM modelsare not well developed to be used
in biomolecular simulations

2.6.4 VdW and Bonded QM/MM interactions

Among discussed coupling terms in equation 52, in addition to electrostatic interactions, Van der
Waals and bonded interactions participate in QM-MM coupling term. Fortunately, they can be
assessed more feasible, in comparision to electrostatic embedding in both additive and subtractive
QM/MM scheme. More precisely, with respect to QM-MM van der Waals coupling, additive and
subtractive schemes are equal. A Lennard-Jones potential is a common choice to describe van der
Waals interactions. Therefore we need proper parameters for QM atoms. Although, the character
of QM atoms can be changed as a result of different situations, such as a reaction, in most cases
parameters for QM atom can be extracted from well known MM force field.
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2.6.5 Overview of Boundary Schemes

Depending on the system we need to define the boundary between outer and inner regions, for
instance in a system including a small peptide solvated in water, the boundary does not cross
over a covalent bond since a small peptide can be completely treated by QM level of theory while
the remainder is treated molecular mechanically. In some cases, it is certainly necessary to cut
the covalent bond for passing the QM/MM boundary, therefore, it is unavoidable to be careful
about some possible issues, for instance, overpolarisation induced by MM charges close to the edge
to the QM density should be avoided. Selecting a proper scheme can be based on some criteria
like minimized artifacts. In general, the goal is defining a consistent explanation for QM/MM
interactions at boundary region between the two subsystems. In order to ease the discussion we
define some labels: The first atom in the shell of a subsystem which is treated by MM and QM are
called M1 and Q1 the atoms bonded to M1 and Q1 are labeled as M2 and Q2 respectively.. During
the QM-MM division the free valency at Q1 is created. In a link atom scheme this free valency
at Q1 can be filled by an additional atom (L) to cap the QM part. This additional link atom can
be problematic since it is dissimilar to the group which it exchanges. In addition, each link atom
generates three artificial structural degrees of freedom. Fortunately, this problems can be fixed
by some efforts. For example, artificial degrees of freedom can be removed by the application of
constraints. By forcing the link atom as a function of position of M1 and Q1 the link atom L seats
between M1 and Q1. Furthermore, a scaling factor can be defined to relate the distance Q1-L to
the distance Q1. It should be noted that the polar bond should not be selected as bond to be cut
and the selected bond should not participate in conjugative interactions. It is also recommended
that the selected bond to be cut has to be three bonds away from the defined boundary since the
dihedral terms expand up to two bonds toward inner region. Additionally, cutting over an MM
charge group has to be neglected to avoid accumulation of artificial net charge beside QM density.
All in all, a reasonable place to cut is C-C bond whereas an amide bond would be a complicated
candidate with partial double bond character.

2.7 Choice of quantum mechanic method in QM/MM scheme
Both accuracy and computational costs can be counted as leading criteria in choosing a decent
quantum mechanic method in QM/MM calculations. The first-principle quantum methods are
not always the best choice to be chosen for solving all problems. For instance, DFT methods are
restricted to a limited number of atoms (<100) due to elevated computational costs. Recently,
approximate quantum chemistry methods have shown great efficiency and reasonable accuracy to
handle a plethora of problems pertaining to chemistry, biology and physics. In addition to semi-
empirical molecular orbital methods like AM1, MNDO, PM3, the self consistent charge density-
functional tight-binding (SCC-DFTB) method derived from density functional theory (DFT) has
been developed as alternative approximate approach to DFT and ab initio methods. Despite
the lower accuracy of approximate methods in comparison with DFT and ab intio methods their
computational speed is invincible as they can be 3 orders of magnitude faster on average than DFT
and ab initio methods like Hartree-Fock (HF).

2.7.1 Density-functional tight-binding (DFTB)

The main core of all later extensions of DFTB is the non-self consistent version of DFTB. In
common with other tight-binding method, a stationary approximation to DFT compiled with
Harris functional approach can be inferred as the DFTB energy. Unfortunately, the molecular
systems with intermediate charge transfer can not be treated by non-self consistent version of
DFTB, yet it can be served for large and small intramolecular charge transfer.

2.7.2 Self-consistent-charge density-functional tight-binding (SCC-DFTB)

SCC-DFTB has been developed on the basis of a second-order expansion of the KohnSham total
energy with reference, δρ, to charge density variation relative to reference density ρ0 . The equation
for the total energy can be described as follows:
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E =

occ∑
i

< φi|Ĥ0|φi > +
1

2

ˆ ˆ  1

|→r −→
′
r |

+
δ2Eex
δρδρ′

∣∣∣∣∣
ρ0

× δρ →(r) δρ′ →(r′) −→dr−→dr′
+

{
−1

2

ˆ ˆ
ρ0(−→r ′)ρ0(−→r )

|→r −→
′
r |

−→
dr
−→
dr′ + Exc [ρ0 (−→r )]−

ˆ
Vxc [ρ0] ρ0 (−→r )

−→
dr

}
+ Ecore (54)

Exc and Vxc stand for exchange-correlation energy functional and potential, respectively. The
Kohn-Sham orbitals are φi and the term reference density is represented by ρ0. The effective
Kohn-Sham Hamiltonian Ĥ0 can be understood as the only dependent of ρ0.

Ĥ0 = −1

2
∇2 −

∑
k

Zk∣∣∣∣∣−→R −−→r
∣∣∣∣∣

+

ˆ
ρ0(r′)∣∣∣∣∣−→r −−→r ′

∣∣∣∣∣
−→
dr′ + Vxc

[
ρ0(−→r )

]
(55)

wherein Zk stands for the charge of the kth nucleus. In equation 54, the second term stands for
the participation of the density variations to the total energy. The third term represent the correc-
tion for the double counting terms arise from exchange-correlation and Coulombic participations
contained in the Hˆ 0 matrix elements. The last term in equation 54 including Ecore correspond
to the core-core repulsion energy which plays a critical role in the parametrisation. In equation 55
Zk is adjusted to treat the nuclear charge and the valance electron explicitly. A minimal basis of
localized pseudo-atomic Slater orbitals χµ includes Hamiltonian matrix elements <φi|Ĥ0|φi> can
be shown as:

φi =
∑
µ

Ciµχµ (56)

Accordingly, the Hamiltonian matrix, H0
µν≡<χµ|Ĥ0|χν>, can be understood as follows:

H0
µν =< χµ|T̂ + Veff

[
ρA0 + ρB0

]
|χν >,µεA, νεB (57)

In equation 57, A and B define atoms where Overlap matrix element Sµν and the Hamiltonian
matrix H0

µν can be calculated from the distance between atom A and B. In addition, Veff stands
for effective Kohn-Sham potential and ρA0 corresponds to the electron density of the atom A. The
approximation of the sum of a set of pairwise atom-atom potentials can be represented by the term
Erep. These pairwise atom-atoms potential can be fitted into a reference systems. For instance,
H3C-CH3, H2C=CH2, HC-CH can be references for consideration of C-C interactions. It is assumed
that these references provide compatibility to be transferred for interactions calculations in more
complicated systems.

Erep =
∑
A,B

UA−B(RAB) (58)

In equation 58, for the selected reference systems at a series of inter-atomic distances, the
pairwise potential is fitted with polynomials functions. Precisely, it is implemented as the difference
between the SCC-DFTB electronic energy and DFT total energy. The DFT method which is
usually chosen as reference for fitting is the B3LYP method with an intermediate-size basis-set. A
superposition of atomic contributions, δρAcorresponds to the charge density variation, δρ, adjusted
with the reference density can be written as:

δρ =
∑
A

δρA (59)

The superposition of atomic contributions, δρA, are assessed by the charge changes at the atoms
A, ∆qA = qA − qA0 . The Mulliken population is represented by the quantity qA while qA0 is the
number of valence electrons of the atom A. A function γAB can be established to estimate the
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second derivative of the total energy regarding the charge density variations, (δ2E/δρδρ’)|ρ0 . Ac-
cording to the analysis of Coulomb interaction between two spherical charge distributions centered
on the two nuclei, a functional form which represented γAB was suggested as follows:

γAB =

¨
s(τA,

−→
RA)s(τB,

−→
RB)

|→r −→
′
r |

−→
dr
−→
dr′ =

1

RAB
−
[
e−τARABK(τA, τB , RAB) + e−τBRABK(τB , τA, RAB)

]
(60)

Therein, s(τA,
−→
RA) stands for 1s Slater orbital with exponent τA centered on

−→
RA. The term

K(τB , τA, RAB) is defined as:

K(τB , τA, RAB) =
τ4BτA

2(τ2A − τ2B)2
− τ6B − 3τ4Bτ

2
A

2(τ2A − τ2B)RAB
(61)

The function γAB reaches to γAA at the limit of RAB→ 0 and γAB attains the asymptotic
form (1/RAB) at long distance. Another condition connects the width of the atomic charge density
inversely to the chemical hardness (UA) as:

τA =
16

5
UA (62)

The total energy of SCC-DFTB compiled with the approximations noted above can be written
as follows:

ESCC−DFTB =

occ∑
i

< φi|Ĥ0|φi > +
1

2

∑
A,B

γAB∆qA∆qB + Erep (63)

In molecular dynamics simulations and geometry optimization, obtaining analytic first deriva-
tives of the SCC-DFTB total energy is imperative. They can be expressed as:

∂ESCC−DFTB

∂
−→
RA

=
∑
i

ni
∑
µν

ciµc
i
ν×

[
∂H0

µν

∂
−→
RA

−

(
εi −

1

2

∑
c

(γAC + γBC)∆qC

)
∂Sµν

∂
−→
RA

]
+

∆qA
∑
C

∂γAC

∂
−→
RA

∆qC +
∂Erep

∂
−→
RA

µεA; νεB (64)

The term Sµν stands for the tabulated overlap matrix element while εi and ni correspond to
eigenvalue and occupation number for the ith molecular orbital respectively. The tabulated matrix
elements in equation 64 and two-center approximation mentioned in equation 57 can be regarded
as two reasons which make DFTB calculations faster than DFT.

2.7.3 QM/MM Implementation of DFTB

The QM/MM scheme of the Charmm program [24, 26] is the default implementation of QM/MM
calculation for DFTB. It means, the QM part is treated with DFTB through wherein MM atoms
interact with QM atoms over the van der Waals and electrostatic terms. Accordingly, the total
energy can be written as:

Etot =< Ψ
∣∣∣ĤQM + Ĥ

QM/MM
el

∣∣∣Ψ + EQM/MM
van + EMM (65)

Therein, the electrostatic interaction from the MM part < Ψ
∣∣∣ĤQM + Ĥ

QM/MM
el

∣∣∣Ψ > extracted
from equation 63 is represented by the first term. The second term shows the van der Waals
interactions between QM and MM atoms. The empirical energy of the MM atoms can be seen in
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the last term. The electron operator is chosen to describe the Coulombic interaction between QM
nuclei and electrons and the MM partial charges

Ĥ
QM/MM
el =

∑
AεMM

∑
BεQM

QAZA∣∣∣−→RA −
−→
RB

∣∣∣ −
∑

AεMM

Nel∑
i=1

QA∣∣∣−→RA −−→r i
∣∣∣ (66)

Wherein, the term Nel is the number of QM electrons, QA stands for partial charge on MM
atom A, the charge of QM atom B is represented by ZB . In DFT and ab initio implementations
of QM in QM/MM calculation the operator in equation 66 is treated analytically. The three-
center integrals of the last terms have to be calculated which is computational expensive. The
Coulomb interaction between the MM partial charge and Mulliken charge of the QM atoms given
by SCC-DFTB can be used to reduce the computational cost of QM/MM electrostatic interaction

Ĥ
QM/MM
el ≈

∑
AεMM

∑
BεQM

QA∆qB∣∣∣−→RA −
−→
RB

∣∣∣ (67)

Through transferring equation 67 into equation 63 eigenvalue equation can be obtained∑
ν

(Hµν − εiSµν)Ciν = 0 (68)

Therein the matrix elements can be written as:

Hµν = H0
µν +

1

2
Sµν

∑
BεQM

(γCB + γDB)∆qB+

1

2
Sµν

∑
AεMM

 QA∆q
C∣∣∣−→RC −
−→
RA

∣∣∣ +
QA∆q

D∣∣∣−→RD −
−→
RA

∣∣∣
µεC; νεD

The terms B and A indicate MM atoms while C and D are QM atoms.

2.8 QM/MM Molecular-Dynamics simulation
Investigating reaction free energies in solution or solvation free energies have been most common
reasons to do full QM/MM including freely moving QM atoms in explicit-solvent. Particularly,
along with Molecular Dynamics simulations for sampling, free energy treatment such as thermody-
namic integration, umbrella sampling are needed to calculate e.g. reaction free energies in solution.
Due to the intense cost of first-principles QM methods, like DFT, semi empirical methods have
been a popular choice for biomolecular systems. In MD studies, through using Born-Oppernheimer
MD, the QM forces and energies normally are given by SCF calculation in each step. There are
other options such as Car-Parrinello MD (CP-MD) which include the electronsexplicitly as active
degrees of freedom, by fictitious dynamical variables within a Lagrangian scheme.

2.9 Free energy calculations
The free energy, and changes therein, is an important quantity to characterize many processes
such as chemical reactions. Calculation of free energy differences as one of the essential tasks in
studying chemical or biochemical processes is quite challenging. Free energy measures the available
phase space as it includes entropy. However, broad sampling is needed for systems including more
than a few atoms. The canonical partition function % of a system can be calculated by an integral
over the whole phase space which is the summation of momentum and configuration space . If we
assume that the potential energy E is independent of the momentum, an integral over momentum
space can be neglected as it is constant to %. Consequently, % can be acquired as

% =

ˆ
exp [−βE(r)] dNr (69)
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wherein, N is the number of the degree of freedom of the system, β is 1
kBT

, the term kB is
Boltzmann’s constant and T is the absolute temperature. The partition function % is related to the
Helmholtz free energy with A = -1/β ln %. In a canonical ensemble (N,V, T ), number of particles,
volume and temperature are constant. Swapping constant volume with constant pressure can lead
to (N,P, T ) ensemble. The Gibbs free energy (G), can be calculated out of the partition function
of (N,P, T ) ensemble with the same deviations and formalisms to Helmholtz free energy (A) from
(N,V, T ) ensemble [68, 76].

Along the reaction coordinate ξ, the probability distribution of the system can be calculated
as follows:

% (ξ) =

´
δ [ξ(r)− ξ] exp

[
(−βE)dNr

]
´
exp [(−βE)dNr]

(70)

The Helmholtz free energy along the reaction coordinate (also called PMF) can be calculated
via A(ξ) = -1/βln %(ξ).

Assuming that the system is ergodic, the %(ξ) is

ρ(ξ) = lim
t→∞

1

t

tˆ

0

ρ [ξ(t′)] dt′ (71)

In ergodic systems with infinite sampling, the ensemble average%(ξ) is equal to the time average
ρ(ξ). In equation 71 ρ is the number of incidence of ξ and t stands for the time. By checking ρ(ξ),
A(ξ) can be directly acquired out of the MD simulations. In simulations, samplings are confined
with finite run time, as a consequence, direct sampling is tough for events with an energy barrier
significantly larger than kBT . In general, regions with lower energy around a minimum are sampled
better than regions with higher energy. To acquire a realistic PMF A(ξ) , higher energy points
(rare events) are required to be included, hence, several different approaches have been developed.
To name only two

1. Methods such as metadynamics [2] where a penalty is added during free energy calculations
to well-visited regions of the conformational space .

2. Methods in which the system is forced (or restrained) to be in a certain region of conforma-
tional space, usually along only one or two degrees of freedom (reaction coordinates)

In methods of type 2 the reaction path is divided into windows associated with the center
value of the bias in ξ. All windows are sampled separately and a certain amount of the reaction
coordinate ξ is covered by each window. A global free energy profile A(ξ) can be obtained by
combining all individuality calculated windows.

2.10 Umbrella Sampling
Umbrella sampling, biased molecular dynamics, is one of the widely used methods to calculate
the free energy along a reaction pathway in biomolecular systems. As noted above, to guarantee
sampling in all relevant regions, the reaction coordinate ξ is split into several windows. Normally,
a bias function, often a simple harmonic bias of strength K, is implemented in each window to
restrain the system in this window i around the reference point ξrefi .

ωi(ξ) = K/2(ξ − ξrefi )2 (72)

In equation 72, choosing a proper amount for K is crucial as the selected amount should be
huge enough to allow the system to pass the barrier. However, it should not be too large to induce
too narrow distributions. In addition, if the K is too huge or the time step is too big, the high
energy points along the reaction pathway are over-counted in the free energy profile A(ξ) [140]. To
analyze the Umbrella Sampling Simulations, and obtain free energy curves, an additional technique
such as umbrella integration [69] or Weighted Histogram Analysis Method (WHAM) is required
[143, 147]. Distributions between two windows next to each other in reaction coordinate ξ should
overlap enough to adopt reasonably with WHAM.
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2.11 Weighted Histogram Analysis Method (WHAM)
In WHAM, the global distribution Pu(ξ) can be calculated as follows:

Pu(ξ) =

windows∑
i

pi(ξ)P
u
i (ξ)

To minimize the statistical error of Pu(ξ) as biased distribution in windows i, the weights pi are
selected such that

∂σ2(Pu)

∂pi
= 0

With
∑
pi = 1 it follows that

pi =
ai∑
j aj

, ai(ξ) = Niexp [βωi(ξ) + βFi]

The term Ni stands for the total number of steps sampled for window i and the term a is the
representative of each window. Consequently, the Fi which is the free energy offset from window i
can be calculated as

exp(−βFi) =

ˆ
Pu(ξ)exp [−βωi(ξ)] dξ

It should be noted that WHAM equation is solved iteratively, since Fi which can be calculated
from Pi(ξ) is necessary to solve Piu(ξ)
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3 Model setup

3.1 Cluster models
We have set up cluster models with one and two magnesium ions and variations of amino acid
residues. For the one-metal models, a first type includes a protonated histidine side chain (1Mg-
Hsp), and a second type contains a neutral histidine side chain (1Mg-Hsd) (see Figure 8). The
two-metal models, termed 2Mg, have been setup with neutral histidine (see Figure 9). The single
magnesium ion is coordinated by one glutamate and one aspartate residue, one oxygen atom of the
phosphate group and a water molecule. Motivated by several high resolution crystal structures of
the active sites of endonuclease enzymes [51, 47, 168, 133], the magnesium ion is positioned either
on the “attack site”, binding to O2P, and termed MgA, or on the “departure site”, coordinated by
O1P and labeled as MgD (see Figure 8). The cluster models are inspired by actual enzymatic active
sites, such as those shown in Figure 13. They are, however, not based on any particular crystal
structure (pdb file) but created artificially.In the two-metal models, the glutamate residue bridges
the two magnesium ions, here also called MgA and MgD for “attack-site” and “departure site”,
respectively. Both ions are coordinated by the same oxygen atom of the phosphate group (O1P).
Further ligands are one aspartate residue, and two water molecules for each metal ion in models
2Mg-Hsd-Glu-2Asp and 2Mg-Hsd-Glu-2Asp-1Asp, respectively. In model 2Mg-Hsd-Glu-3Asp the
second water ligand on MgD has been replaced by an aspartate residue and in model 2Mg-Hsd-
Glu-1Asp the bidentate aspartate ligand on MgD has been replaced by two water molecules (see
Figure 9). The 1Mg-Hsd models and the 2Mg model have been setup in an additional variant,
extended by one more aspartate residue. In the one-metal case, this aspartate residue has been
placed in a position hydrogen-bonded to the histidine residue. In the two-metal case, the extra
aspartate residue is either positioned in hydrogen-bond distance to the histidine residue (2Mg-
Hsd-Glu-2Asp-1Asp), similar to the one-metal scenario, or it replaces a metal-coordinating water
molecule (2Mg-Hsd-Glu-3ASP). Table 1 lists all models and mechanisms computed in this section.
The nomenclature for the mechanisms is as follows: 1Mg or 2Mg for models with one or two
magnesium ions, respectively. In the one-metal models 1MgA refers to a magnesium ion located
at the attack site whereas 1MgD refers to a magnesium ion located at the departure site. The
further labels -p, -d, -h refer to a mechanisms with protonated histidine, neutral histidine and
direct nucleophilic attack, and neutral histidine-assisted nucleophilic attack, respectively. In the
two-metal case, mechanisms for models with three, two, or one aspartate residues, corresponding
to the labels -d3, -d2, and, -d1, respectively have been computed. The label -h again refers to a
histidine-assisted mechanism (in a model with three aspartate residues). States along a mechanism
are labeled reactant_XX, TS1_XX, Int2_XX, product_XX, etc, for the reactant, first transition
state, second intermediate, and product state of mechanism XX, respectively.

Table 1: List of models and mechanism analyzed in this study. For the reactant states of the one-
metal models (1Mg) see Figure 8 and for the two-metal models (2Mg) see Figure 9, respectively.

Model Mechanism Figure
1MgA-Hsp-Glu-1Asp-1Asp 1MgA-p 14
1MgD-Hsp-Glu-1Asp-1Asp 1MgD-p 15
1MgA-Hsd-Glu-1Asp-1Asp 1MgA-d 18

1MgA-h 20
1MgD-Hsd-Glu-1Asp-1Asp 1MgD-d 19

1MgD-h 21
2Mg-Hsd-Glu-3Asp 2Mg-d3 22
2Mg-Hsd-Glu-2Asp 2Mg-d2 23
2Mg-Hsd-Glu-1Asp 2Mg-d1 24
2Mg-Hsd-Glu-2Asp-1Asp 2Mg-h 25
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Figure 8: Reactant states for one-metal models. The scheme indicates the attack by the nucleophilic
water molecule.
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Figure 9: Reactant states for two-metal models. The scheme indicates the attack by the nucle-
ophilic water molecule.
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In order to model an architecture that mimics the one in proteins, all amino acid residues
were modeled keeping the positions of those C-atoms fixed that represent Cβ atoms, hence serving
as anchor atoms. All minima and transition state structures have been initially calculated using
CHARMM [25] interfaced to the semi-empirical DFTB3/3OB [132] as quantum method, using
specified parameter for phosphorus and magnesium [96]. Minima for reactant, product, and in-
termediate states were obtained with 10-7 a.u. as SCF convergence criterion and 10-4 a.u./Å as
criterion for the geometry optimization. As outlined in the introduction, two extreme types of
mechanisms, dissociative or associative, are possible in the cluster models. Two dimensional scans
of the DFTB potential energy surface (PES) using the P–OH2 distance (nucleophilic attack) and
the P–O3’ distance (leaving group departure) as coordinates, have been carried out to explore
whether an associative or a dissociative mechanism is more likely. The PES scans of different
one-metal and two-metal models suggest an associative mechanism to be the most favorable (see
Figures 32 to 29). Moreover, no dissociative intermediate could be trapped on the B3-LYP of
theory.We then inspected the respective associative mechanisms more closely by modeling and
optimizing various intermediate states of nucleophilic attack, leaving group departure, and several
proton transfer steps preceding or accompanying the P–O bond making and breaking. Minimum
energy pathways between those minima have then been computed using the conjugate peak re-
finement (CPR) method [141] as implemented in CHARMM. Subsequently, selected minima and
transitions states were refined applying the B3-LYP hybrid functional [29, 8] and the 6-31G(d,p)
basis set [122] as implemented in the Gaussian 09 program package [102]. The geometry con-
vergence criteria was tightened to 1×10-8a.u./Å. The nature of the optimized stationary points
(minima or transition states) was verified by normal mode analysis. Additionally, intrinsic reac-
tion coordinates have been followed, starting from the transition structures in both forward and
backward direction, so as to validate the minima connected by the respective transition.

All optimizations have been carried out in vacuum and in implicit water, using the polarization
continuum method as implemented in the Gaussian 09 with a dielectric constant of ε = 80. Partial
atomic charges were calculated on the basis of natural bond orbital (NBO) analyses [55].

3.2 Molecular Dynamics Simulations
The Ape1-DNA substrate complex was modeled based on the crystal structure of the phospho-
rothioate substrate complex with Mn2+ as metal cofactor (PDB ID: 5DG0) [168]. The sulfur atom
in the thiophosphate group was replaced by an oxygen atom. The Mn2+-ion was substituted with
one or two magnesium ions, respectively, placed at different metal binding sites proposed by recent
crystal structures. In one model, termed MgF, the Mn2+-ion is simply replaced by a Mg2+-ion at
the same position as in the structure 5DG0 [168], that is coordinated by Asp70, Glu96, Asp308 and
three water molecules (see Figure 10a). Crystal structures of the catalytically active Ape1-DNA
product complex and previous simulations studies based on reactant state models thereof report a
Mg2+-ion position that is shifted a bit towards a non-bridging oxygen atom (O1P) of the AP-site
[133, 31]. The models with a Mg2+-ion placed at this position on the “departure site” are termed
MgD in this work. In these models the direct contact with Asp308 is lost and MgD, coordinates
three water molecules, one oxygen atom from the carboxyl group of Asp70, one of Glu96 and one
non-bridging oxygen atom (O1P) of the AP-site (see Figure 10b). Another model was set up with
Mg2+-ion binding on the “attack site” (MgA), that is coordinated by one non-bridging oxygen atom
(O2P) of the AP-site, the side chain oxygen atom of Asn212, the carboxyl group of Asp210, one
oxygen atom of Glu96 as suggested by the crystal structure of the Ape1-DNA complex with two
metal ions (Pb2+ in the crystal structure 1HD7) [130] and previous theoretical studies [110, 111]
(see Figure 10c)). After minimization and equilibration, the single Mg2+-ion located at site A in
the MgA models is, however, not coordinated by Glu96 but by two water molecules. In order to
investigate the effect of the second divalent metal ion on the active site conformation (and hence
enzymatic activity) of Ape1, the second Mg2+-ion was positioned at the attack site “A” in the
active site of the high-resolution crystal structure of Ape1-DNA substrate (5DG0) while the other
Mg2+-ion was placed at site D (see Figure 10d)). Hydrogen atoms were added to both the DNA
and the protein. The majority of the residues were kept in the standard protonation state in all
MD runs. Exceptional protonation states were used for active site residues His309 and Asp210.
The protonation state of His309 was varied explicitly and MD simulations were conducted with
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protonated His309 (Hsp) and the two variants of neutral His309 (Hsd: (un-protonated Nε and
protonated Nδ) and Hse: (protonated Nε and un-protonated Nδ)). The standard protonation
state of Asp210 is deprotonated, however, this residue has a potential functional importance and
therefore simulations with protonated Asp210 were performed as well. To further investigate the
role of residues D210 and N212, we also performed simulations of the D210N and N212A mutants
of the APE-DNA substrate complex. Table 2 summarizes which models have been simulated in
this work.

a) b)

c) d)

Figure 10: Key Amino acid residues in the active site of the Ape1-DNA substrate complex with
a) one magnesium ion at metal binding site F, b) one magnesium ion at metal binding site D, c)
one magnesium ion at metal binding site A, d) two magnesium ions at site A and D.

Table 2: List of APE-DNA models simulated in this work
Mg2+-ion
position(s)

Asp210 charged Asp 210 protonated

Hsp309 Hsd309 Hse309 Hsp309 Hsd309 Hse309
MgF 3·100ns 3·100ns 3·100ns 1·100ns 1·100ns 1·100ns
MgD 3·100ns 3·100ns 3·100ns 1·100ns 1·100ns 1·100ns
MgA 3·100ns 3·100ns 3·100ns 1·100ns 1·100ns 1·100ns
MgA-MgD 3·100ns 3·100ns 3·100ns 1·100ns 1·100ns 1·100ns
Mg2+-ion
position(s)

D210N N212A

Hsp309 Hsd309 Hsp309
MgF 1·100ns 1·100ns 1·100ns
MgD 1·100ns 1·100ns 1·100ns
MgA 1·100ns 1·100ns 1·100ns
MgA-MgD 1·100ns 1·100ns 1·100ns
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The systems were solvated in a cubic box of 90 Å side length with TIP3P [172] water and
sufficient Na+/Cl− ions were placed randomly within a minimum distance of 10.5 Å from the solute
and 5Å between ions to ensure a zero net charge for the solute–solvent–counter-ion complex. The
systems contained ∼80,000 atoms.

The final complexes were relaxed by 5,000 steps of energy minimization, followed by a 30 ps MD
simulation (time step 1 fs) to heat up the system to 300K by velocity scaling. Next, a 200 ps (time
step 2 fs) equilibration was performed for an NPT ensemble. Periodic boundary conditions were
implemented with the particle-mesh Ewald method [39] for electrostatic interactions with a cut-off
distance of 14Å. Lennard–Jones interactions were truncated at 14Å. The SHAKE algorithm was
applied to constrain all bonds involving hydrogen atoms. The terminal base pairs of the DNA
fragments were restrained harmonically with a force constant of 20 kcal/mol to keep the centers of
mass of the respective donor and acceptor atoms involved in Watson-Crick hydrogen bonds at a
distance of ∼3Å .Three independent, 100-ns-long molecular dynamics (MD) simulations were per-
formed for each system setup, started with different initial velocities. For the D210N mutant and
the systems with protonated Asp210 only one 100ns long simulation has been performed. During
all simulations, pressure (1 bar) and temperature (300K) were controlled using a Langevin baro-
stat and Nosé−Hoover Langevin thermostat. The simulations were performed with the program
package NAMD 2.10 [71] using the CHARMM27 force field [83]. The first 20 ns of each run were
disregarded in all analyses as the measured root-mean-square deviation (RMSD) (see Figures 69
to 72) from the native structure of the Ape1-DNA for the systems studied revealed fast growth in
conformational changes from 0 to 20 ns. Consequently, this first part of each simulation is regarded
as initial equilibration. Analyses have been performed for each of the three runs individually and
then averaged. Errors have been estimated as the standard deviation from these mean values,
regarding the respective three individual trajectories per model as independent samples.

3.2.1 QM/MM

Based on our studies on the active-site of Ape1-DNA substrate complex [56] [57] and mutational
studies in the literature [149, 93, 148, 91, 160] showing a model of Ape1-DNA substrate complex
with one Mg2+ ion and protonated His309 (MgD_Hsp) as the most probable reactant complex.
We have therefore selected a snapshot from the classical MD simulation of this Ape1-DNA model
to serve as starting point for our investigations of the enzymatic reaction mechanism. The QM
region consists of 127 atoms, precisely, the phosphate backbone 5’, 3’, non-bridging oxygen atoms
of the 5´-phosphate, the nucleophilic water molecule, the side chains of Asp210, Asp70, Glu96,
His309, Tyr171, Asn212, Lys98, and Asn68, one Mg2+ ion, three metal ligated water molecules,
and water molecules around 4 Å of the 5’-phosphate. The selected residues have been shown by
mutation studies to have an impact on the chemical reaction of this enzyme. The remainder of the
system, including water molecules, was treated with molecular mechanics.

Semi-empirical DFTB3/3OB [132] using specific parameters for phosphorus and magnesium
was employed to represent the QM region [96] which has proven a good approximation to com-
putationally more expensive DFT calculations for phosphate hydrolysis reactions [132, 96, 52].
The molecular mechanical part of the system was represented by the CHARMM27 [83] force field
and the TIP3P [172, 121] water model. The QM/MM boundary was treated with the link atom
approach [101]. All atoms which are within 10 Å from the 5’-phosphate (∼1000) were free to move
in the QM/MM calculations, the other atoms were kept fixed at their initial positions. Minima for
reactant, product and intermediate states were obtained with 10−7 kcal/mol as SCF convergence
criterion and 10−4 a.u. /Å as criterion for the geometry optimization. Minimum energy pathways
between those minima have then been computed using the conjugate peak refinement (CPR) [141]
method as implemented in CHARMM. For selected mutants, D210A, N212A, Y171F, and H309N,
400 ps long QM/MM molecular dynamics simulations (see section 3.2.1) have been carried out.
Subsequently, a minimized structure of the last snapshot from each of these molecular dynamic
simulation has been selected as the initial structure for minimum energy pathway calculations of
the phosphodiester hydrolysis reaction.To obtain a free energy profile for each step along the reac-
tion pathway, we have performed umbrella sampling molecular dynamics simulations. To this end,
first for each minimum (reactant, intermediate, and product state), we have performed a QM/MM
MD simulation, followed by subsequently biasing the transition towards the next (or previous)
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state. In these MD simulations, As a reaction coordinate, we chose a combination of distances that
best reflects the canonical reaction coordinate obtained in the minimum energy path calculations
with CPR [141] of that step. The reaction coordinate was binned into several “windows” of bin
size 0.08 Å. The system was gradually heated to 300K and equilibrated for 10 ps. Then, for each
window, three independent, 100-ps-long molecular dynamics (MD) simulations were performed,
started with different initial velocities, in the NVT ensemble. Temperature was controlled by a
Nosé−Hoover Langevin thermostat [27]. The integration step was 1 fs. The system was restrained
around the reaction coordinate value of the respective window by a harmonic potential with force
constant of 1000 kcal·mol–1·Å–2 in the umbrella sampling simulations. Weighted histogram analy-
sis method (WHAM) [143, 147] has been employed to connect the probability distributions of the
separate windows. Around 77 windows are sampled to cover leaving group departure (P-O3’) and
nucleophilic attack of activated water (P-OH). Specifically, 14 windows for the first proton transfer
(Lys98 (NZ-OD) ASP70), 33 windows for leaving group departure (P-O3’) and 30 windows for
nucleophilic attack of activated water (P-OH). The defined coordinates along the reaction path-
way from reactant to product state are presented in detail in Table 3 and graphically depicted in
Figure 11. While the reaction develops from Reactant toward Int3 the pathway is called “forward”
and vice versa (from Int3 toward reactant) it is named “backward”. All QM/MM calculations have
been performed using CHARMM [25] interfaced to SCC-DFTB [132][96]. The density functional
tight binding method, DFTB3, specified for phosphorus [132, 96, 57] has been implemented to
calculate Mulliken charges for important amino acid residues and atoms in the active-site of the
APE1-DNA complex during the phosphodiester hydrolysis. In order to cover the whole reaction
pathway, one snap-shot has been extracted from each sampled window. For instance, the reaction
path between reactant state and Int3 was sampled through 14 windows (see Table 4) and Mulliken
charges have been calculated for 14 snapshots. Afterwards, an average of 14 snapshots along with
the standard deviation for error estimation has been calculated.

Table 3: Reaction coordinates defining the phosphodiester hydrolysis pathway in the APE enzyme
from reactant to intermediate state Int3.

Reaction coordinate Number of
windows Description

[(K98_NZ-HZ2_K98) -
(K98_HZ2-OD2_D70)]

14 First proton transfer:
R-Int_1

[(D70_OD2-HZ2_K98) -
(K98_HZ2-OH_W2)]+

0.75*[(K98_HZ2-OH_W2) -
(W2_H2-OH_W2)]+

0.7*[(W2_H2-OH_W2) -
(W2_H2-OH_W3)]+

0.7*[(W3_H2-OH_W3) -
(W2_H2-O3’_CYT7)]+

0.2*[(CYT7_O3’-P_THY8)]

33 Leaving group departure:
Int_1-Int_2

0.5*[(D210_OD2-H1_W0) -
(W0_OH-H1_W0)]+
[(W0_OH-P_THY8) -
(CYT7_O3’-P_THY8)]

30 Proton transfer from nucleophile
to D210 and nucleophilic attack:

Int_2-Int_3
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Table 4: Reaction coordinates defining the phosphodiester cleavage pathway in the APE enzyme
from intermediate state Int3 to product state

Reaction coordinate Number of
windows Description

0.5*[(D210_OD2-H1_W0) -
(W0_H1-O2P_THY8)]+
[(W0_OH2-H2_W0) -
(W0_H2-OD1_D210)]

18 Proton transfer:
Int3-Int4

0.2*[(D210_OD2-H2_W0) -
(W0_H2-OH_W0)]+

0.2*[(THY8_O2P-H1_W0) -
(W0_H1-OH_Y171)]+
[(Y171_OH-HH_Y171) -
(Y171_HH-OE2_E96)]

20 Proton transfer:
Int4-Int5

[(Y171_HH-OE2_E96) -
(Y171_HH-OD1_D70)]

16 Proton transfer:
Int5-Int6

[(Y171_HH-OD1_D70) -
(Y171_HH-NZ_K98)]

13 Proton transfer:
Int6-Product

React_Int1) Int1_Int2)

Int2_Int3)

Figure 11: Reaction coordinates (shown in red color) defining the phosphodiester hydrolysis path-
way in the APE enzyme from reactant to Int3
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Int3_Int4 Int4_Int5

Int5_Int6 Int6_Prod

Figure 12: Reaction coordinates (shown in red color) defining the phosphodiester cleavage pathway
in the APE enzyme from intermediate state Int3 to product state
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4 Role of magnesium ions and histidine protonation in phos-
phodiester hydrolysis in active-site models

Parts of this chapter are published in “Batebi, H. and Imhof, P., Phosphodiester hydrolysis com-
puted for cluster models of enzymatic active sites. Theor. Chem. Acc. 135 (2016) 262, DOI”

Phosphodiester hydrolysis is the fundamental reaction of endonuclease enzymes cleaving the
backbone of DNA and RNA, usually at a recognition site such as a specific sequence (in e.g.
restriction enzymes [114]), at an abasic site (such as the apurinic/apyrimidinic (AP) endonuclease
in the Base excision repair system)[16], or escherichia coli endonuclease IV (endoIV-DNA) [41] or
endonuclease III homologue 1 (NTH1) that initiates the repair by β-elimination [87]. Moreover,
phosphodiester cleavage can also occur in ribozymes, i.e. catalytic RNA, acting as ribonucleases
[60, 19, 28].

In order to elucidate the putative role that Magnesium cofactors and other residues which
are typically found in active sites of endonuclease enzymes play in the cleavage of a phosphate
backbone, we have performed quantum mechanical calculations of reaction pathways based on
different minimalistic (cluster) models that can be regarded as a universal, but necessarily sim-
plistic, endonuclease, mimicking such active sites of endonuclease enzymes (see Figure 13). In this
“reductionist approach”, the cluster models include either one or two metal ions and also vary in
the number and position of amino acid residues, the number of water molecules involved in the
metal ion coordination, and in the protonation state of a catalytically important histidine residue.
Histidine residues may catalyze the reaction via activating the nucleophile through deprotonation
or facilitating leaving group departure through protonation as has been discussed widely in the
context of phosphodiester backbone cleavage [100, 74, 45] and it is therefore plausible to con-
sider the impact of different protonation states of histidine in the reaction pathways. Aspartate
and glutamate are common amino acid residues in active sites of nucleases that are important in
positioning the metal cofactors but may also act as general base/general acid, Figure 13.

a) b) c)

Figure 13: Active-site residues in nuclease enzymes a) human APE1 endonuclease-DNA substrate
complex with one magnesium ion b) nuclease domain of 3’hExo, bound to rAMP with two mag-
nesium ions c) intron-encoded homing endonuclease I-PPOI (H98A)/DNA homing site complex
with one magnesium ion. Only the side chains of the active site amino acids and the phosphate
group are shown in licorice representations. The metal ions and water molecules are depicted as
green or red spheres, respectively. The protein environment and the nucleic acids are indicated by
a cartoon representation.

In this section we report calculations of phosphate hydrolysis mechanisms in cluster models of
different size and composition. We find associative mechanisms to be favorable in which the direct
attack of the nucleophilic water molecule with proton transfer to the phosphate group is facilitated
by a second metal ion or a positively charged histidine residue whereas no catalytic effect on leaving
group departure is observed. The energetically most favorable mechanism is initiated by proton
transfer from the nucleophilic water molecule to a histidine-aspartate cluster. The nucleophilic
attack is stabilized by the metal ions in such a way that formation of a pentacovalent intermediate
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is feasible while still allowing subsequent P–O bond dissociation. This balance in stabilization and
weakening of P–O bonds is achieved by a delicate structural arrangement of metal ions and active
site residues.

4.1 One-metal models
4.1.1 One magnesium ion and a protonated histidine: Mechanisms 1MgA-p and

1MgD-p

For the 1MgA-p mechanism computed for a model with one magnesium atom located at the attack
site, protonated histidine, and one extra aspartate residue ( see model 1MgA-Hsp-Glu-1Asp-1Asp
in Figure 8) the barrier for nucleophilic attack (TS1_1MgA-p) is 34.9 kcal/mol in vacuum (34.8
kcal/mol in solvent) (see Figure 14). Upon this attack a proton is transferred from the water
molecule to the O2P atom of the phosphate group (see Figure 16) leading to a pentacovalent
intermediate, Int1_1MgA-p, with an energy about as high as the transition state leading to it
(34.7 kcal/mol and 33.7 kcal/mol in vacuum and solvent, respectively). In the second step of
the mechanism the HO2–P rotatessuch that the hydrogen atom points towards the O3’ atom of
the leaving group. The corresponding transition state, TS2_1MgA-p, has a similar energy as the
nucleophilic attack in this mechanism (34.9 kcal/mol in vacuum and 34.7 kcal/mol in solvent).
Leaving group departure, coupled to a proton transfer from the phosphate O2P atom to the O3’
atom, goes through the transition state with the highest energy along this 1MgA-p mechanism
(40.4 kcal/mol in vacuum and 39.9 kcal/mol in solvent, respectively).

Placing the magnesium ion at the departure site (see model 1MgD-Hsp-Glu-1Asp-1Asp in
Figure 8), results in a mechanism 1MgD-p with a reduced barrier of 29.0 kcal/mol ( ∼28kcal/mol
in solvent, Figure 15) for the nucleophilic attack. Also the pentacovalent intermediate in this
mechanism, Int1_1MgD-p has a lower energy than in the 1MgA-p mechanism with the magnesium
ion located at the attack site: 23.7 kcal/mol in vacuum and 24.kcal/mol in solvent, respectively.

It should be noted that the magnesium ion is coordinated by the same type and number of
ligands (water molecules and amino acid residues) in both positions, i.e. on the attack and on
the departure site. One difference is, however, the loss of a favorable hydrogen-bonded contact
of the nucleophilic water molecule to residue Asp1 in the reactant state of mechanism 1MgA-p
upon attack which is a possible explanation for the increase in activation energy compared to the
1MgD-p mechanism.

The rotation of the HO2–P group has a transition state, TS2_1MgD-p, of relative energy of
35.0 kcal/mol (34.3 kcal/mol in solvent) which is the highest point along this mechanism (cf. Figure
15). Leaving group departure in this mechanism has a transition state, TS2_1MgD-p, of similar
energy (30.0 kcal/mol) as the one of the nucleophilic attack, TS1_1MgD-p.

The barriers calculated for the 1MgD-p mechanism are somewhat lower than those calculated
for uncatalyzed phosphodiester hydrolysis in which only the phosphate group and the nucleophilic
water molecules are considered [120], or those calculated in the presence of a water-ligated magne-
sium ion [119]. The small catalytic effect by the additional residues in the present model (glutamate
and aspartate ligating the magnesium ion, and a histidine residue) can be explained by a position-
ing of the nucleophile. The substantially higher barrier (40.5 kcal/mol) for P-O bond scission with
a proton transfer from a metal-ligated water molecule to the O3’-atom of the leaving group renders
also the catalytic effect of the magnesium ion to be structural rather than by direct participation
on the reaction.



Figure 14: Mechanism, 1MgA-p, for model with one magnesium ion located a the attack site,
A, and protonated histidine (see 1MgA-Hsp-Glu-1Asp-1Asp in Figure 8), calculated by B3LYP/6-
31G(d,p) in vacuum (upright numbers) and solvent (in italics). All energies (in kcal/mol) are given
relative to the reactant state.
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Figure 15: Mechanism,1MgD-p, for model with one magnesium ion located at the departure site,
D, and protonated histidine (see 1MgD-Hsp-Glu-1Asp-1Asp in Figure 8), calculated by B3LYP/6-
31G(d,p) in vacuum (upright numbers) and solvent (in italics). All energies (in kcal/mol) are given
relative to the reactant state.
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Figure 16: Attack of a water molecule on the phosphorus atom of a phosphodiester.

a) b)

Figure 17: Different position of the magnesium ion in a) model with one magnesium ion at the
attack site, A, and b) model with one magnesium ion at the departure-site, D.

4.1.2 One magnesium ion and neutral histidine: Mechanisms 1MgA-d and 1MgD-d

To check whether the positive charge of the protonated histidine plays an important role in sta-
bilizing the transition state for nucleophilic attack we computed a similar associative mechanism
of a cluster model with one magnesium ion and a neutral histidine, again with the magnesium ion
located on either the attack site or at the departure site (see models 1MgA-Hsd-Glu-1Asp-1Asp,
and 1MgD-Hsd-Glu-1Asp-1Asp in Figure 8, respectively).

The transition state for nucleophilic attack with proton transfer from the attacking water
molecule to the phosphate group has an energy of 29.6 kcal/mol in vacuum (38.6 kcal/mol in
solvent) if the magnesium ion is located on the attack (Figure 18, TS1_1MgA-d) site and 35.1
kcal/mol in vacuum (39.4 kcal/mol in solvent) if the metal ion is located on the departure site
(Figure 19, TS1_1MgD-d). Comparison of these energies with those obtained for the 1MgA-p and
1MgD-p mechanism for models with protonated histidine suggest a favorable role of protonated
histidine for the nucleophilic attack if no metal ion is located on the attack site. In that case
the barrier for nucleophilic attack is similar to the one computed for the 1MgA-p mechanism,
indicating that the presence of a positive charge on the attack site is favorable for this first step.
Because of the high initial barrier no further steps have been computed for the 1MgD-d mechanism.
The rate-determining step in the 1MgA-d mechanism is the cleavage of the scissile bond with a
transition state energy of 39.2 kcal/mol (39.5 kcal/mol in solvent).
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Figure 18: Direct mechanism, 1MgA-d, in the model with one magnesium located at the attack
site, neutral histidine, and two aspartate residues (see 1MgA-Hsd-Glu-1Asp-1Asp in Figure 8),
calculated by B3LYP/6-31G(d,p) in vacuum (upright numbers) and solvent (in italics). Energies
(in kcal/mol) are given relative to the reactant state.
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Figure 19: Direct nucleophilic attack, 1MgD-d, in the model with one magnesium ion located at
the departure site, neutral histidine, and two aspartate residues, (see 1MgD-Hsd-Glu-1Asp-1Asp in
Figure 8), calculated by B3LYP/6-31G(d,p) in vacuum (upright numbers) and solvent (in italics).
Energies (in kcal/mol) are given relative to the reactant state.
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4.1.3 One magnesium ion and neutral histidine: Mechanisms 1MgA-h and 1MgD-h

Another possibility to activate the water molecule for nucleophilic attack is the transfer of a
proton to the Nδ atom of the unprotonated histidine residue. In the corresponding models (see
1MgA-Hsd-Glu-1Asp-1Asp and 1MgD-Hsd-Glu-1Asp-1Asp in Figure 8), the aspartate mimic is
positioned close to the histidine, forming a hydrogen bond to the Nε atom. This conformation
resembles a catalytic triad [103, 40] (if the nucleophile is included) that allows shuttling of a proton
between histidine and aspartate, thus facilitating acceptance of a proton from the nucleophilic water
molecule. Indeed, a significant reduction in the energy barrier can be observed in such a histidine-
assisted nucleophilic attack, dropping to 23.5 kcal/mol (25.4 kcal/mol in solvent) in the 1MgA-h
mechanism (Figure 20, TS1_1MgA-h) and to 27.4 kcal/mol (26.2 kcal/mol, in solvent) in the
1MgD-h mechanism (Figure 21, TS1_1MgD-h). In the latter model, this is the rate determining
step in this mechanism (Figure 21). In the resulting intermediate, Int1_1MgD-h, the scissile bond
is already cleaved, thus proton transfer, nucleophilic attack and leaving group departure all take
place in one step. The remaining reprotonation steps have negligible barriers. In contrast, in
the mechanism calculated for a model with the metal ion located on the attack site, 1MgA-h,
nucleophilic attack and leaving group departure are separate steps, indicating some stabilization of
the pentacovalent intermediate, Int1_1MgA-h, by the metal ion. In fact, leaving group departure
is preceded by proton transfer from the histidine to the phosphate group (TS2_1MgA-h with 28.3
kcal/mol barrier in vacuum and 31.1 kcal/mol barrier in solvent, respectively). The final cleavage
of the scissile bond, assisted by proton transfer from a magnesium-bound water molecule, has a
transition state energy of 39.2 kcal/mol (39.5 kcal/mol in solvent) and is the rate determining
step like in the 1MgA-d mechanism. These rate-determining barriers for leaving group departure
are close to those of uncatalyzed dimethyl-phosphate hydrolysis [120]. This is reasonable since
the magnesium ion situated on the “attack site” does not have a proper catalytic effect on leaving
group departure.

Table 5: Energies of stationary points along the most favorable phosphate hydrolysis mechanisms
computed for the one-metal models. All energies (in kcal/mol) have been calculated with (B3LYP,
6-31G(d,p)) and are given relative to the respective reactant state.

Mechanism TS1 Int1 TS2 Int2 TS3 Int3 TS4 Product
1MgA-p vacuum 34.9 34.7 34.9 26.6 40.4 7.6
1MgA-p solvent 34.8 33.7 34.7 26.7 39.9 7.8
1MgD-p vacuum 29.1 23.7 35.0 28.0 30.0 -1.0
1MgD-p solvent 31.3 26.7 36.2 29.0 31.5 -0.7
1MgA-d vacuum 29.6 22.6 33.6 24.7 39.2 -1.2
1MgA-d solvent 38.6 28.3 41.1 34.0 39.5 0.2
1MgA-h vacuum 23.5 23.3 28.3 22.6 33.6 24.7 39.2 -1.2
1MgA-h solvent 25.4 25.0 31.1 28.3 41.1 34.0 39.5 0.2
1MgD-h vacuum 27.4 -2.61 22.8 -4.7 -4.3 -6.1
1MgD-h solvent 26.2 -1.4 14.22 -4.6 -2.3 -2.6
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Figure 20: Histidine-assisted mechanism (1A-h) for model with one magnesium ion located at the
attack site, neutral histidine and two aspartate residues, 1MgA-Hsd-Glu-1Asp-1Asp, calculated by
B3LYP/6-31G(d,p) in vacuum (upright numbers) and solvent (in italics). All energies (in kcal/mol)
are given relative to the reactant state.
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Figure 21: Histidine-assisted mechanism (1D-h) for model with one magnesium ion located at the
departure site, neutral histidine and two aspartate residues, 1MgD-Hsd-Glu-1Asp-1Asp, calculated
by B3LYP/6-31G(d,p) in vacuum (upright numbers) and solvent (in italics). All energies (in
kcal/mol) are given relative to the reactant state..
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4.2 Two-metal models
According to the potential energy scans (Figure30 and 32), also the two-magnesium models exhibit
associative mechanisms for phosphate hydrolysis. Also for these models, no dissociative interme-
diate could be trapped on the B3LYP/6-31G(d,p) level of theory.

In the two-magnesium models, one of the two metal ions, MgA is situated on the “attack site”,
that is the site on which the nucleophile is located, and the second metal ion, MgD is located on
the “departure site”, i.e. closer to the O3’ atom of the leaving group. Each metal ion is coordinated
by an aspartate residue and one water molecule, a shared oxygen atom of the phosphate group, one
of the two oxygen atoms of a glutamate residue, and double-coordinated by one aspartate residue
(see Figure 9).

4.2.1 Two magnesium ions, neutral histidine and one, two, or three aspartate residues:
Mechanisms 2Mg-d0, 2Mg-d1, and 2Mg-d2

To test whether an increase in positive charge on the “departure site” has an activating effect on
the leaving group, we have setup models in which the second metal ion is coordinated by two,
one, or no aspartate residue (see models 2Mg-Hsd-Glu-3Asp, 2Mg-Hsd-Glu-2Asp, and 2Mg-Hsd-
Glu-1Asp in Figure 9). The corresponding two mechanisms are termed 2Mg-d2, 2Mg-d1, and
2Mg-d0, respectively. For these direct mechanisms in the two-metal models the energy barriers
for nucleophilic attack ( 26.0 kcal/mol in vacuum and 26.6 kcal/mol in solvent, 22.5 kcal/mol in
vacuum and 22.4 kcal/mol in solvent, and 29.2 kcal/mol in vacuum and 29.1 kcal/mol in solvent for
TS1_2Mg-d2, TS1_2Mg-d1, and TS1_2Mg-d0, respectively) do not show any trend with respect
to the total charge of the system with hardly any difference between vacuum and solvent models.
Moreover, these energy barriers are similar to the barrier computed for the histidine-activated
nucleophilic attack in the one-metal mechanism 1MgD-h (TS1_1D-h 27.4 kcal/mol in vacuum and
26.2 kcal/mol in solvent. respectively) and the one-metal 1MgD-p mechanism with protonated
histidine (TS1_1MgD-p 29.0 kcal/mol in vacuum and 27.8 kcal/mol in solvent, respectively). In
the latter, as well as in this two-metal model, one proton of the nucleophilic water molecule is
directly transferred to an oxygen atom of the phosphate group and the remaining OH− ion attacks
to the phosphorous atom (Figure 22 and 15). In all these cases, generation of an OH− ion can be
regarded as favored by the nearby residues: the positive charge of the histidine or the magnesium
ion “push” the proton from the nucleophile towards the phosphate and/or stabilize the negatively
charged hydroxide ion. In the histidine-assisted mechanism, the proton is ultimately accepted by
the aspartate residue at the end of the triad. An impact of the charge difference due to another
aspartate residue on phosphate hydrolysis can, however, be seen in the reaction energies in vacuum
which are 3.2 kcal/mol in the 2Mg-d2 mechanism as opposed to the exothermic reaction in the 2Mg-
d1 mechanism with -6.0 kcal/mol relative product energy. This effect is not observed in solvent
where the reaction energies, -3.3 kcal/mol and -2.2 kcal/mol in the 2Mg-d2 and 2Mg-d1 mechanism,
respectively, are rather similar, indicating that the additional negative charge introduced by an
aspartate residue, is screened in solvent. The computed direct reaction pathways for the two-metal
models, 2Mg-d2, 2Mg-d1, and 2Mg-d0, show no significant difference in the energy barrier for
departure of the leaving group which is the rate-determining step in all these mechanisms (with
37.6 kcal/mol, 32.0 kcal/mol and 32.1 kcal/mol in vacuum, and 34.3 kcal/mol, 34.9 kcal/mol, and
34.1 kcal/mol in solvent, respectively, and see also Table 6) In the 2Mg-d3 mechanism the transition
state energy for this step is even higher than the respective transition state energies in all the one-
metal mechanisms calculated in this work. Therefore, the second magnesium ion near the O3’
likely does not play a catalytic role in leaving group departure. Dissociation of the scissile bond
in the pentacovalent intermediate is accompanied by a proton transfer from the O2P atom of the
phosphate group to the leaving group. This proton can alternatively be transferred from a metal-
ligated water molecule. In all models studied here, the energy barriers for the latter option, leaving
group departure with accepting a proton from a metal-ligated water molecule, (47.5 kcal/mol, 37.8
kcal/mol and 38.5 kcal/mol for 2Mg-d2, 2Mg-d1, and 2Mg-d0, respectively) are higher than those
for leaving group departure with a proton transfer from the O2P atom. This preference for the
proton transfer from the O2P atom can be explained by the metal-bound phosphate group being
a stronger Bronsted acid, i.e. a better proton donor than a metal-activated water molecule.
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Figure 22: Mechanism 2Mg-d2 for model with two magnesium ions, neutral histidine, and three
aspartate residues (see 2Mg-Hsd-Glu-3Asp in Figure 9), calculated by B3LYP/6-31G(d,p) in vac-
uum (upright numbers) and solvent (in italics). Energies (in kcal/mol) are given relative to the
reactant state.
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Figure 23: Mechanism 2Mg-d1 for model with two magnesium ions, neutral histidine, and two as-
partate residues (see 2Mg-Hsd-Glu-2Asp in Figure 9), calculated by B3LYP/6-31G(d,p) in vacuum
(upright numbers) and solvent (in italics). All energies are in kcal/mol relative to the reactant
state.
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Figure 24: Mechanism 2Mg-d0 for model with two magnesium ions, neutral histidine, and one
aspartate residue (see 2Mg-Hsd-Glu-1Asp in Figure 9), calculated by B3LYP/6-31G(d,p) in vacuum
(upright numbers) and solvent (in italics). All energies are in kcal/mol relative to the reactant
state
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4.2.2 Two magnesium ions, neutral histidine and three aspartate residues:Mechanism
2Mg-h

In order to calculate a histidine-assisted mechanism similar to those obtained for the one-metal
models, 1MgA-h and 1MgD-h, (Figures 20 and 21), we placed the third aspartate residue in
hydrogen-bond distance to the histidine (see model 2Mg-Hsd-Glu-2Asp-1Asp in Figure 9). Direct
attack of the water molecule with proton transfer to the phosphate group in this model has a barrier
of 29.5 kcal/mol (25.4 kcal/mol in solvent) and is thus comparable to the direct nucleophilic attack
in the other two-metal models..

In contrast, the mechanism with shuttling a proton from the nucleophilic water molecule to the
Nε atom of the histidine, 2Mg-h, has an energy barrier for nucleophilic attack that is reduced to 9.7
kcal/mol (16.9 kcal/mol in solvent). The second transition state for dissociation of the scissile bond
is 12.1 kcal/mol (18.6 kcal/mol in solvent) and thus also considerably lowered compared to the
leaving group departure steps in the other two-metal models as well as lower than in the histidine-
activated mechanism of the one-magnesium models (1MgA-h and 1MgD-h). The rate determining
step in the 2Mg-h mechanism is the final proton transfer from the Nε atom of the histidine residue
to the dissociated alcohol. The transition energy for this proton transfer step is 25.8 kcal/mol (29.2
kcal/mol in solvent). This rather high energy barrier is still the lowest rate-determining barrier
among all mechanisms and vacuum models studied in this work. In solvent, the barrier for this
reprotonation step is comparable or slightly higher than the ones computed for nucleophilic attack
of the other models. The barriers for the nucleophilic attack and dissociation of the scissile bond,
however, are significantly lower than in all other models and mechanisms proposed in this work.
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Figure 25: Histidine-assisted mechanism, 2Mg-h, for model with two magnesium ions, neutral
histidine, and three aspartate residues (see 2Mg-Hsd-Glu-2Asp_1Asp in Fig. 9) calculated by
B3LYP/6-31G** in vacuum (upright numbers) and solvent (in italics). All values are in kcal/mol
relative to the reactant state.
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Table 6: Energies of stationary points along the phosphate hydrolysis mechanisms computed for
the two-metal models (2Mg). All energies are given in kcal/mol, relative to the respective reactant
state.

Model TS1 Int1 TS2 Int2 TS3 Int3 TS4 Product
2Mg-d2
vacuum

26.0 25.1 35.8 29.2 37.6 3.2

2Mg-d2
solvent

26.6 24.4 29.1 29.1 34.3 -3.3

2Mg-d1
vacuum

22.5 17.6 23.7 18.3 32.0 -6.0

2Mg-d1
solvent

22.4 20.3 30.5 23.7 34.9 -2.2

2Mg-d0
vacuum

29.2 21.8 23.9 23.8 32.1 -8.6

2Mg-d0
solvent

29.1 22.5 25.6 22.2 34.1 -0.1

2Mg-h
vacuum

4.4 0.3 9.7 8.2 12.1 -3.7 25.8 -5.2

2Mg-h
solvent

8.1 7.2 16.9 15.6 18.6 1.7 29.2 -3.5

4.3 Potential energy surface scans
According to Figure 26 there are two intermediates, (structures (I) and (II)), which are favorable in
terms of energy. However, in both of them a metal ligated water forms a bond with the phosphate
group after donating a proton to the leaving group whereas the nucleophilic water has not attacked.
The main differences between structure (I) and (II) is the position of the leaving group which is
positioned near the glutamate residue in (II). Moreover, the distances between the phosphate group
and the nucleophilic water are also different. These structures are not final products and energy
barriers between reactant and these intermediates are more than 40 kcal/mol.
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Figure 26: Two-dimensional scan of the potential energy for phosphate hydrolysis in model 1MgD-
Hsp-Glu-1Asp-1Asp computed with DFTB. Coordinates are the P–OH2 and P–O3’ distances.
Energies are given in kcal/mol.

Figure 27: Two-dimensional scan of the potential energy for phosphate hydrolysis in model 1MgA-
Hsp-Glu-1Asp-1Asp computed with DFTB. Coordinates are the P–OH2 and P–O3’ distances.
Energies are given in kcal/mol.
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Figure 28: Two-dimensional scan of the potential energy for phosphate hydrolysis in model 1MgA-
Hsd-Glu-1Asp-1Asp computed with DFTB. Coordinates are the P–OH2 and P–O3’ distances.
Energies are given in kcal/mol.

Figure 29: Two-dimensional scan of the potential energy for phosphate hydrolysis in model 1MgD-
Hsd-Glu-1Asp-1Asp computed with DFTB. Coordinates are the P–OH2 and P–O3’ distances.
Energies are given in kcal/mol.
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Figure 30: Two-dimensional scan of the potential energy for phosphate hydrolysis in model 2Mg-
Hsd-Glu-1Asp-1Asp. Coordinates are the P–OH2 and P–O3’ distances computed with DFTB.
Energies are given in kcal/mol.

Figure 31: Two-dimensional scan of the potential energy for phosphate hydrolysis in model 1MgD-
Hsd-Glu-1Asp-1Asp after proton transfer to the histidine computed with DFTB. Coordinates are
the P–OH2 and P–O3’ distances. Energies are given in kcal/mol.

Figure 31 shows the two-dimensional scan of the 1Mg-Hsd-Glu-1Asp-1Asp model. When the
distance between the hydroxide ion and the phosphorus atom is about 1.8 Å the hydroxide ion can
be considered bound to the phosphorus atom. Incrementing the distance between the O3’ atom of
leaving group to the phosphorus atom from 1.8 to 3 Å shows two areas with low potential energies.
In the first area the P–O3’ distance is between 1.87 and 2.36 Å and between 2.77 to 3.0 Å in the
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second area. In order to locate optimized minima, structures were picked from these two zones.
Minimization of a conformation from the first zone results in a P–O3’ distance of 1.90 Å also after
optimization with DFTB3/3OB (see pentacovalent structure (I) in Figure 31). This intermediate,
however, could not be confirmed by re-optimization on the DFT(B3LYP/6.31G(d,p))-level. Rather,
the scissile bond was cleaved during minimization process and no pentacovalent intermediate could
not be settled.

In the histidine-assisted mechanism for the 1Mg-Hsd-Glu-1Asp-1Asp model, the nucleophilic
water moleculeis activated by transferring a proton to the ND atom of histidine. In the penta-
covalent intermediate obtained by DFTB3/3OB, histidine remains in a protonated state and no
further proton transfer to the aspartate takes place. The protonated histidine can compensate
the developing negative charge on the phosphate group upon nucleophilic attack. In the DFT
calculations, by contrast, an aspartate-histidine cluster has formed in which the histidine is not
protonated and therefore cannot contribute in the charge stabilization necessary to form a penta-
covalent intermediate.

The second structure (II), Figure 31 was chosen with a P–O3’ distance of 2.2 Å. Minimization
on the DFTB3/3OB level results in an intermediate with cleaved scissile bond similar to the
intermediate obtained by DFT calculation. The only difference between the structures obtained
by DFT and DFTB3/3OB is the protonation state of the histidine, protonated in the intermediate
computed by DFTB3/3OB and un-protonated in the DFT-optimized structure. On both levels of
theory, however, a concerted mechanism is possible.

The third intermediate (III), Figure31 has been chosen with a P–O3’ distance of 3.0 Å. Min-
imizing this structure with DFTB3/3OB results in an intermediate with dissociated P–O3’ bond
before nucleophilic attack, i.e. a dissociative intermediate. The transition state to reach this state,
computed with CPR between reactant and Intermediate (III) at the DFTB3/3OB level has an en-
ergy of 34.2 kcal/mol. Hence, the barrier is significantly higher than the 25.7 kcal/mol computed
for the concerted process.

Figure 32: Two-dimensional scan of the potential energy for phosphate hydrolysis in model 2Mg-
Hsd-Glu-2Asp-1Asp after proton transfer to the histidine computed with DFTB. Coordinates are
the P–OH2 and P–O3’ distances. Energies are given in kcal/mol.

55



Figure 32 shows the two-dimensional potential energy scan for the 2Mg-Hsd-Glu-2Asp-1Asp
after proton transfer from the nucleophile to the histidine. Structure I represents a wrong product
in which the metal ligated water has donated a proton to the leaving group but also acted as
nucleophile and formed a bond with the phosphate group. The energy barrier to this state in
which the nucleophilic water has not attacked (as is the case in the final product) is more than 40
kcal/mol.

4.4 Energies of Stationary points in the different models
4.4.1 One-metal models

Table 7: Energies of stationary points along the phosphate hydrolysis mechanism computed for
the 1MgD-Hsp-Glu-2Asp model. All energies are given in kcal/mol, relative to the reactant.

Level TS1
_1D-p

Int1
_1D-p

TS2
_1D-p

Int2
_1D-p

TS3
_1D-p

Product
_1D-p

Vacuum
B3LYP/

6-
31G(d,p)

29.1 23.7 35.0 28.0 30 .0 -1.0

corrected
by ZPE

27.8 24.5 34.3 28.6 29.3 -0.9

Gibbs free
energy at
300 K

31.9 27.4 35.8 31.3 32.3 -1.0

Solvent
B3LYP/

6-
31G(d,p)

31.3 26.7 36.2 29.0 31.5 -0.7

Vacuum
DFTB

28.9 24.9 29.8 26.5 29.6 -1.7

Table 8: Energies of stationary points along the direct phosphate hydrolysis mechanism com-
puted for the 1MgA-Hsp-Glu-1Asp-1Asp model. All energies are given in kcal/mol, relative to the
reactant.

Level TS1
_1A-
p

Int1
_1A-
p

TS2
_1A-
p

Int2
_1A-
p

TS3
_1A-
p

Product
_1A-
p

Vacuum
B3LYP/
6-31G(d,p)

34.9 34.7 34.9 26.6 40.4 7.6

corrected
by ZPE

34.6 34.8 34.7 27.5 37.5 7.7

Gibbs free
energy at
300 K

35.8 36.1 32.9 28.7 37.4 7.3

Solvent
B3LYP/
6-31G(d,p)

34.8 33.7 34.7 26.7 39.9 7.8

Vacuum
DFTB

33.4 33.1 33.1 27.3 38.2 4.5
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Table 9: Energies of stationary points along the direct phosphate hydrolysis mechanism com-
puted for the 1MgD-Hsd-Glu-1Asp-1Asp model. All energies are given in kcal/mol, relative to the
reactant.

Level TS1
_1D-
d

Int1
_1D-
d

Vacuum
B3LYP/
6-31G(d,p)

35.1 23.1

corrected
by ZPE

33.1 23.5

Gibbs free
energy at
300 K

36.7 27.2

Solvent
B3LYP/
6-31G(d,p)

39.4 27.7

Vacuum
DFTB

36.1 25.9

Table 10: Energies of stationary points along the histidine-assisted phosphate hydrolysis mechanism
computed for the 1MgD-Hsd-Glu-1Asp-1Asp model. All energies are given in kcal/mol, relative to
the reactant.
Level TS1

_1D-
h

Int1
_1D-
h

TS2
_1D-
h

Int2
_1D-
h

TS3
_1D-
h

Product
_1D-
h

Vacuum
B3LYP/6-
31G(d,p)

27.4 -2.61 9.2 -5.2 -2.9 -6.1

corrected
by ZPE

24.4 0.0 6.4 -0.1 -1.89 -6.4

Gibbs free
energy at
300 K

26.3 -3.1 8.7 -6.8 -3.1 -6.4

Solvent
B3LYP/
6-31G(d,p)

26.2 -1.4 14.2 -4.6 -2.3 -2.6

Vacuum
DFTB

25.7 3.5 13.0 -3.7 0.1 -6.6

Table 12: Energies of stationary points along the histidine-assisted phosphate hydrolysis mechanism
computed for the 1MgA-Hsd-Glu-1Asp-1Asp model. All energies are given in kcal/mol, relative to
the reactant.

di
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Table 11: Energies of stationary points along the direct phosphate phosphate hydrolysis mechanism
computed for the 1MgA-Hsd-Glu-1Asp-1Asp model. All energies are given in kcal/mol, relative to
the reactant.
Level TS1

_1A-
d

Int1
_1A-
d

TS2
_1A-
d

Int2
_1A-
d

TS3
_1A-
d

Product
_1A-
d

Vacuum
B3LYP/6-
31G(d,p)

29.6 22.6 33.6 24.7 39.2 -1.2

corrected
by ZPE

28.1 22.6 32.4 24.4 37.5 2.4

Gibbs free
energy at
300 K

34.3 29.9 40.0 31.8 37.9 5.9

Solvent
B3LYP/
6-31G(d,p)

38.6 28.3 41.1 34.0 39.5 0.2

Vacuum
DFTB

33.9 28.6 39.3 36.2 41.2 0.3

Table 13: Energies of stationary points along the phosphate hydrolysis mechanism computed for
the 1MgD-Hsd-Glu-1Asp model. All energies are given in kcal/mol, relative to the reactant.

Level TS1
_1D-
d-1

Int1
_1-D-
d-1

TS2
_1D-
d-1

Product
_1D-
d-1

Vacuum
B3LYP/6-
31G(d,p)

36.7 24.2 30.4 -9.3

corrected
by ZPE

36.7 24.2 30.0 -9.3

Gibbs free
energy at
300 K

34.3 24.6 27.7 -9.4

Solvent
B3LYP/
6-31G(d,p)

37.6 28.5 34.4 -4.3

Vacuum
DFTB

36.1 25.9 34.4 -3.3
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4.4.2 Two-metal models

Table 14: Energies of stationary points along the phosphate hydrolysis mechanism computed for
the 2Mg-Hsd-Glu-3Asp model. All energies are given in kcal/mol, relative to the reactant.

Level TS1
_2-3

Int1
_2-3

TS2
_2-3

Int2
_2-3

TS3
_2-3

Product
_2-3

Vacuum
B3LYP/
6-31G(d,p)

26.0 25.1 35.8 29.2 37.6 3.2

corrected
by ZPE

25.7 25.7 35.7 29.9 36.3 3.3

Gibbs free
energy at
300 K

28.1 28.1 38.5 32.3 37.7 1.6

Solvent
B3LYP/
6-31G(d,p)

26.6 24.4 29.1 29.1 34.3 -3.3

Vacuum
DFTB

29.4 26.6 34.1 29.7 38.5 0.6

Table 15: Energies of stationary points along the phosphate hydrolysis mechanism computed for
the 2Mg-Hsd-Glu-2Asp model. All energies are given in kcal/mol, relative to the reactant.

Level TS1
_2-2

Int1
_2-2

TS2
_2-2

Int2
_2-2

TS3
_2-2

Product
_2-2

Vacuum
B3LYP/
6-31G(d,p)

22.5 17.6 23.7 20.4 32.0 -
6.0

corrected
by ZPE

16.6 17.8 23.6 19.1 29.0 -5.9

Gibbs free
energy at
300 K

17.9 16.6 24.9 18.4 28.3 -7.6

Solvent
B3LYP/
6-31G(d,p)

22.4 20.3 30.5 23.7 34.9 -2.2

Vacuum
DFTB

24.5 19.5 24.2 22.0 27.4 -3.6
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Table 16: Energies of stationary points along the phosphate hydrolysis mechanism computed for
the 2Mg-Hsd-Glu-1Asp model. All energies are given in kcal/mol, relative to the reactant.

Level TS1
_2-1

Int1
_2-1

TS2
_2-1

Int2
_-1

TS3
_2-1

Product
_2-1

Vacuum
B3LYP/
6-31G(d,p)

29.2 21.8 23.9 23.8 32.1 -8.6

corrected
by ZPE

28.6 22.1 23.2 24.0 30.6 -8.7

Gibbs free
energy at
300 K

28.5 22.3 23.7 25.2 30.2 -8.7

Solvent
B3LYP/
6-31G(d,p)

29.1 22.5 25.6 22.2 34.1 -0.1

Vacuum
DFTB

30.9 24.9 27.4 23.4 30.7 -6.2

Table 17: Energies of stationary points along the direct phosphate hydrolysis mechanism computed
for the 2Mg-Hsd-Glu-2Asp-1Asp model. All energies are given in kcal/mol, relative to the reactant.

Level TS1
_2-
21d

Int1_
2-21d

Vacuum
B3LYP/
6-31G(d,p)

29.5 18.1

corrected
by ZPE

29.2 18.7

Gibbs free
energy at
300 K

28.6 19.7

Solvent
B3LYP/
6-31G(d,p)

24.8 19.8

Vacuum
DFTB

31.6 17.8
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Table 18: Energies of stationary points along the histidine-assisted phosphate hydrolysis mechanism
computed for the 2Mg-Hsd-2Asp-1Asp model. All energies are given in kcal/mol, relative to the
reactant.

Level TS1
_2-
21h

Int1
_2-
21h

TS2
_2-
21h

Int2
_2-
21h

TS3
_2-
21h

Int3
_2-
21h

TS4
_2-
21h

Product
_2-
21h

Vacuum
B3LYP/
6-31G(d,p)

4.4 0.3 9.7 8.2 12.1 -3.7 25.8 -5.2

corrected
by ZPE

0.3 -1 11.1 9.3 11.4 -2 25.7 -3.9

Gibbs free
energy at
300 K

2.3 2.2 13.6 10.8 12.7 0.6 30.7 -1.1

Solvent
B3LYP/
6-31G(d,p)

8.1 7.2 16.9 15.6 18.6 1.7 29.2 -3.5

Vacuum
DFTB

3.7 3.4 14.2 11.0 19.1 -3.1 21.4 -4.9
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4.5 Comparison to other studies of phosphate hydrolysis in cluster mod-
els and in enzymes

In all models with two magnesium ions, both MgA and MgD share their positive charge with the
phosphate group via the O1P atom. In these models a catalytic effect on the nucleophilic attack,
likely through balancing the increasing negative charge, can be observed. Our computed reaction
pathways show transferring a proton to the O2P atom of the phosphate group together with attack
of the nucleophile to have barriers that are significantly reduced compared to the Gibbs free energy
(38 kcal/mol) computed for dimethyl phosphate hydrolysis without any surrounding amino acid
residues or metal ions [108]. In that study the energy barrier was dissected into 19.6 kcal/mol
for proton transfer from a water molecule to the O2P atom and 18.4 kcal/mol for the attack of
the remaining hydroxide ion. The reduced barriers for the direct attack of the nucleophile with
concerted proton transfer to the phosphate group in the cluster models is likely a consequence of
a facilitated nucleophilic attack due to the close presence of an extra positive charge.

In the histidine-assisted mechanism the attack of the hydroxide ion then has an even lower
barrier ( only 9.7 kcal/mol in vacuum and 16.7 kcal/mol in solvent). Also in the one-metal mod-
els, histidine-assisted nucleophilic attack shows barriers that are significantly lower than those
computed for direct attack. In the one-metal model, however, proton transfer for nucleophile gen-
eration, nucleophilic attack and leaving group dissociation take place in a concerted step without
a pentacovalent intermediate. The barrier for this step (∼27 kcal/mol) is significantly higher than
the nucleophilic attack in the two-metal mechanism (∼10 kcal/mol in vacuum and ∼17 kcal/mol
in solvent, respectively), suggesting a less stabilized transition state with only one metal ion. Ac-
cording to the natural bond (NBO) analysis, the negative charge on the phosphate group increases
in the pentacovalent structure to such an extend (see Figure 33) that the scissile bond is cleaved
without any further transition state in the one-metal model with the magnesium ion located at the
departure site. In the one-metal model with the magnesium located at the attack site, however,
the pentacovalent intermediate is stabilized and the leaving group departure appears not to be
facilitated and does not occur spontaneously (see Figure 33). In the two-metal model, the negative
charge is somewhat compensated by the second metal ion, resulting in a stable pentacovalent inter-
mediate and another transition state for P–O3’ bond dissociation with an energy of 12.1 kcal/mol.
Calculations of the two-metal histidine-assisted mechanism with a solvent model show an increased
barrier for proton transfer to the histidine-aspartate cluster and an intermediate that is about 7
kcal/mol higher in energy than in vacuum. The following transition states and intermediates for
nucleophilic attack and leaving group departure are similarly higher in solution than in vacuum,
with the leaving group departure showing an energy barrier of 18.6 kcal/mol in solvent. Phosphate
hydrolysis by the attack of a hydroxide ion and the difficulty to calculate this step and hydroxide
generation accurately has been discussed in the literature where different reaction rates and types
of mechanisms, step-wise or concerted fashion, have been proposed [144, 97, 49, 12]. The higher
energies calculated for the transition states and intermediates of hydroxide generation by proton
transfer to the histidine and subsequent attack with the hydroxide ion as the nucleophile computed
in implicit solvent are an indicator for an artifact in the vacuum model: Neutralization of the as-
partate residue that is located at the outer part of the cluster model is, in vacuum, preferable than
maintaining a neutral water molecule. As suggested by the higher energies in implicit solvent,
charge screening effects counteract this preference. The situation may yet be different in explicit
solvent or a heterogeneous protein environment with many other charged residues. The present
cluster models likely underestimate the barriers for the hydroxide generation but arguably do this
in a similar fashion for all mechanisms calculated. The histidine-assisted generation of a hydroxide
ion and the subsequent phosphate hydrolysis by attack of this nucleophile is therefore the most
probable reaction pathway computed for the cluster models.

62



a) b)

c)

Figure 33: NBO charge (in a.u.) on the phosphate group at different steps of the histidine-assisted
reaction pathway in a) one-metal model 1MgD-h, b) one-metal model 1MgA-h, and c) two-metal
model 2Mg-Hsd-Glu-2Asp-1Asp .

In the histidine-assisted mechanisms, both for the one-metal and the two-metal model, the
leaving group receives a proton from a metal-ligated water molecule due to the lack of a proton on
the O2P atom. The barrier for the re-protonation, i.e. proton transfer from the histidine-aspartate
cluster via the leaving group to that water molecule, is calculated to be the highest barrier in
the histidine-assisted pathway of the two-metal model (∼25 or ∼29 kcal/mol in vacuum and sol-
vent, respectively). It is however, conceivable that such re-protonation steps occur via additional
water molecules and with much reduced barriers in a real solvent or in an enzymatic environ-
ment. Indeed, many previous mechanistic studies on cleavage of the phosphodiester employing
QM/MM methods, and hence taking into account the protein environment, re-protonation steps
are computed with lower barriers than the rate-determining nucleophilic attack or leaving group
departure steps [30, 94, 108, 100, 34]. Disregarding the reprotonation step, the remaining barrier
of ∼19 kcal/mol for the energetically most favorable mechanism is comparable to rates of seconds
to minutes as reported for several DNA cleaving enzymes [157, 62, 73, 52, 45]. It is significantly
lower than uncatalyzed phosphate hydrolysis[78] and also lower than the phosphate hydrolysis by
the direct attack of a hydroxide ion on a phospho-diester [11]. Our models, moreover, have a
considerable resemblance with the nuclease domain (Nuc) of 3´hExo complexed with rAMP: two
magnesium ions are coordinated by three aspartate residues and one glutamide residue together
with one neutral histidine residue which is well located for accepting a proton from a hydrolytic
water molecule[174]. This combination of amino acids and metal ligated water molecules offer a
catalytic platform for hydrolytic cleavage of bound RNA [174]. Escherichia coli exonuclease III
(ExoIII)-like apurinic/apyrimidinic (AP) endonuclease is discussed to start the reaction with the
nucleophilic attack of an activated water molecule to phosphate group [94](cf. Figure 13). In a
proposed mechanism [30], an aspartate residue positioned close to a histidine aids in stabilizing the
development of positive charge on the histidine after proton abstraction from a water molecule.
A histidine-assisted mechanism has also been proposed for endonucleolytic DNA cleavage by the
homing endonuclease I-PpoI [45]. For that enzyme, however, a single magnesium ion is suggested
to activate a water for donation of a proton to the O3’ atom of the leaving group. Serratia endonu-
clease is a magnesium dependent nuclease that is similar to I-PopI in its active site, containing
a conserved histidine, likely playing the same role for activating the nucleophilic water [100]. In
addition, glutamide and asparagine residues are present for binding the metal ion in both enzymes.
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5 The reaction-competent APE-DNA complex

Parts of this chapter are published in “Batebi, H., Dragelj, J. and Imhof, P. Role of AP-endonuclease
(Ape1) active site residues in stabilization of the reactant enzyme-DNA comples. Proteins (2018),
DOI”

One putative role of the metal cofactor in the phospho-diester hydrolysis reaction of DNA back-
bone cleavage is positioning a nucleophilic water molecule. Enzymatic phospho-diester hydrolysis
by APE has been found to have a bell-shaped pH dependence, suggesting at least two titratable
residues involved in the mechanism, one acting as a general base the other as general acid [130]. As
a Lewis acid, the metal ion could also activate a coordinated water molecule to transfer a proton to
a nearby (general) base, enabling nucleophilic attack as a hydroxide ion. Leaving group departure
could likewise be facilitated by direct metal coordination of a negatively charged leaving group or
by proton transfer from a metal-bound water molecule or a general acid. Another possible role of
the metal ion is the stabilization of the (associative) transition state by balancing the accumulating
negative charge. Other amino acid residues can, however, support the metal ions, by proper posi-
tioning of the metal ion itself, the water molecules involved, and/or assuming the role of general
acid/base [79, 110, 160, 168, 130, 99].

Motivated by the mechanistic ambiguity that arose from the lack of Ape1 active-site structural
detail, several structures of Ape1 were published in 2015 [168]. These high-resolution crystal
structures include Ape1 bound to the abasic phosphorothioate substrate without metal-ion (PDB
ID: 5DFI), an inactive phosphorothioate substrate complex with Mn2+ (PDB ID: 5DG0) and a
product complex (PDB ID: 5DFF) which diffracted to 1.63Å, 1.80Å, and 1.57Å, respectively.

In this section, the position and number of the metal ion(s) as well as important active-site
residues in the substrate complex of Ape1-DNA are analyzed in detail so as to investigate the
possible impact of metal ion binding on the stabilization of the active site in the Ape1-DNA
complex in a reaction-competent conformation and hence enzymatic activity. To this end, we have
performed molecular dynamics simulations of the Ape1-DNA substrate complex with one or two
magnesium ions, located at different sites in the active site as motivated by the different available
crystal structures. Among all catalytically important amino acid residues in the active site of the
Ape1 enzyme, His309 and Asp210 are most likely to play the role of a general base in adopting
a proton from a well-positioned water molecule to generate a hydroxyl ion for direct nucleophilic
attack to the phosphate group of the abasic (AP) site[79, 168, 138, 31]. Temperature and pH-
dependent NMR experiments on 15N-labeled APE, wild type and the D210N mutant, suggest
either a high (>8) pKa value of H309, corresponding to this residue being charged [40]. These
experiments have, however, been carried out without the abasic DNA substrate bound, leaving the
possibility of a different protonation state for His309 in the complex. To our knowledge, the pKa
of Asp210 has not been directly assessed by experiments. Hence, complementary pKa calculations
have been performed so as to estimate the protonation state of His309 and Asp210 in the active-site
of the Ape1-DNA substrate complex.

5.1 pKa Calculations
We evaluated pKa values in the DNA-protein complex by electrostatic energy computations using
Karlsberg2+[17, 53, 155] for the crystal structure as well as for some frames (every 1 ns) from
the MD simulations [88], as done in previous applications on other protein systems [13, 14]. Our
approach of combining MD simulations in a fixed protonation state with subsequent pKa calcula-
tions to estimate the most probable protonation pattern has been favored over more sophisticated
techniques such as constant pH MD (cpH-MD) simulations [70, 166, 164, 36, 137, 35, 175] or free
energy perturbation simulations with mixed quantum mechanical/molecular mechanical potentials
[54, 176] because of its computational efficiency. The MD simulations in the different, fixed proto-
nation states allow to explore the conformations favored by the respective protonation states. The
subsequent electrostatic energy computations then provide the pKa values for the different con-
formations. In all pKa computations, only Tyr171, His309, Asp283, Asp70, Asp210, Asp308 and
Glu96 were titrated as they are in proximity to the Mg2+-ions. All other residues had a fixed pro-
tonation state, as used in the corresponding MD simulations. Protein, DNA, and metal ions were
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described by atomic point charges. These were taken from the CHARMM force field [83], employing
the same parameters for the pKa calculations as for the MD simulations. For the electrostatic en-
ergy computations, bulk water molecules were removed and treated as a dielectric continuum with
a dielectric constant of ε=80, as explained in earlier applications on protein-water systems, based
on the solution of the linearized Poisson-Boltzmann equation [59, 136]. In the protein-DNA volume
the dielectric constant was set to 4 [53]. This choice of dielectric constant is a compromise allowing
proper treatment of polarization and small backbone fluctuations, which, if treated explicitly, would
lower the dielectric constant even more [104, 167, 136, 139, 105, 145], providing good agreement
with experiments [136, 112, 59]. The electrostatic energies were determined by numerically solving
the linearized Poisson−Boltzmann equation using the program APBS [112] To obtain reliable re-
sults, the finest grid spacing was 0.3Å. Water molecules that are coordinated to the Mg2+-ions do
not exchange with bulk water molecules during the entire simulation time. These conserved water
molecules were identified for each MD simulation separately and were kept as explicit molecules,
modeled as TIP3P [172] to be consistent with the charge models used in the MD simulations, in
all pKa computations and therefore were considered part of the protein-DNA volume. A similar
approach regarding functional or coordinated water molecules during the MD simulations has been
utilized before in different systems [58, 14, 104, 167, 136, 17, 126, 125, 50, 139, 105, 145]. Whereas
it is rare to keep explicit water molecules in pKa computations, the choice of solvent model for ex-
plicitly considered water molecules in pKa calculations has been discussed in the literature [33, 84].
However, even though one water model could have an advantage over another in certain aspects
(e.g. diffusion constant, solvation) [121, 117], there is no absolute favorite choice. For example, the
self-diffusion constant of the TIP3P water model actually gives reasonable values at short cut-offs
[81]. This is relevant in this work, as we consider only few water molecules that are coordinated
to Mg2+ - ions and one pKa computation with a single water molecule in the crystal structure.

In order to properly treat the presence of internal, non-coordinated mobile water molecules in
all computations, an advanced internal cavity search was used as an additional feature of the Karls-
berg2+ software [156] with a cavity parameter c=0.8. Except for explicitly kept water molecules
mentioned earlier, all internal water molecules were removed in the pKa calculations and the result-
ing cavities were considered as solvent volumes with high dielectric constant (ε=80) as has been
proven earlier to give good agreement with experimental results [112].Water penetration is also
taken into account in this approach by utilization of the mentioned cavity algorithm, which then
allows a lower dielectric for the protein-DNA volume (ε=4). For comparison, we also computed
pKa values with other dielectric constants (ε=3 and ε=6).

For the crystal structure, we performed the pKa calculation in two ways regarding the treatment
of internal water molecules: The first approach follows the one employed for the snapshots of
the MD calculations, that is, all but the metal-coordinated water molecules were removed and
represented by cavities with high dielectric constant. In the second approach, one more water
molecule, that is resolved in the crystal structure as located between Asp210 and the phosphate
groups (the closest O-O distance of the two groups is less than 5Å) was treated explicitly. Such
an approach has been used previously on systems with functional, well-localized water molecules
[58].
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5.2 Magnesium coordination

a) b)

c) d)

Figure 34: Metal-ion coordination in the active site of the Ape1-DNA substrate complex with a)
one magnesium ion at metal binding site F, b) one magnesium ion at metal binding site D, c) one
magnesium ion at metal binding site A, d) two magnesium ions at site A and D.

Figure 34 shows the coordination sphere of the Mg2+-ions at the different binding sites F, D,
or A, respectively, together with the average distances to their ligands as calculated from the
MD simulation trajectories. In all models, the Mg2+-ions remain at their respective positions at
different metal binding sites, F, D, or A, respectively, (see Figure 34), and the fluctuations of the
active sites, measured as root mean square deviation, are in general only low to moderate (Figures
69 to 72).
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Table 19: Average pKa values calculated from snapshots of the different Ape1-DNA complex
models.

Model Asp210 Asp283 His309
Hsp-MgF 3.30 ± 1.05 -6.03 ± 0.99 15.90 ± 1.26
Hsd-MgF 3.94 ± 0.80 -4.16 ± 1.45 10.19 ± 0.80
Hse-MgF 5.08 ± 1.80 -1.30 ± 1.97 6.83 ± 1.86
Hsp-MgD 3.69 ± 1.10 -5.45 ± 1.10 13.34 ± 0.87
Hsd-MgD 3.57 ± 0.98 -2.53 ± 1.90 9.78 ± 0.86
Hse-MgD 5.66 ± 2.48 -2.21 ± 1.18 9.77 ± 1.51
Hsp-MgA < −10 -3.87 ± 1.14 13.21 ± 0.65
Hsd-MgA < −10 -3.88 ± 1.11 10.71 ± 0.49
Hsp-MgA-MgD < −10 -2.86 ± 2.14 11.05 ± 1.13
Hsd-MgA-MgD < −10 -2.76 ± 2.17 11.73 ± 1.36
Hse-MgA-MgD < −10 -3.52 ± 2.05 3.80 ± 2.25

5.3 Protonation states
According to the pKa calculations, significant variations in the calculated pKa values, depending
on the model are observed only for Asp210 and His309. The computed pKa values are listed
in Table 19. Note that pKa values computed for other dielectric constants (ε=3 and ε=6) give
qualitatively the same results as those obtained with ε=4.

The pKa calculations on all structures sampled from MD simulations with different positions of
Mg2+ and protonated His309 suggest protonated His309 with pKa=15.90±1.26, pKa=13.34±0.87,
and pKa=13.21±0.65 for Hsp-MgF, Hsp-MgD, Hsp-MgA, respectively, to be the most likely pro-
tonation state of this residue (Table 19). This is reasonable since those MD simulations have been
carried out with protonated His309 and thus sample conformations that are preferable for Hsp309.

Interestingly, the analysis on structures with two Mg2+-ions, bound to site A and D, respec-
tively, shows His309 pKa values of 11.05±1.13, 11.73±1.36, 3.80±2.25 for Hsp-MgA-MgD, Hsd-
MgA-MgD, Hse-MgA-MgD respectively (Table 19). Hence, even with two metal ions, protonated
His309 appears to be conceivable. The rather low pKa value computed for Hse-MgA-MgD, how-
ever, favors the presence of neutral His309 in this model. All one-metal models simulated with
neutral His309 sample conformations which, according to the calculated pKa values, see Table 19,
indicate protonated His309 to be favorable or at least probable (pKa=6.83±1.86 for Hse-MgF).

In models that have a metal ion located at site A (single metal models MgA, or the two–metal
models MgA-MgD) i.e. in which Asp210 is a bidentate ligand to a Mg2+-ion, Asp210 has a negative
pKa value (<-10), i.e. it is highly unlikely to be protonated. The pKa results for the other models
exhibit Asp210 close to its standard pKa value in water (4.0 [178]) indicating unprotonated Asp210
to be most probable in these models. In the crystal structure, the pKa value computed for Asp210
with the same implicit water approach is 11.99 representing a protonated Asp210. However, when
taking into account the water molecule that is bound between the phosphate group and Asp210
explicitly, in order to allow specific hydrogen bonding with these groups), the pKa calculation
performed for the crystal structure points towards an unprotonated Asp210 (pKa=4.63).

Our simulations on protonated Asp210 do not reveal any notable conformational changes com-
pared to the crystal structure of the Ape1-DNA substrate complex (PDB ID: 5DG0). In particular
models with the metal ion located at site F and protonated Asp210 are highly similar to the crystal
structure of the inactive substrate complex (see Figure 35).

5.3.1 Histidine 309

According to previous studies, His309 is essential for substrate binding and the phosphate hydrolysis
step [40, 160, 15]. Hence, it is quite reasonable to assume that a hydrogen-bond interaction between
a non-bridging oxygen atom of the AP-site O1P/O2P and His309Nε has a significant impact on
substrate binding. No such direct hydrogen bonds are observed in the simulations. However,
our distance analysis of the Ape1-DNA substrate bound to a single Mg2+-ion at either of the
binding sites (F, D, or A) and of the two-metal models show protonated His309 (Hsp) in a distance
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Figure 35: Comparison of the crystal structure of the Ape1-DNA substrate complex (in gray) and
a representative snapshot of the MD simulation in a MgF model with protonated Asp210.

to the phosphate group that corresponds to a value of a hydrogen bond to His309’s Nε-atom,
mediated by a water molecule. In some models (see Table 20), the Nδ-site of His309 is also in
a hydrogen-bond distance to Asp283. Furthermore, except for the MgF models, Hsp309 remains
close enough to the phosphate group to allow interaction mediated by one water molecule. In
contrast, in the simulations of models with Hse309, the histidine residue undergoes a significant
conformational change in which it rotates away from the phosphate group and towards Asp283
(see Figures 77 and 80). In the Hse-MgF model, the histidine rotates even further towards Asp308,
thereby allowing the formation of a strong hydrogen bond (Table 20)to that residue far on the
departure site. This rotation is observed already in the minimization for Hse-MgA and in the
equilibration phase for Hse-MgD and Hse-MgF, respectively. Except for the models with Mg2+
bound to binding site F, the metal ions are coordinated by a non-bridging oxygen atom of the
phosphate group and protein residues, stabilizing the enzyme-DNA binding.

As manifested by the root mean square deviations (RMSD) calculated in the course of the MD
simulations, models Hsd-MgF and Hse-MgF experience significant conformational changes in the
DNA structure. The RMSD calculated for DNA increases to 5.53Å and 7.87Å respectively (see
Figures 69 to 72), indicating a loss of stabilization. This suggests a requirement for His309 to
be protonated if the Mg2+ ion is located at binding site F. Indeed, in the corresponding model,
Hsp-MgF, His309 stays close to the scissile phosphate group of the abasic DNA (see also Figure
80).

For models with the Mg2+-ion binding to site D or A, the protonation state of His309 does not
have a direct effect on the calculated RMSD of DNA or protein (Figures 69 to 72), in contrast to its
impact on the distance of His309 to the phosphate group (see above and Figures 77 and 80). This
is likely due to the fact that a Mg2+-ion at binding site D or A is coordinated by the non-bridging
oxygen of the AP-site as well as by the protein residues (Asp70 and Glu96 or Asp210 and Asn212,
respectively), thus “gluing” together the negatively charged phosphate group and the negatively
charged side chains of the aspartate and glutamate residues. According to the pKa calculations,
His309 is most likely protonated, except for models Hse-Mg and Hse-MgA-MgD. The large distance
of Hse to the AP-site, however, renders all Hse models unlikely. We therefore discussed only Hsp
models in the following.

5.4 Hydrogen-Bond interactions
Only model Hsp-MgD exhibits a strong hydrogen bond between a protein residue, Tyr171 and the
phosphate group. In the models with a Mg2+-ion at site D, Tyr171 also forms hydrogen bonds
with water molecules. Hydrogen bonds between a putative nucleophilic water molecule and the
scissile phosphate group are observed almost throughout the entire simulation time in all single-
metal models, in the case of MgF to both non-bridging oxygen atoms of the phosphate group. In
contrast, in the two-metal models no such strong hydrogen bonds are found. Also for models with
a magnesium ion located at the attack site, MgA or MgD-MgA, strong hydrogen bonds between
His309 and water molecules are observed. No such bond is found in the MgF models. In all models
with only one metal ion, Glu96 forms hydrogen bonds with water. In the two-metal models, this
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Table 20: Hydrogen bond occupancies for active-site residues in the Hsp-models. AP is the abasic
site. Only values with >60% in at least two of the three individual MD runs are listed. 100%
occupancies are reached by several water molecules, one or two at a time, forming a hydrogen bond
to the respective residue.

MgF MgD MgA MgA-MgD
His309–Asp283 95.8±1.5 89.2±4.8
Tyr171–AP-O2P 86.9±2.5
Asp70--wat 100.0±0.0 84.9±26.2 100.0±0.0 100.0±0.0
Glu96--wat 100.0±0.0 72.8±20.6 100.0±0.0
Tyr171--wat 83.5±14.3 86.0±19.1
Asp210--wat 95.9±7.2 100.0±0.0
Asn212--wat 100.0±0.0
His309–wat 82.4±8.1 85.9±1.3 80.9±16.5
Asp283–wat 76.0±41.6
AP-O1P--wat 100.0±0.0 100.0±0.0
AP-O2P--wat 89.7±17.8 100.0±0.0

is not possible due to the position of Glu96 bridging the two Mg2+-ions. For a similar reason, no
hydrogen bonds are observed between Asp210 and water molecules in the models with a Mg2+ion
located at site A, in which Asp210 is a bidentate ligand to the metal MgA. The same is observed
for Asn212 that is also ligating a metal ion in the models with MgA. In fact, only model Hsp-MgD
exhibits hydrogen bonds between Asn212 and water molecules.

5.4.1 Tyrosine 171

In terms of substrate binding, Tyr171 has the possibility to form a hydrogen bond with the non-
bridging oxygen atom of the AP-site(O2P)[168, 99]. However, our distance analysis shows that
depending on the Mg2+-ion positions, Tyr171 may lose contact of this residue with the scissile
phosphate group and instead interact with the side chain of Glu96(OE2) or the O3’ atom of
the scissile phosphodiester bond (see Figure 78). According to our simulations, hydrogen bonds
between Tyr171 and the non-bridging oxygen atom (O2P) of the AP-site or short distances to the
O3’ atom of the leaving group are frequently observed in model MgD-Hsp whereas model MgF-Hsp
exhibits shorter distances between Tyr171 and Glu96 (see Figure78). Models with a single Mg2+-
ion bound to site A, show interactions between Tyr171 and Glu96(OE2), in addition to interactions
of Tyr171 with the phosphate group. In the Ape1-DNA complex bound to two divalent metal ions,
Tyr171 is in short distance to the O3’ atom of the leaving group (Figure 78).

5.4.2 Asparagine 212

Our distance analysis shows that Asn212 in models with a single Mg2+-ion bound to site A and
in models with two Mg2+-ions at site A and D, respectively, is in a short distance to the AP
site that can keep the contact with abasic DNA (see Figure 79). Model Hsp-MgF shows a broad
distribution of distances between Asn212 and the phosphate group, rendering a catalytic role, such
as DNA binding or keeping a water molecule in a proper position for nucleophilic attack unlikely
for Asp210 in this model. In contrast, in model Hsp-MgD there is a very strong hydrogen bond
between Asn212 and water molecules, suggesting that in this case, Asn212 can bind and position a
nucleophilic water molecule. The distance distribution for the Hsp-MgD model agrees with a water
molecule positioned between Asn212 and the phosphate group and indeed such water positions are
frequently observed (Figure 37).
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Figure 36: Radial distribution function, g(r), of water oxygen atoms around the CG atom of
Asp210 in models Hsp-MgF (purple), Hsp-MgD (green), Hsp-MgA (orange), and Hsp-MgA-MgD
(brown).

Simulations with substitution of Asn212 by Alanine show a Mg2+-ion coordination comparable
to that of the wild type. In the MgD and MgF models this is of little surprise since these metal
ions are coordinated by Asp70, Glu96, the AP-site(O1P), and three water molecules, but not by
Asn212. In models with a metal ion at site A, however, the non-coordinating Ala212 is replaced by
a metal-ligated water molecule. Another metal-bound water molecule is well-positioned to serve as
a nucleophile, albeit held by the metal ion rather than by Asn212. Models with MgD or MgF, in
contrast, do not exhibit water molecules at positions suitable for nucleophilic attack (see Figures
37 and 89).

5.4.3 Aspartate 210

All models with a metal ion located at site A, single metal models MgA or two-metal models MgA-
MgD, show a very narrow distribution of the distances between Asp210 and the scissile phosphate
group (see Figure 80). This is due to the stable bidentate coordination of the MgA metal ion
by Asp210. The ∼ 6Å distance observed in models Hsp-MgD and Hsp-MgF model (Figure 80),
on the other hand, is compliant with phosphate hydrolysis by a water molecule that is placed in
a distance of 3.0 to 5.0 Å between Asp210 and the phosphate group. Indeed, such a putative
nucleophilic water molecule is observed as indicated by the radial distribution functions of water
molecules around Asp210 (see Figure 36). Models Hsp-MgD and Hsp-MgF show a large probability
of a water molecule in 3 to 4Å from Asp210. In the MgA models, this narrows to two distinct
water positions at 3 and ∼3.8Å, the latter of which is the predominant distance in the two-metal
models. Similar distributions are observed around Asn212 (see Figure 82), suggesting that both
residues play a role in positioning a water molecule. Figure 37 confirms a putative nucleophilic
water molecule located between Asp210 and Asn212 for all single-metal models.

Our simulations of the Ape1-DNA mutant complex in which Asp210 has been replaced by
Asparagine (D210N) show a coordination sphere of Mg2+ that is unaltered after mutation with
respect to the position of the metal ion and the ligands surrounding it (see Figure 88). Moreover,
throughout the 100ns simulation a water molecule is observed in a position poised for direct attack
in models with protonated His309 (Hsp), see Figures 88, and in those models with neutral His309
and a metal ion at position A (single Mg2+ ion or two Mg2+ ions at sites A and D, respectively).
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a) b)

c) d)

Figure 37: Water oxygen atom positions around Asp210 as shown by cyan dots. For clarity only
positions from the last 40 ns of the simulation time are shown.
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a) b)

c) d)

Figure 38: Key amino acid residues in the active site of D210N mutant Ape1-DNA substrate
complex with a) one magnesium ion at metal binding site F, b) one magnesium ion at metal
binding site D, c) one magnesium ion at metal binding site A, and d) two magnesium ions at site
A and D.

Our MD simulations and their analyses allow us a comparison of different models for a APE-
DNA reactant-state complex with respect to their active-site conformations. While the simulations
provide different, locally equilibrated, conformations, they do not reveal (large) transitions out of
or into these conformational states. Thermodynamic stabilization, or binding affinities of the metal
ions at the different positions, can thus not be determined from the present data. However, from the
structural similarity with the experimental crystal structure, we can infer how well the active-site
is stabilized in the different models. That is whether or not local changes in the metal positions,
associated ligand exchange, and altered ligand conformations are observed in the simulations. Such
local changes can take place on the time scales of our simulations as can be seen in the case of
the Hse models where the His309 moves significantly from its initial position. Misplaced metal-
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ions, although not leaving the active site, have been observed to alter their position already upon
minimization (data not shown) or within a short MD simulations of 500 ps only (see Ref. [111]). On
the time scale of the cleavage reaction (kcat=1.8 s−1 [31]) which is far beyond the time scale of the
present MD simulations, the metal ions may well change their exact positions as is also suggested
by the crystal structure of the product complex[168] . Similarly, the time-scales suggested for DNA
binding by APE and the formation of a catalytically-competent complex (k =43.1±8.5 s−1 [10]) are
not captured by the present simulations. However, the metal-ion positions of the reactant complex
modeled in this work are inspired by the available X-ray structures of reactant or reactant-like
complexes in which specific DNA binding has already occurred. All but one of these models (the
Hse-MgA model) “survive” minimization and equilibration phase of our MD simulations, that is
the metal-ions stay close to their initially modeled positions, likely due to the strong electrostatic
interactions with their coordinating ligands. These coordination spheres remain unaltered in the
course of the MD simulations and as such render all models conceivable. Our further analysis then
allows us to evaluate whether a particular active-site architecture, in terms of composition and
conformation, is probably reaction-competent or not. The putative contribution of the catalytically
important residues to the active-site architectures and thereby their role in stabilizing the active
reactant complex is discussed in the following.

5.5 Role of amino acid residues in the active-site of APE1-DNA
In addition to the magnesium ion(s), the role of catalytically important amino residues such as
Asp70, Glu96, Tyr171, Asp210, Asn212, Asp283, and His309 have been debated in the literature
[90, 40, 138, 91]. For instance, mutational studies of key amino acid residues account for the critical
impact of them on the enzyme’s DNA-binding capacity and/or the catalytic cleavage reaction
[149, 93, 148, 91, 160]. Mutation studies on these amino acid residues Y171F, N212A, D212N
showedreduction by 1200-fold, 7000 and 10000-fold, respectively, in the processing rate of DNA
duplexes containing a substrate-analog [160]. Several mutational studies on Asn212 demonstrated
the critical role of this amino acid residue in abasic DNA recognition by Ape1 and in the incision
step [91, 138]. N212A does not have a notable impact on the ability of Ape1 to recognize abasic
DNA but it reduces the rate of the incision step considerably [91]. In contrast, N212D reduces
the ability of Ape1 in abasic DNA recognition although this mutant incises the abasic DNA more
efficiently than N212A [91]. Different hypotheses for the role of Asn212 in the incision mechanism
have been proposed. A mechanism in which the Mg2+-ion is bound to a site from which the
nucleophilic water molecule is likely to attack [111, 130] includes Asn212 as responsible for Mg2+-
ion coordination and formation of hydrogen bonds with the abasic DNA.

5.5.1 Role of His309

It has been reported that mutation of His309 to asparagine results in a 2500-fold decrement in
enzymatic efficiency relative to wild-type Ape1 [160]. Our simulations indicate a structural role
of His309 in stabilizing the conformation of the protein-DNA complex, for which, furthermore,
His309 has to be in a protonated form. The significantly different conformation of His309 in the
Hse models compared to any of the available crystal structures, renders the Hse-variants of all
models studied here unlikely. The large fluctuations of the DNA in the models with a single Mg2+-
ion at binding site F and unprotonated His309 further render these models as unstable, and thus
disqualify them as candidates for reaction-competent protein-DNA substrate complexes. However,
His309’s exact role can also go beyond formation of a hydrogen bond with the AP-site and binding
of the DNA in the reactant state. For instance, a catalytic triad formed by Asp283, His309, and
a water molecule can be envisaged to help catalysis through nucleophile generation by a neutral
His309 accepting a proton from the nucleophilic water molecule as found in serine proteases and
suggested previously also for APE [99]. This proton acceptance would be facilitated by a hydrogen
bond to Asp283, increasing the proton affinity of His309. At the same time a Mg2+-ion coordinated
to the phosphate group of the AP-site, either at binding site A or D, could stabilize the abasic
DNA for direct attack of the hydroxyl ion [40]. According to previous simulations of cluster models
[57], His309 in the neutral Hsd-form can indeed act as a proton acceptor, in particular if supported
by a nearby aspartate residue such as Asp283.
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Our simulations of the D210N mutant correspond to a catalytically active complex for models
with neutral (Hsd) His309. Since experimental studies find the D210N mutant significantly reduced
in activity, His309 can therefore be concluded to be predominantly protonated. The very small
residual activity of the D210N mutant may be due to a mechanism that involves the unlikely, but
not entirely impossible, neutral His309 as general base for nucleophile activation. This is further
supported by our pKa calculations for snapshots from the simulations with the metal ion(s) located
at different binding sites and in different protonation states of His309. The pKa data strongly
suggest His309 to be protonated already in the reactant state and not only after acceptance of a
proton from the nucleophile in the course of the reaction. This is in agreement with pH-dependent
15N-NMR experiments of the uncomplexed protein that point to a charged His309, also in the
presence of functional (Mg2+ or Ca2+) metal ions [40]. This protonated His309 cannot act as a
general base.

As an alternative role, His309 in protonated Hsp-form can participate in a His309-ASP283-
AP-site hydrogen-bond cluster to catalyze the phosphate cleavage through stabilization of the
developing negative charge on a transition-state/intermediate with pentacovalent phosphate [168,
31]. This stabilization can even be envisaged for an initially neutral His309, i.e. after acceptance
of a proton from nucleophilic water prior to nucleophilic attack and formation a pentacovalent
transition-state/intermediate, in agreement with the essential catalytic role of His309 suggested by
mutation of this residue [90, 15, 160]. Whether such a stabilization in the course of the reaction,
in addition to the structural role of keeping the phosphate group close to the other catalytically
essential residues, is indeed provided by His309 can be answered only in a detailed analysis of the
reaction mechanism with electronic structure methods. Such an analysis is, however, beyond the
scope of this section.

5.5.2 Role of Tyr171

Based on the initial position of Tyr171 in the Ape1-DNA substrate complex [168] and on the
significant reduction in catalytic activity in Y171F (1200-fold) relative to wild-type Ape1 [160, 138],
partial neutralization of the developing negative charge on the AP-site upon nucleophilic attack
through a hydrogen bond with the phosphate group may be a catalytic role of Tyr171. The only
fourfold decrement in catalytic rate for Y171H [160, 138] in which the Histidine can in principle form
hydrogen bonds to the phosphate group, supports this hypothesis. According to our simulations,
MgA and MgF models show Tyr171 to be close to Glu96 rather than bound to the phosphate
group. These models are thus less likely to be catalytically active than models with the metal
ion bound at site D. In another mechanism proposed previously [148], Tyr171 in phenolate form
generates the nucleophilic hydroxyl ion or attacks the O3’ atom of leaving group directly. A similar
mechanism has been reported for topisomerases [129]. Neither in the recent crystal structure of the
Ape1-DNA substrate complex nor in our simulations is Tyr171 found to be in a proper position to
directly attack the leaving group ( see Figure 10).

5.5.3 Role of Asn212

Mutation of Asn212 to Alanine shows a significant (7000fold) reduction in the incision step [91].
This has been explained by Asn212 to be responsible for keeping the nucleophilic water molecule in a
proper position for direct attack of the phosphate through a hydrogen-bonded network with Asp210
and the nucleophilic water molecule [91]. Our simulations show Asn212 to form a hydrogen bond
with which the nucleophilic water molecule in the Hsp-MgD model, thereby keeping it positioned
for attack. Hence, according to that model, mutation of Asn212 would severely hamper enzymatic
function, in agreement with the mutation experiments. Our simulations of the N212A mutant
show an active-site conformation in the MgA models that does have a water molecule positioned
to act as nucleophile (see Figures 37), indicating an active complex. This is in contradiction to
the experimentally observed reduction in activity upon N212A mutation. Models with Mg2+ in
position A are therefore unlikely. N212A models with Mg2+ located in position D and protonated
His309, in contrast, exhibit an active-site geometry that is altered upon mutation in a way that
prevents the correct positioning of a water molecule for nucleophilic attack. This leads to the
conclusion that the impact of N212A mutation is a distortion of the active site geometry such that
no water molecule is properly placed for nucleophilic attack in contrast to the wild-type geometry.
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Consequently, the role of Asn212 is this positioning of the nucleophile. Indeed, Asn212 persistently
forms a hydrogen bond to such a putative nucleophile in the MgD-Hsp model, keeping it poised
for attack on the scissile phosphate group.

5.5.4 Role of Asp210

In addition to supporting Asn212 in conserving the nucleophilic water molecule in a proper position
through formation of a hydrogen-bond network with Asn212 and the nucleophilic water molecule,
as suggested earlier [91, 168], and supported by our data (see above), several other catalytic
functions have been proposed for Asp210 [43, 40, 110, 99]. The essential role of D210 discussed
in the literature is that of a general base, accepting a proton from a water molecule and thus
activating the nucleophile for attack. Another proposal limits the role of D210 to metal positioning.
D210N mutation shows the incision rate reduced by 10000-fold [160, 138, 93]. This argues for a
critical function such as activation of the nucleophilic water molecule for attack. Such a role is
conceivable for Asp210, albeit rather unlikely with a metal ion placed at site A. In those MgA
models both oxygen atoms of Asp210’s side chain are involved in the metal-ion coordination and
a side-chain rotation should take place before proton acceptance by Asp210 can occur. Although
such a rotation with subsequent proton acceptance has been reported in the simulation of the
phosphate hydrolysis in the restriction endonuclease EcoRV [119], our present MD simulations do
not show any indication of Asp210 leaving the coordination sphere. The bidentate coordination of
the metal ion by Asp210 renders proton acceptance by this residue therefore unlikely in the models
with Mg2+ at site A. In some previous studies, the considerable reduction in incision rate induced
by D210N mutation was related to the presence of a second divalent metal ion at site A (in addition
to a first one at site D) [110, 111, 130]. In this hypothesis, Asp210 coordinates the Mg2+-ion at
binding site A [110, 111, 130] and the Mg2+-ion in turn keeps a water molecule in a proper position
for direct nucleophilic attack to the abasic DNA. That way, Asp210 is close to the metal-ligated
water from which it may accept a proton (see Figure 10). The proton-accepting oxygen atom of
Asp210, however, will likely leave the metal coordination. Our simulations of the D210N mutant
with protonated His309 (Hsp) show the coordination sphere of Mg2+ to be intact after mutation.
The Mg2+-bound water molecule is still in proper position for direct attack throughout the 100ns
simulation time (Figure 38 ). The same observation is made for the D210N mutant with neutral
His309 and a single Mg2+-ion at position A, as well as the D212N mutant with two Mg2+-ions
bound to sites A and D, respectively. Consequently, Mg2+ in A position would still be able to
serve in positioning the nucleophile after D210N mutation. Hence, metal-ion coordination cannot
be the mere contribution of D210 since this is achieved also in the D210N mutant.

On the assumption that a general base is required for nucleophile activation further, indirect,
support for the idea of Asp210 acting as general base (and not His309) can be gathered from the
D210N simulations. Protonated H309 cannot accept the proton from the nucleophile leaving this
role to Asp210. But in the D210N this role cannot be assumed by the Asn residue, explaining the
experimentally found loss of activity upon D210N mutation. Our simulations of the D210N mutant
with unprotonated H309, however, show this residue to be in a conformation that allows H309 to
act as a general base in models with a single Mg2+ bound to site A or D, or with two Mg2+-ions
bound to sites A and D, respectively (see Figure 38). Thus, with these combinations, His309 could
act as a general base and a D212N mutant would still be catalytically active. Since this is in
stark contrast to the considerable rate reduction observed experimentally [15, 79], unprotonated
H309 is unlikely - in agreement with the pKa calculations and previous NMR experiments [40].
With protonated His309 obviously not acting as a proton acceptor, an alternative candidate for a
general base is Asp210. This important role of Asp210 is in good agreement with the experimental
mutation results. According to the pKa calculations, Asp210 is more likely to accept a proton
with the metal ion bound to site D than bound to site F. Furthermore, throughout the entire
simulation of MgD-Hsp, Asp210 stays hydrogen-bonded to a water molecule that is well positioned
for nucleophilic attack. In models with a Mg2+-ion at binding site A, the pKa results and the
strong coordination to MgA render proton acceptance by Asp210 unlikely, leaving Hsp-MgF and
Hsp-MgD as the most probable models of the Ape1-DNA substrate complex. According to our
distance analysis between the carboxyl side chain of Asp210 and the abasic phosphate, Asp210 is
in better position for accepting a proton from the nucleophilic water molecule in Hsp-MgD than it
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is in Hsp-MgF (see Figure 80).The pKa calculations based on MD snapshots favor an unprotonated
Asp210 for all models considered. However, simulations with protonated Asp210 show a strong
similarity of the Hsp-MgF model with the crystal structure in the active-site conformation. The
pKa calculation for the crystal structure also indicates a protonated Asp210 unless a structured
water molecule is taken into account explicitly. In this particular conformation, hydrogen-bound
to a water molecule, Asp210 is more likely to be unprotonated. These two scenarios suggest that
Asp210 may indeed accept a proton from a well-poised water nucleophile. Keeping in mind that
the crystal structure is that of an inactive complex due to the thio-substitution, the observed
conformation (in simulation of protonated Asp210 or the crystal structure) may be regarded as a
trapped intermediate rather than a reactive complex. An increment by 15-fold has been reported
for a D210H mutant. This led to the assumption of a protonated Asp210 that helps the incision
process as the proton donor to the O3’ atom of the leaving group. Our simulation on protonated
Asp210 does not reveal any notable conformational changes and proton transfer to the O3’ atom
is unlikely to occur due to large distance between the O3’ atom and Asp210. On the other hand,
the increased activity of the D210H mutant as opposed to the decreased activity in D210N and
D210A can be attributed to a neutral histidine that serves as the general base with a proton affinity
that is higher than that of an aspartate residue, a mechanism that has been reported for other
endonucleases. [100, 45, 74, 57].

5.5.5 Metal ions

Site A as position for a Mg2+-ion can be ruled out on the basis of the mutant simulations con-
tradicting the experimentally observed reductions in activity. With the same arguments, models
with two metal ions, one of which is situated at site A, are also unlikely. NMR-based studies also
suggest metal binding to Glu96, i.e. the D or F site [40]. Models with MgF are only stable in
their active-site as well as in their global conformations with protonated His309. However, also
the Hsp-MgF model exhibits significant fluctuations in the DNA conformation, corresponding to
unstable interactions between active-site residues of the protein and the abasic site of the DNA.
Whereas Asp210 and His309 remain in close enough contact to form a direct or water-mediated
hydrogen bond to the phosphate group, interactions with other active-site residues such as Tyr171
and Asn212 are weaker in the Hsp-MgF than in the Hsp-MgD model as manifested by the larger
distances observed. In ref. [168], a conformation with a Mg2+-ion coordinated to the phosphate
group, corresponding to site D, has been suggested as reaction intermediate/transition state. It
is therefore well conceivable that the reaction-competent conformation of an Ape1-DNA complex
has indeed the Mg2+-ion situated much closer to the phosphate group (site D) than the Mn2+-ion
observed in the thio-substituted Ape1-DNA substrate complex which is bound farther from the
phosphate group (site F) with a water molecule in between. On the departure site, the role of the
metal-ion cannot be nucleophile positioning nor activation. Instead, the metal-ion may activate
one of its coordinating water molecules to donate a proton to the leaving group upon or after de-
parture. The compensation of accumulating negative charge in the transition state/intermediate
is also a conceivable role that, however, cannot be determined with the present simulations of
the reactant state complex only. These simulations and the analysis of the different models in
comparison with experimental findings favor D as the metal-binding site. This position allows the
metal to bind the scissile phosphate group and hence place it close to the other catalytic residues
is strongly suggested by our simulations. The MD simulations reported here show the most likely
model for an Ape1-DNA substrate complex has one Mg2+-ion located at binding site D and His309
in protonated (Hsp) form. At the D site, the metal ion may play a catalytic role in leaving group
departure. This scenario allows Tyr171 and His309 to form hydrogen-bonds to the phosphate group
that may help DNA binding as well as stabilizing a pentacovalent transition state/intermediate.
Asn212 acts in properly positioning the nucleophile which can then transfer a proton to Asp210.
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6 Mechanistic insight into enzymatic cleavage of DNA by
APE1 endonuclease

Although all the available structural and biochemical information inspired the postulation of a
multitude of reaction mechanisms, an understanding at the atomic or even electronic level of
detail is still missing for the phosphodiester backbone cleavage by APE1 enzyme. In this section,
we investigate the enzymatic hydrolysis reaction pathways by APE1 using a combined QM/MM
approach, treating the active site quantum mechanically and the remaining enzyme classically.
This combined approach enabled us for an accurate description of the groups directly involved in
the reaction while treating the whole enzyme in atomic details.

6.1 Potential energy scans and minimum energy pathways
6.1.1 Finding the best starting point

The abasic DNA cleavage catalyzed by APE1 endonuclease as a phosphate hydrolysis reaction
develops through either stepwise or concerted fashion. In phosphate hydrolysis, the stepwise mech-
anism has two types including dissociative and associative. In the dissociative type, the leaving
group departure occurs earlier than the nulcleophilic attack of a water molecule whereas priority
of nucleophilic attack to the leaving group departure defines an associative mechanism. In the
concerted type, nucleophilic attack and leaving group departure emerge simultaneously. To inves-
tigate a viable type of mechanisms in cleavage of abasic DNA catalyzed by APE1, we computed a
two-dimensional scan of the potential DFTB/MM energy for phosphate hydrolysis starting from
the catalytic active reactant state proposed by X-ray structure and Molecular Dynamic analysis
[56, 168]. The two dimensions are the P–OH2 and P–O3’ distances, which correspond to nucle-
ophilic attack and leaving group departure, respectively.

3.5

3.2

Figure 39: Two-dimensional scan of the potential energy for phosphate hydrolysis starting from
WT model computed with DFTB/MM. Coordinates are the P–OH2 and P–O3’ distances. Energies
are given in kcal/mol.
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In the reactant state, the P-OH2 and P-O3’ distances are 3.5 Å and 1.6 Å, respectively. As
represented in the two-dimensional scan of thepotential energy surface, shown in Figure 39, the
potential energy relative to the reactant state elevates rapidly by driving the P-O3’ distance from
1.62 Å to more than 3 Å, suggesting that the formation of a dissociative intermediate is highly
unlikely.

According to the two-dimensional potential energy (Figure 39), driving the nucleophilic water
molecule towards the phosphorous atom generates an associative-like intermediate, albeit of very
high energy with an even higher transition state (over 40 kcal/mol) to pass. Moreover, the relative
potential energy for strucutres with a dissociated P-O3’ bond are over 50 kcal/mol, rendering
this route infeasible. This two-dimensional potential energy surface scan corroborates that the
dissociation of the sugar backbone is the most pivotal issue in the phosphate hydrolysis by APE.
This is interesting in as much as in the initial active-site architecture, the Mg2+ ion located at
the departure site is assumed to facilitate leaving group departure by providing positive charge,
balancing the negatively charged leaving group, or activating a metal-ligated water molecule so as
to donate a proton to the leaving group. However, no such proton transfer has been observed upon
driving the P-O3’ dissociation.

The accessible candidates with a positive charge that could help protonation of the leaving
group on the departure site are K98 or K78. The distance between K98, K78 side chains and the
leaving group is too wide (7.8 and 10.3 Å, respectively) to transfer a proton directly to the leaving
group. However, proton transfer from K98 or K78 to D70, which is located in the coordination
sphere of the Mg2+ and therefore near to the metal ligated water molecules, can take place with
energy barriers of 6.4 kcal/mol and 11.3 kcal/mol respectively (calculated using CPR). Transferring
a proton to D70 through both accessible mentioned pathways (i.e. from K98 or from K78) delivers
two intermediate states that resemble each other because of the protonated D70. The intermediate
states have an energy of 3.5 kcal/mol and 3.3 kcal/mol, respectively, relative to the reactant state
(see Figures, 44 and 41). In addition to a direct hydrogen bond between D70 and K98, the energy
barrier for proton transfer from K98 to D70 is lower with an energy of 6.4 kcal/mol relative to the
reactant state in comparison to the 11.3 kcal/mol for proton transfer from K78 to D70. Hence,
K98 is more entitled to donate a proton to D70 than K78 is.
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Figure 40: Mechanism for proton transfer from K98 to D70 calculated by DFTB/MM. All cal-
culated potential energies are in kcal/mol relative to the reactant state (the transferred proton is
highlighted by an orange circle).
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Figure 41: Mechanism for proton transfer from K78 to D70 calculated by DFTB/MM. All cal-
culated potential energies are in kcal/mol relative to the reactant state (the transferred proton is
highlighted by an orange circle).
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6.1.2 Proposed dissociative mechanism for phosphdiester hydrolysis catalyzed by
APE1

Considering now Int1PES as an activated reactant state, another two-dimensional DFTB/MM
potential energy scan has been carried out along again the P-O3’ and the P-OH2 distances (Figure
42).

Int1PESInt2PES

Int3'PES

Int3PES

Figure 42: Two-dimensional scan of the DFTB/MM potential energy for phosphate hydrolysis
starting from a model with protonated D70 and unprotonated K98. Coordinates are the P–OH2

and P–O3’ distances. Energies are given in kcal/mol relative to Int1

 

MgK98

D70

W3(H)-W3(OH) distance [Å]

 
 

P
-O

3'
 d

is
ta

n
ce

 [
Å

]

Mg

O3'

D70

K98
W2

P

 

Mg
K98

D70

Int1PES

Int2PES

Mg

D70

W0O3'

W3

W2

Mg

O3'

D70

K98

W3(OH)

W2

W3(H)

Figure 43: Two-dimensional scan of the DFTB/MM potential energy for phosphate hydrolysis
starting from a model with protonated D70 and unprotonated K98. Coordinates are the P–OH2

and P–O3’ distances. Energies are given in kcal/mol relative to Int1
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Interestingly, one new minimum state can be observed with a P-O3’ distance increased from
1.6 Å to around 1.9 Å and a P-OH2 distance that drops from 3.5 Å to around 2.8 Å, (Figure
42). In this state the O3’ atom adopts a proton from a metal ligated water molecule and this
water molecule adopts the proton from the protonated D70. The phosphate backbone is cleaved
in this minimum state (Int2PES see Figure 42) whereas no nucleophilic attack has happened, yet,
qualifying Int2PES as a dissociative intermediate of a step-wise phosphate hydrolysis mechansim.
The transition state, TS2PES of this dissociation step is caluclated as 16.9 kcal/mol relative to
reactant state (APE1_WT) according to the minimum energy pathway computed with CPR.

After leaving group departure, the nucleophilic water molecule can be activated via donating
a proton to D210. According to our potential energy scan this happens simultaneously with
the attack of the thus formed hydroxide ion to the phosphorous atom. In the two dimensional
potential energy surface scan this step is achieved by passing a transition state of 25.1 kcal/mol
(TS3’PES). In the resulting intermediate, Int3’PES , the P-O3’ and P-OH distances are 1.9 Å and
1.7 Å, respectively, and the relative potential energy for this state is 18.6 kcal/mol. Subsequent
minimisation of this structure with removing the constraints on the P–OH2 and P–O3’ distances
leads to an intermediate, Int3PES , with P-O3’ and P-OH distances of 3.2 Å and 1.7 Å, respectively
and a significantly reduced energy of 9.6 kcal/mol. According to a CPR calculation, connecting
Int2PES and Int3PES , the transition state has a relative potential energy of 23.6 kcal/mol. The
energies of the transition states computed by PES scan and CPR are rather similar. In contrast
the spontaneous relaxation of Int3’PES to Int3PES and the differences in energies and geometry
show that the former is not a true minimum but a point on or close to the minimum energy path
to the actual product of the nucleophilic substitution reaction (see Figure 44 and Table 21).
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Figure 44: Mechanism for cleaving the abasic DNA backbone and nucleophilic attack of water
catalyzed by APE1 enzyme calculated by DFTB/MM. All calculated potential energies are in
kcal/mol relative to the reactant state (the transferred proton is highlighted by an orange circle).
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State Rel. Energy
TS1PES 6.4
Int1PES 3.3
TS2PES 16.9
Int2PES 15.1
TS3PES 23.6
Int3PES 9.6

Table 21: Potential energy relative to the reactant state calculated by DFTB/MM using CPR
method for placing transition state from reactant to Int3PES in kcal/mol

We assume that, as E96 coordinates the Mg2+ ion and it is also near to a charged amino acid
side chain such as K98, hence, E96 can also play a base role to adopt a proton from K98. The
potential energy profile starting with transferring a proton from K98 to E96 can be seen in Figure
45. In this pathway, the first proton transfer from E96 to D70 relative to the reactant state has a
barrier of 7.4 kcal/mol and the nucleophilic attack of activated water called TS3PESE96 is the rate
determining step with 23.7 kcal/mol transition state energy relative to the reactant state (see 45).

We also computed the potential energy barrier for transferring a proton from K78 to E96 which
leads over a transition state of 11.9 kcal/mol energy relative to the reactant state and results in
an intermediate with 3.7 kcal/mol as the potential energy barrier to the reactant state. Therefore
both D70 and E96 can play a base role to adopt a proton from K98 or K78. However, D70 and
E96 can be regarded asin a competition to adopt a proton from K98/K78.
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Figure 45: Mechanism for cleaving the abasic DNA backbone and nucleophilic attack of water
catalyzed by APE1 enzyme starting from donating a proton from K98 to E96 calculated by
DFTB/MM. All calculated potential energies are in kcal/mol relative to the reactant state (the
transferred proton is highlighted by an orange circle)..

6.1.3 Reaction path calculations in APE1-mutants

H309N and Y171F
We have done H309N, Y171F mutations here to investigate their catalytic role through calcu-

lating the potential energy profile for phosphodiester hydrolysis catalyzed by APE1.
The mechanistic details for each step of phosphodiester hydrolysis in both H309N and Y309F

mutant (see Figure 46) are similar to what has been explained for wild type APE1 (see Figures
40,44) According to the calculated relative potential energy pathway in the phosphodiester cleavage
of abasic DNA catalysed by APE1 enzyme, the step of nucleophilic attack of water is the rate
determining step in WT (see Table 21) as well as in the H309N, Y171F mutant (see Table 22). As
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noted before, the rate determining step relative to the reactant state for APE1 complexed with
abasic DNA in phosphodiester cleavage reaction is 23.6 kcal/mol for wild type (see Table21) while
the rate determining step for H309N , Y171F mutant are 35.1 and 34.9 kcal/mol respectively (see
Table 22).

N212

Mg

Y171F

D210
E96

K98

D283

D70

H309

APE1-DNAY171F

N212

Mg

Y171

D210

E96

K98

D283

D70 H309N

 APE1-DNAH309N

b)a)

Figure 46: Key amino acid residues in the active site of a) H309N and b) Y171F mutant Ape1-DNA
substrate complex

N212A
To investigate the role of Asn212 , we performed potential energy calculation for N212A mu-

tant APE1-DNA substrate. It stands to mention that mechanistic details in calculated pathway
for phophodiester hydrolysis of N212A mutant is similar to what we have described in wild type
APE1(see Figures 40,44). Mutating Asn212 to Alanine shows a significant increment in the calcu-
lated potential energy barrier of the rate determining step (38.9 kcal/mol, see Table 47) in compare
with WT APE1 (23.6 kcal/mol, see Table22)

D210

Mg

Y171

N212A

E96

K98

D283
D70

H309

APE1-DNAN212A

Figure 47: Key amino acid residues in the active site of N212A mutant Ape1-DNA substrate
complex
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State WT
TS1PES 6.4
Int1PES 3.3
TS2PES 16.9
Int2PES 15.1
TS3PES 23.6
Int3PES 9.6

H309N Y171F
5.4 1.2
5.2 -2.9
21.1 20.0
20.6 19.0
35.1 34.9
28.3 30.9

N212A
10.6
6.5
13.6
14.1
38.9
13.6

Table 22: Potential energies (in kcal/mol) relative to the reactant state for N212 mutant Ape1-DNA
substrate complex in phosphodiester cleavage reaction in the enzyme APE1 .

D210A
To investigate the catalytic role of D210, we have mutated it to Alanine (D210N) and computed

the phosphodiester cleavage reaction (see Figure 49). The calculated energy barrier relative to the
reactant state for the rate determining step in the DNA backbone cleavage by the D210A mutant
APE1 enzyme, is 50.8 kcal/mol 49. This step is the attack of the nucleophilic water molecule as
in the wild type enzyme-
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Figure 48: Key amino acid residues in the active site of D210A mutant Ape1-DNA substrate
complex

86



 

 

 
 

32.7
 

24.5

50.8

-0.4

Mg

 

Mg
K98

D70

25.4

Mg

D70

D210AMg
O3'

K98
W3

W2

Mg

D70

W0

O3'

W3

W2
D210A

Mg D210A

W0
O3'

H309

N212

Y171

D70

Mg
D210A

W0

O3'

H309

N212Y171

D70

D283

TS1PES
D210A

Reactant

4.0

N212

Mg

Y171

D210A

E96
K98

D283D70

H309

Mg

K98

D70

TS2PES
D210A

TS3PES
D210A

Int2PES
D210A

Int3PES
D210A

Int1PES
D210A

Figure 49: Mechanism for cleaving the abasic DNA backbone and nucleophilic attack of water in
D210A mutant APE1 enzyme calculated by DFTB/MM. All calculated potential energies are in
kcal/mol relative to the reactant state (the transferred proton is highlighted by an orange circle).

6.2 Potential of Mean Force (PMF) Simulations
6.2.1 From reactant to cleaved intermediate

Our calculated potential energy profile revealed a step-wise mechanism with leaving group depar-
ture (P-O3’) followed by nucleophilic attack of an activated water molecule (P-OH). (see Figure
42). For each step of this reaction, we have carried out one-dimensional (1D) potential of mean
force (PMF) simulations using umbrella sampling [69, 68]. The QM/MM-optimized minima and
intermediates along the minimum energy pathways served as starting a points for the subsequent
free energy calculations. Between all possibilities of proton transfer from K98 or K78, respectively,
to E96 or D70, respectively, a hydrogen bond between the carboxyl group of D70 with the NH3(+)
group of K98 in the APE1-DNA substrate complex votes for priority of proton transfer from K98
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to D70. However, we also computed the free energy for transferring a proton from K78 to D70 to
confirm the eligibility of K78 as proton donor with free energy mehtods sampled by 21 windows
showing 13.9 ±0.7 kcal/mol as free energy barrier (see Figure 50).
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Figure 50: Free energy profile for transferring a proton from K78 to D70 in the APE enzyme
calculated by DFTB/MM

According to the free Energy calculations, the nucleophilic attack of the water molecule is
indeed the rate determining step (i.e. the step with the highest energy transition state along the
mechanism. However, adding dynamical effects reduces the energy barrier from 23.6 kcal/mol on
the potential energy surface to a free energy barrier of 18.2 ± 0.7 and 17.3 ± 0.1 for forward and
backward respectively (see Figure 51 and Table 23).12

1Note that the free energies relative to the reactant state for intermediate and transition states, respectively)
should be unique for one state, regardless of the way that led to this state, i.e. forward or backward. The existing
differences can be explained by limited sampling leading to hysteresis effects, and the intrinsic error made by adding
free energies that have been obtained from simulations sampling different volumes in phase space.

2The free energies as given “relative to the reactant state” assume the calculated relative free energy of e.g. Int1
at the beginning of the umbrella sampling simulation of the step Int1 to Int2 to be the same as the calculated free
energy of Int1 at the end of the umbrella sampling simulation of the transition from reactant to Int2.

This is, however, only the case if individual free energies were obtained by an integration over the same phase
space volume for all states considered, that is sampled by the same free energy calculation and by following the
same reaction coordinates in the simulations with biasing potentials.
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Figure 51: Free energy profile of the phosphodiester hydrolysis in the APE enzyme calculated by
DFTB/MM from reactant to Int3 state in kcal/mol relative to the reactant state

During the umbrella sampling calculations from Int2 to Int3 (along a combination of P-O3’
and P-OH2 distances), the cleaved sugar backbone migrates toward the Mg2+ ion while D70 leaves
the Mg2+ coordination sphere. The active site architecture including the Mg2+ ion coordination
sphere in Int3 represented in Figure 54 is perfectly matched with the available experimental crystal
structure of the product state from abasic DNA backbone cleavage in the APE1 enzyme [168, 133].

All free energies calculated along the phosphodiester hydrolysis mechanism, from reactant to
Int3, are shown in fig 51 and Table 23

The dissociation step, after proton transfer from K98 to D70, has a free energy barrier (11.5
± 0.2 kcal/mol or 12.9 ± 0.5 kcal/mol, computed forward and backward, respectively) that is
also lower than the potential energy barrier (16.9 kcal/mol) by approximately the same amount as
the barriers computed for the nucleophilic attack, indicating that both steps are similarly affected
by the conformational sampling, aka entropic effects. Furthermore, the significantly lower barrier
(free or potential energy) of the leaving group departure step compared to the nucleophilic attack,
clearly support a dissociative step-wise mechanism. The entropic contribution to the initial proton
transfer step appears to be very small, judged from the very similar potential and free energy
barriers (6.4 vs. 7.8 ± 0.4 and 6.1 ± 0.2 kcal/mol, respectively). Comparing the free energy
profile of the phosphodiester hydrolysis in the APE enzyme (Figure 51) reveals a minor difference
in energies for intermediate step (Int2) computed in forward and backward direction. The reason
can be explained by a limited sampling of those residues that are not constrained by the reaction
coordinates. Since those residues are free to move they may behave differently in the backward and
forward pathways, and as such generate different probability distributions of their conformations.
Indeed, as can be seen in Figure 53, conformations of some amino acid residues like H309, ASN212
and etc in the active site of APE1-DNA at the intermediate step (Int2) are different in forward
and backward pathways. This can result a slight difference in the calculated free energies for
states like Int2. To evaluate our selected reaction coordinate for free energy calculations, we have
projected the potential energy extracted from CPR analysis onto the reaction coordinate, i.e on
the combination based of distances which define the reaction coordinate, (see Table 3) for each
step of the mechanism, Figure 52 shows the potential energy as function of the reaction coordinate
combination to be a smooth curve with a reasonable pattern along the CPR pathways for reactant
to Int3.
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Reactant-Int1 Int1-Int2

Int2-Int3

Figure 52: Calculated potential energy relative to the reactant state (in kcal/mol) calculated by
DFTB/MM , from reactant to Int3 state to reaction coordinate combination for each reactant step

State Forward Backward
TS1 7.8 ± 0.4 6.1 ± 0.2
Int1 0.8 ± 0.6 0.7 ± 0.1
TS2 11.5 ± 0.2 12.9 ± 0.5
Int2 -2.6 ± 0.1 0.9 ± 0.2
TS3 18.2 ± 0.7 17.3 ± 0.1
Int3 7.0 ± 0.3 3.4 ± 0.4

Table 23: Free energy relative to the reactant state (in kcal/mol) calculated by DFTB/MM , from
reactant to Int3 state
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N212

Mg

Y171

D210

E96

K98

D283

D70 H309

Figure 53: Key amino acid residues in the active site of Ape1-DNA substrate complex in the
intermediate step (Int2) for forward(blue) and backward(red) pathways.

90



 

 

MgK98

D70

 

 

N212

Mg

Y171

D210

E96

K98 D283

D70

H309

React TS1

Mg

O3'

D70

K98

W3

W2

TS2

Mg D210
W0

Int3

MgK98

D70

Int1

Figure 54: Different steps in Phosphdiester cleavage from reactant state to Int3, only residues
involved in respective step are shown for clarity (the transferred proton is highlighted by an orange
circle)

6.2.2 Returning to the initial protonation state

The phosphate hydrolysis process is achieved by cleaving the DNA backbone at the abasic site and
subsequent nucleophilic attack, that is by reaching Int3 (see Figure 54). The reaction is, however,
completed by restoring the protonation state of the amino acid residues in the active site of the
APE1 enzyme including D210 and K98. Several probable proton transfer scenarios can be depicted
by looking into the active-site geometry of Int3. Therefore for reducing the computational costs
of sampling multiple pathways for proton transfer from D210 toward K98, we have first computed
minimum energy pathways for a number of possibilities so as to subject only the most tenable ones
to subsequent umbrella sampling simulations. Among all calculated pathways only one of them
exhibits a transition state with a relative potential energy lower than the 23.6 kcal/mol of the rate
determining transition state (TS3).

One of the pathways tested invloves protonated H309 to give a proton to a non-bridging oxygen
atom of the phosphate group (O1P) and then accept a proton from D210. This pathway has a
barrier of 46 kcal/mol and is thus rather unlikely. Another possibility is transferring the proton
located at one oxygen atom of D210 directly to the non-bridging phosphate atom(O2P). No mini-
mum could be trapped along this route. Another possibility is transferring a proton from D210 to
the non-bridging oxygen atom of the phosphate group(O2P) while D210 accepts another proton
from the former nucleophile OH now part of the phosphate group, (see Figure 55). Our calculations
show that these proton transfers take place concertedly with a transition state of 22.4 kcal/mol
(TS4PES) relative energy. The resulting minimum state (Int4PES) has 1.5 kcal/mol potential en-
ergy, (see Figure 55 and Table 24). The net effect of this transition is the phosphate group being
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protonated at another oxygen atom, O2P. This change in proton position on the phosphate group
has an effect on the neighboring Y171. This amino acid donates a hydrogen bond to O2P during
the initial steps.

Upon O2P accepting a proton from D210 the hydrogen bond between side chain of Y171 and
the O2P atom breaks and the hydroxyl group of Y171 rotates towards the non-coordinated oxygen
atom of E96 as new hydrogen bond acceptor. Simultaneously, Y171 accepts a hydrogen atom from
the newly protonated O2P (see Figure 55). Furthermore, the phosphate group finally accepts the
proton from D210 at the nucleophilic, now deprotonated O2P, (see Figure 55). All these three
proton transfer events occur in a concerted fashion, passing a transition state of 14.5 kcal/mol
(TS5_P) relative potential energy.

During the next steps, the proton now located on the carboxyl oxygen atom of E96 transfers
to the carboxyl oxygen atom of D70, after which the proton is finally transferred from D70 to the
K98. These steps take place in a step-wise mechanism with energy barriers of 1.7 and -1.4 kcal/mol
relative to the reactant state. The product state is -7.8 kcal/mol exothermic, (see Table 24) and all
amino acid residues in the active-site, including K98 and D210, are in the same protonation states
as the reactant state but the O3’ sugar backbone is cleaved and the nucleophilic water molecule
has attacked the phosphate group.

State Rel.Energy
Int3PES 9.6
TS4PES 22.4
Int4PES 1.5
TS5PES 14.5
Int5PES -2.3
TS6PES 1.7
Int6PES -3.9
TS7PES -1.4

ProductPES -7.8

Table 24: Potential energies (in kcal/mol) relative to the reactant state of intermediates and
transitions states from Int3_PES to the product state of the phosphodiester cleavage reaction in
the enzyme APE
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Figure 55: Proton transfer steps in the phosphdiester cleavage mechanism after the actual hydrol-
ysis, i.e. from Int3 to product state (the transferred proton is highlighted by an orange circle)

The same setup and simulation conditions as for the steps of the actual hydrolysis reaction
(initial proton transfer, leaving group departure, and nucleophilic attack, i.e. from reactant to Int3,
see 6.2) have been used to perform potential of mean force (PMF) calculations for the remaining
re-protonation steps (Int3 to product). The reaction coordinates defining the reaction pathway
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from Int3 to product state are presented in detail in Table 4 and graphically in Figure 12. The
mechanistic details of the proton transfer steps are (by construction) the same as in the potential
energy calculations. The free energy barriers for all proton transfer steps (Int3 to Product, i.e.
TS4, TS5, TS6, and TS7) are lower than that of the nucleophilic attack, TS3 (see table 25 and
Figures 57,56). The free energy of the product state, calculated relative to the reactant state
(see Table 25,56) corresponds to an exothermic process with -2.6 ± 0.1 kcal/mol and -4.5 ± 0.0
kcal/mol reaction energy in forward and backward pathways, respectively.
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Figure 56: Free energy profile of the phosphodiester cleavage in the APE enzyme calculated by
DFTB/MM from reactant to product state in kcal/mol relative to the reactant state

State Forward Backward
TS1 7.8 ± 0.4 6.1 ± 0.2
Int1 0.8 ± 0.6 0.7 ± 0.1
TS2 11.5 ± 0.2 12.9 ± 0.5
Int2 -2.6 ± 0.1 0.9 ± 0.2
TS3 18.2 ± 0.7 17.3 ± 0.1
Int3 7.0 ± 0.3 3.4 ± 0.4
TS4 10.9 ± 0.3 11.2 ± 0.2
Int4 -1.13 ± 0.1 -1.1 ± 0.4
TS5 12.4 ± 0.9 10.0 ± 0.4
Int5 5.5 ± 0.4 4.1 ± 0.0
TS6 6.2 ± 0.3 10.7 ± 0.0
Int6 3.9 ± 0.3 -0.4 ± 0.1
TS7 0.1 ± 0.08 1.0 ± 0.2

Product -2.6 ± 0.1 -4.5 ± 0.0

Table 25: Free energy relative to the reactant state (in kcal/mol) calculated by DFTB/MM, from
reactant to product state.
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Figure 57: Reaction steps in Phosphdiester cleavage from Int3 to product state (the transferred
proton is highlighted by an orange circle)
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Figure 58: Different reaction steps in Phosphdiester cleavage from reactant to product state cal-
cualted by DFTB/MM.

6.2.3 Charge Analysis

As outlined above, the mechanism for phosphodiester hydrolysis is step-wise and dissociative and
contains a number of proton transfer steps. Also the two main steps, P-O3’ bond cleavage and
P-OH bond formation are accompanied by proton transfers, rendering the phosphate cleavage
reaction acid-base catalyzed. The calculated Mulliken charges (shown in Figures 60, 98, 99, 100,
and 101) illustrate the charge transfer events along the reaction pathway. The first proton transfer
from K98 to D70 could help to accumulate positive charge around the scissile bond, facilitating
leaving group departure. There is an accumulation of positive charge around the Mg2+ ion, H309,
the O3’ atom, and the phosphorous atom as well as the whole phosphodiester moiety between Int1
and Int2. This prompts a metal-ligated water molecule to donate a proton to the leaving group.
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The elevation of positive charge around D210 (see Figure 98) from React to Int4 corroborates the
role of D210 as a general base in accepting a proton from the nucleophilic water molecule.

Figure 59: Calculated Mulliken charge for several amino acid residues in the active-site of APE1-
DNA complex during the phosphodiester hydrolysis from reactant to product state.

Figure 60: Calculated Mulliken charge for Mg2+ and H309 in the active-site of APE1-DNA complex
during the phosphodiaster hydrolysis from reactant to product state.

6.3 Discussion of mechanism and role of active site residues
Phosphodiester hydrolysis catalyzed by the APE1 enzyme follows a step-wise dissociative mecha-
nism in which the nucleophilic attack is the rate determining step. Comparison of the free energy
calculated for this rate determining step (18.2 ± 0.67 kcal/mol (forward) or 17.3 ± 0.06 kcal/mol
(backward)) to the experimental free energy barrier (18.3 kcal/mol, converted from kinetic rate of
DNA cleavege bv APE1)[31, 18, 168] shows a very good agreement supporting our mechanistic pro-
posal. As manifested by the lower energy barriers compared to the uncatalyzed dimethylphosphate
hydrolysis (44 kcal/mol as the calculated rate determining step by (B3LYP + 6.311 G**)[120] ([78]
and 35.5 kcal/mol as measured experimental activation barrier [75]), the APE1 enzyme achieves a
considerable catalytic effect.. In the following, we discuss the individual catalytic contribution of
important active site residues.

6.3.1 Role of Lysine98, Lysine78

The initial proton transfer from K98 to D70 and the resulting change in charge distribution has a
crucial effect on the reaction by enabling leaving group departure. Substitution of K98A has been
shown to result in 12-fold reduction of the 5´-phosphodiester hydrolysis rate in APE [113, 1]. This
effect is much less pronounced than those observed for D210, Y171, or H309 mutation, rendering
K98 still important but not necessarily essential. In a steady-state kinetic characterization of nu-
cleotide incision repair (NIR)-deficient APE1 mutants [1], K98A, R185A, and double K98A/R185A
APE1 mutants exposed a theatrical reduction of both NIR activity on αdA•T by 52-, 220-fold,
and an entire loss of activity, respectively. Moreover, the K98A/R185A double mutant resulted in
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complete loss of exonuclease activity on Exo20•G [1]. The APE1’s K98A/R185A mutant showed
44 fold decrement on THF•T endonuclease activity in BER. As shown by our simulations K78 can
provide a proton through transfer to D70 and further via a nearby metal ligated water molecule
to the leaving group. This suggests that a dysfunctional K98A mutation can assumably be rec-
ompensed with proton transfer from K78 to D70. As our proposed mechanism 40 suggests, K98
or R185 are not indispensable and consequently an K98A/R185A double mutation reduces the
endonuclease activity on 5´-phosphodiester hydrolysis not too dramatically. In the reactant state
of the APE1-DNA substrate complex, aside from K98 and K78 there are several other positively
charged amino acid side-chains such as (H309, K103, R185, R181, R177, R156) within 10 Å of
the magnesium ion. These residues have a viable potential to play a catalytic role by altering the
charge distribution around the metal ligated water. It should be pointed out that the first proton
transfer is not the rate determining step in our proposed mechanism, and hence, any energy barrier
in an alternative pathways for providing the positive charge near metal ligated water molecule that
is higher than that for the proton transfer from K98 or K78 to D70 but lower than the barrier for
nucleophilic attack are still compliant with our proposed mechanism.

6.3.2 Role of Aspartate70, Glutamate96

D70 and E96 have been repeatedly accounted as two amino acid residues which are participating
in the Mg2+ ion coordination sphere in APE1-DNA substrate complex [99, 91, 168, 133]. In our
proposed mechanism for phosphodiester hydrolysis catalyzed by APE1-enzyme showin in Figure
58, D70 and E96 are indeed coordinating the Mg2+ ion in the substrate complex, E96 coordinates
the Mg2+ ion throughout from reactant to product state. However, D70 swaps with the O3’
atom of the cleaved sugar backbone in an intermediate state (called Int3) 54 and D70 does not
coordinate the Mg2+-ion in the product state. Engagingly, crystal structures showed the same
comportment in the activity of D70/E96 in two known structures of the substrate and product
state of the APE1-DNA complex [99, 91, 168, 133]. Experimental evidences from D70A, E96A
mutations and D70A/E96A double mutation exposed (8.7-,8.4-, 287 fold decrement, respectively)
in APE1 endonuclease activity compared with the WT-APE1 [133]. In our proposed mechanism,
apart from D70/E96 coordinating the Mg2+ ion, we assume that D70 or E96 adopt a proton from
K98 or K78 to support a metal ligated water for, in turn, donating a proton to the leaving group
(O3’) (Figures, 40,41,45). According to our results both D70 and E96 can adopt a proton from
K98/K78 smoothly. A hydrogen bond between D70 and K98 can be observed in APE1-DNA
substrate complex, rendering D70 more likely to adopt a proton than E96.

As outlined before, in the APE1-DNA substrate complex, the Mg2+-ion coordinates three water
molecules, one oxygen atom from the carboxyl group of D70, one of E96 and one non-bridging
oxygen atom (O1P) of the AP-site [56, 168], whereas in the APE1-DNA product complex one
oxygen atom from the carboxyl group of D70 is replaced as a metal ligand by the cleaved O3’
sugar backbone. At the first glance, one of the three water molecules in Mg2+-ion coordination
sphere appear to be a more reasonable candidate for swapping place with the O3’ atom of the
leaving group than a non-bridging oxygen atom of the AP-site or the carboxyl group in both
E96/D70 since the latter are negatively charged and as such are supposed to have a stronger
interaction with the Mg2+-ion. According to our proposed mechanism the swapping of D70 with
the O3’ sugar backbone in Mg2+-ion cooridnation sphere, while three metal ligated water molecules
are still there, can be explained by the capability of D70 to adopt a proton from K98 to support
leaving group departure through donating the adopted proton to a metal ligated water molecule.

6.3.3 Role of Histidine309, Tyrosine171

Both H309 and Y171 are influential in DNA recognition by Ape1 and in the incision step [91, 138,
99, 168, 56]. A catalytic effect of Tyr171 and H309 was suggested mainly based on their initial
position in APE, i.e. bound to the abasic DNA. Considerable reduction in catalytic activity in
Y171F and H309N (1200-,2500-fold, respectively) relative to wild-type Ape1 [160, 138] depict their
notable catalytic functions. According to the initial position of Tyr171 and His309 in the Ape1-
DNA substrate complex [168] partial neutralization of the amplifying negative charge through a
hydrogen bond with non-bridging oxygen atoms (O1P,O2P) of the AP site is a well-established
hypothesis about the catalytic role of H309 and Y171 [168, 56, 91, 99]. The fourfold diminution in
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catalytic rate observed for Y171H [160, 138] supports this hypothesis. The (second) Histidine in
the Y171H mutant contributes to the mechanisms similarly to Tyr171 by forming hydrogen bonds
to the scissile phosphate group .

The reaction path calculations for the H309N and the Y171F mutant show a higher energy
barrier for nucelophilic attack of water than in the wild type. As demonstrated in Figure 46, in
these mutants non-bridging oxygens (O1P ,O2P) of the AP site can not form hydrogen bonds with
H309N, Y171F, that would stabilize the transition state by reducing the partial charge on the AP
site.

6.3.4 Role of Asn212

Keeping the nucleophilic water molecule in a right position for direct attack of the phosphate
group through a hydrogen-bonded network with D210 and the nucleophilic water molecule has
been proposed as the main role of N212 in cleavage of abasic DNA by APE1 enzyme [91, 56], The
N212A mutant reveals a notable (7000-fold) deduction in the incision step [91]. This has been
discussed by Asn212 to be responsible for keeping water in a proper position for direct nucleophilic
attck in our classical molecular dynamic simulations. These data showed that N212 forms a
hydrogen bond with the nucleophilic water molecule to preserve it poised for a direct attack [56].
Accordingly, a N212A mutant would rigorously block enzymatic function. Observing the active
site of WT APE1 complexed with abasic DNA indicates that N212 can form a hydrogen bond with
the non-bridging oxygen atom (O1P/O2P) of abasic DNA.

Our molceular dynamics simulation of wild-type and N212A mutant APE-DNA substrate com-
plex suggest the primary role of N212 to be keeping a water molecule in a right position through
hydrogen bonds with the abasic DNA. As our QM/MM calculation show this positioning can also
happen in the N212A mutant. However, the significant elevation in the calculated potential energy
barrier for the direct nucleophilic attack of a water molecule as the rate determining step in N212A
mutant APE1 points towards an additional contribution by Asn212. This corroborates the impor-
tance of N212 forming a hydrogen bond with the non-bridging oxygen atom of the abasic DNA
(O1P/O2P) and thereby diminishing the elevating charge on abasic DNA upon attack of water.

6.3.5 Role of Asp210

As already mentioned in subsection 5.4.2, D210 acts in positioning the nucleophilic water molecule
in a place suitable for direct nucleophilic attack through formation of a hydrogen-bond network
with N212 and the nucleophilic water molecule. However, between all roles of D210 discussed in
the literature, activating the nucleophile for attack via accepting a proton from a water molecule
is the most established one [160, 138, 93, 80]. The big difference between the calculated relative
potential energy barrier of D210A (50.8 kcal/mol) and wild type (23.6, see Table 21) emphasizes
the important catalytic role of D210 in the active site of APE1 for abasic DNA cleavage. This
is in excellent agreement with the experimentally observed 25000-fold reduction in catalytic rate
of abasic DNA cleavage in D210A APE1. As can be seen in Figure 49, after mutating D210 to
alanine, other accessible amino acid residues around the nucleophilic water are not eligible to play
the role of a general base, that is adopting a proton and thus activate the nucelophile. The only
attainable choice is an activation of the attacking water molecule via direct transfer of a proton
to a non-bridging oxygen atom of the abasic DNA (O1P/O2P). Hence, the presence of D210 is
decisive for the nucleophilic attack and thus the entire phosphodiester cleavage mechanism in APE.
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Discussion
We have performed quantum mechanical calculations of phosphate hydrolysis reaction pathways
based on different cluster models mimicking such active sites of endonuclease enzymes. The similar
composition of our cluster models, which are, of course, inspired by the enzymatic active sites, the
resulting similarity in the computed most favorable mechanism and the corresponding reaction
barrier in the model with experimental, enzymatic values, suggests the active site architecture to
be the dominant factor in enzymatic phosphate hydrolysis. Fixing of anchor atoms in our models
ensures that the residues of which the models are composed remain positioned as intended, but
thereby the flexibility that can be found in an enzymatic active site cannot be mimicked properly.
Furthermore, comparison of the reaction barriers for the chemical steps, however, ignores substrate
binding (and product release) into the correct position which is an important factor in enzymatic
reactions. In addition to investigate the impact of different amino acid residues contributions in
the active site of enzyme and generating multiple reaction pathways for phosphodiaster hydrolysis,
we have assessed the semi empirical method DFTB3/3OB [132] through comparing calculated reaction
pathways in different cluster models with the same reaction pathways calculations on the DFT level of
theory (B3LYP/6-31G(d,p)).

Our visions regarding critical impacts of active-site architecture on catalytic effect of endonu-
clease enzymes for phosphodiester hydrolysis has driven us to start investigations on the exact
architecture of Ape1-DNA substrate. By employing Molecular Dynamic simulations, we have sim-
ulated and analyzed the APE-DNA reactant complex in different models, varying the position and
number of metal ions as well as the protonation state of the essential residues D210 and H309.
Augmented by further simulations of the D210N and N212A mutant, which, according to exper-
iments, have a considerably reduced enzymatic activity, our calculations afforded us to rule out
some of the simulated models as unlikely due to contradiction with the experimental findings.
These are both models with the metal ion located at the attack site, MgA and MgA-MgD, for
which the D210N and N212A simulations falsely suggest an active enzyme. From the remaining
one-metal models with the Mg2+-ion located at the departure site, MgD appears more favorable
than MgF, because of the smaller fluctuations in the DNA conformation, associated with a scissile
phosphate group that is closer to the important active-site residues. Our pKa calculations suggest
the catalytically essential residue His309 to be predominantly protonated, in agreement with ear-
lier suggestions [40]. This conclusion is further supported by the simulations of the D210N mutant
which, in cases of neutral His309, wrongly indicate an active complex. The most probable model is
therefore MgD-Hsp. In case of protonated H309, the mutant model does not contain an active-site
residue that could activate the nucleophile by accepting a proton, offering an explanation for its
inactivity: Asp210 (and not H309) is the general base. On the whole, the most probable model for
an Ape1-DNA substrate complex can be seen in Figure 61 wherein His309 is in protonated form and one
Mg2+-ion located at binding site D.
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Figure 61: Proposed Active site structure for APE1-DNA complexed with Mg2+ ion [56]

Our widened horizon about the active site architecture in the APE1-DNA complex promoted
us to a mechanistic investigation of DNA cleavage catalyzed by APE1 endonuclease. Quantum-
mechanical (QM) methods are desired for explaining electronic processes such as charge transfer
and chemical reactions. The big hinder for studying bio-molecular systems including more than
1,000 atoms like APE1-DNA complex is the computational cost. Fortunately, force-field-based
molecular mechanics (MM) methods provide the opportunity to treat systems including up to
1,000,000 number of atoms for simulating over time scale of hundreds of nano seconds. The com-
bined Quantum Mechanic/Molecular method enabled us to observe the electron transfer during
the phosphodiester hydrolysis and treat the surroundings (e.g., protein and solvent) via MM force-
field. As we could learn from our cluster model [57] DFTB3/3OB as a semi-empirical method is
affordable and accurate enough in comparison with DFT methods to be used in QM/MM calcu-
lations. The computed mechanism is as follows: First, in order to provide ample positive charge
around the scissile bond, a proton transfers from a charged amino acid residue such as K98 or K78
to the carboxylate group of amino acid residues which are coordinating the magnesium ion such
as D70 or E96. Second, the scissile bond is cleaved and a metal ligated water molecule donates a
proton to the leaving group whilst it adopts a transferred proton from D70 or E96 (see Figure 54
and Table 23 for more details). Afterwards, the nucleophilic water molecule is activated through
donating a proton to D210 with the hydroxyl group attacking the abasic DNA simultaneously. As
the calculated free energy relative to the reactant state for this transition is 18.2 ± 0.7 kcal.mol
(forward) or 17.3 ± 0.1 kcal/mol (backward), this nucleophilic attack can be regarded as the rate
determining step of the phophodiester hydrolysis catalyzed by APE1. As suggested by mutational
studies and our calculated potential energy pathways for different kind of mutations, Y171, H309,
and N212 have a significant catalytic role through balancing the partial charge on the abasic DNA
upon nucleophilic attack by forming hydrogen bonds with the non-bridging atoms of the abasic
DNA. In addition to keeping the nucleophilic water molecule in a proper position for direct at-
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tack together with N212, D210 has the most critical catalytic role in the mechanism. It activates
the nueclophilic water molecule by adopting a proton from it. Like depicted in Figure 57, after
nucleophilic attack to the dissociative intermediate, several proton transfers occur to restore the
protonation states of amino acid residues (including K98 and D210) in the active-site of APE1-
DNA (see Table 25 for calculated free energies). Lastly, the relative free energy calculated for the
product state is -2.6 ± 0.1 kcal/mol (forward) or -4.5 ± 0.0 kcal/mol (backward) which reveals the
exothermic type of reaction.

In section 4, a histidine-assisted associative pathway of the two-metal model with the rate
determining step of (∼25 or ∼29 kcal/mol in vacuum and solvent, respectively) relative to the
reactant state has been revealed as the most feasible pathway for phosphate hydrolysis by compar-
ison of calculated potential energy pathways based on different cluster models. This result does
not confirm or deny whether the dissociative type of mechanism calculated by QM/MM qualifies as the
most favorable enzymatic reaction pathway of phosphodiester backbone cleavage by the APE1 enzyme
considering that in the active-site of APE1 enzyme substrate multi-architecture can not be observed and
it includes H309 in protonated form and only one Mg2+-ion located at binding site D. However, based on
quantum calculations on cluster model including His309 in protonated form and one Mg2+-ion located at
binding site D proceed through associative type of mechanism with (∼35 or ∼34.3 kcal/mol in vacuum
and solvent, respectively) relative to the reactant state (see Figure 15). It implies that the limited
number of amino acids mimicking the enzyme environment in the cluster model including H309 in
protonated form and one Mg2+-ion located at binding site D could not capture the catalytic effect of
the whole enzyme.

In this thesis, combination of classical molecular dynamic and QM/MM calculations have been
employed to investigate phosphodiester hydrolysis pathways catalyzed by APE1 endounclease.
This approach can be implemented for investigating catalytic effect, active site architecture and
chemical reaction pathways for other type of endonuclease enzymes. The semi empirical method
DFTB3/3OB as QM part enabled us to significantly reduce computational costs. Hence broad sampling
for free energy calculations along the reaction pathway is more feasible in comparison with other
quantum mechanical methods like Harte Fock (HF) or Density Functional Theory (DFT).

We hope that further investigations can be carried out on APE1 by development in experimen-
tal instruments and computational resources. For instance, double mutations such as K98A, K78A
may show the catalytic role of positively charged amino acid residues and their hydrogen bonds
network with negatively charged amino acid residues which are coordinating magnesium ion such
as E96, D70. To perceive the kinetic basis for the specificity of enzymes involved in BER such as
thymine DNA glycosylase (TDG) and APE1 enzyme, each step needs to be fully considered kinet-
ically and thermodynamically. In Base Excision Repair system (BER) the dynamical connections
between TDG and APE1 enzymes is still missing. Precisely, the way which TDG enzyme leaves the
DNA and APE1 enzyme finds the abasic DNA has not been fully understood yet. Here molecular
dynamic simulations combined with a binding analysis may help in better understanding of the
swapping process between TDG and APE1 enzyme
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Summary
DNA with an abasic site is a cyto-toxic intermediate in the base excision repair (BER) pathway that is
handled by the enzyme Apuridinic/Apyrimidinic endonuclease (APE1) [99, 56, 168, 90]. Several kinetics
and thermodynamics aspects of the mechanism by which the APE1 enzyme processes its abasic DNA
substrate have been discussed in this thesis. APE1 is an endonuclease that is it cleaves the DNA backbone
at a non-terminal site, here at the abasic site. To obtain eminent insight about the catalytic role of amino
acid residues and magnesium ions which are representatively recognized in active sites of endonuclease
enzymes, quantum mechanical calculations of reaction pathways based on various cluster models mimicking
such active sites of endonuclease enzymes have been performed and subsequently discussed in section
4. In this light our results underline the importance of an enzymatic active site architecture in the
catalytic reaction, given the substrate is properly positioned. As a side-effect, we were able to evaluate
the semi empirical method DFTB3/3OB [132] by comparison of reaction pathways calculating in different
cluster models with the same reaction pathways calculations on the DFT level of theory (B3LYP/6-
31G(d,p)). Comparison of the obtained mechanisms and barriers obtained by DFT and DFTB for the
minimalistic (cluster) models may nominate DFTB with reasonable accuracy and computational cost as a
potential candidate for quantum method in hybrid QM/MM (quantum mechanics/molecular mechanics)
approaches for phosphodiester hydrolysis in an enzymatic environment. However in the “reductionist
approach” employed to evaluate multiple plausible types of reaction mechanism, the protein’s flexibility
and heterogeneous electrostatic environment of protein residues is not taken into account. To enable
reaction pathway caculations of the DNA cleavage mechanism in the full APE1 enzyme a model of a
reaction-competent APE1-DNA reactant complex has been built, based on available crystal structure
data and mutagenesis experiments from the literature [168, 133, 99, 92]. To remedy the lack of lucid
information about structural details of APE1/DNA substrate bounded to Mg2+ ion molecular dynamic
simulation together with pKa calculations for important amino acid residues in the active-site of the
enzyme have been carried out (see section 5). To investigate the potential effect of metal ion binding
on the stabilization of the active site in the Ape1-DNA substrate complex, the number and position of
the metal ion(s) have been varied and single point mutations of vital active-site residues in the substrate
complex of Ape1-DNA have been simulated. Taken together, the most likely model for an Ape1-DNA
substrate complex has one Mg2+-ion located at binding site D and His309 in protonated form. At the D
site, the metal ion may play a catalytic role in leaving group departure. This scenario allows Tyr171 and
His309 to form hydrogen-bonds to the phosphate group that may help DNA binding as well as stabilizing
a pentacovalent transition state/intermediate. Asn212 acts in properly positioning the nucleophile which
can then transfer a proton to Asp210. A combined QM/MM approach wherein the active site was treated
quantum mechanically and the remaining enzyme classically empowered us to investigate the enzymatic
reaction pathways of phosphodiester backbone cleavage by APE1 enzyme and enabled us to depict a
more realistic picture of the enzyme’s functions in abasic DNA cleavage (see section 6). Opposed to the
“reductionist approach”, the QM/MM approach is accurate enough and computationally efficient to gain
electronic level insight into the chemical reaction while taking the protein environment explicitly into
account and as such allowed the contribution of individual residues in the enzyme environment to be
quantified. To find the energetically most favorable pathway for phosphate hydrolysis catalyzed by APE1
enzyme, several possible reaction mechanisms were initially explored by potential energy calculations. As
dynamical effects are important in the reaction progress, free energy calculations have subsequently been
performed on selected pathways (based on their potential energy profile). According to our QM/MM
calculated enzymatic reaction pathways of phosphodiester backbone cleavage by the APE1 enzyme, the
dissociative type of mechanism is the most favorable pathway. Herein an important role is played by a metal
ligated water molecule that donates a proton to the leaving group while the cleaved sugar backbone migrates
toward the Mg2+ ion. This allows a water molecule, activated by proton transfer to Asp210, to attack the
phosphorous atom of abasic DNA as nucleophile. The APE1 enzyme as an indispensable key player in BER
has been discussed in atomic resolution in this thesis, Our efforts promote the understanding of catalytic
and dynamical features of of the APE1 enzyme in the abasic DNA cleavage mechanism, including effects
of pH and single-site mutations. The detailed insight thus gained may be helpful in designing inhibitors
for APE1 as a potential drug target in cancer chemotherapy.
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Zusammenfassung
Abasische DNA ist ein cytotoxisches Intermediat des Basenexizions Reparaturmechanismus (BER), welches
durch das Enzym apuridinische/apyrimidinische Endonuklease (APE1) [99, 56, 168, 90] weiter prozessiert
wird. In dieser These wurden verschiedene kinetische und thermodynamische Aspekte des Mechanismus,
durch welchen APE1 Enzyme ihr abasisches DNA Substrat umwandeln, diskutiert. APE1 ist eine Endonuk-
lease, welche das DNA Rückgrat an nicht-terminaler Position spaltet, in diesem Fall an der abasischen Posi-
tion. Um tiefere Einsicht in die katalytische Funktion von Aminosäure-Seitenketten und Magnesiumionen,
welche representativ für das aktive Zentrum von Endonukleasen stehen, zu erhalten, wurden quantum-
mechanische Berechnungen von Reaktionswegen basierend auf verschiedenen Cluster-Modellen, die das
aktive Zentrum von Endonukleasen imitieren, durchgeführt und nachfolgend im Abschnitt 4 diskutiert. In
diesem Licht unterstreichen unsere Ergebnisse die Relevanz der Architektur des aktiven Zentrums für die
katalytische Reaktion, vorausgesetzt das Substrat ist korrekt positioniert. Als Nebeneffekt waren wir in
der Lage die semi-empirische Methode DFTB3/3OB durch den Vergleich von Reaktionswegen berechnet
in verschiedenen Cluster-Modellen mit gleichen Reaktionsweg-Parametern auf DFT -Level zu evaluieren
(B3LYP/6-31G(d,p)). Der Vergleich, der durch DFT und DFTB erhaltenen Mechanismen und Barri-
eren für die minimalistischen (Cluster) Modelle, nominiert DFTB [132] mit angemessener Genauigkeit
und Rechenkosten als potentiellen Kandidaten für quantummechanische Methoden in hybrid QM/MM
(Quantummechaniken/ Molekulare Mechaniken) Ansätzen für Phosphodiester-Hydrolyse in enzymatischer
Umbegung. Jedoch wird im oft verwendeten „reduktionistischen Ansatz“ zur Evaluierung multipler plau-
sibler Formen von Reaktions-Mechanismen die Fexibilität des Proteins und die heterogene elektrostatis-
che Umgebung der Protein-Seitenketten nicht berücksichtigt. Um Reaktionsweg-Berechnungen des DNA-
Spaltungs-Mechanismus im gesamten APE1 Enzym zu ermöglichen, wurde ein Modell eines Reaktions-
kompetenten APE1-DNA Edukt-Komplexes gebaut, basierend auf den in der Literatur [168, 133, 99, 92].
vorhandenen Krystallstrukturdaten und Mutagenesis-Experimenten. Um den Fehlen von Informationen
über strukturelle Details von APE1/DNA-Substrat gebunden an Mg2+ Ionen entgegenzuwirken, wurden
Moleküldynamik-Simulationen zusammen mit pKa Berechnungen für wichtige Aminosäure-Seitenketten
im aktiven Zentrum durchgeführt (siehe Abschnitt 5). Zur Untersuchung des potentiellen Effekts der
Bindung von Metallionen auf die Stabilisierung des aktiven Zentrum im APE1-DNA Substratkomplex
wurde die Anzahl und Position der Metallionen variiert und Punktmutationen wesentlicher Seitenket-
ten des Substratkomplex von APE1-DNA simuliert. Detailierte Analyse dieser Simulationen versorgte
uns mit angemessenen Statistiken und Informationen über strukturelle Details des aktiven Zentrums von
APE1. Zusammenfassend beiinhalted das wahrscheinlichste Modell für den APE1-DNA Substratkom-
plex ein Mg2+-Ion lokalisiert an der Bindungsstelle D sowie ein His309 in protonierter Form. And der
D Bindungsstelle könnte das Metallion eine katalytische Rolle bei der Abspaltung der Abgangsgruppe
einnehmen. Dieses Szenario erlaubt Tyr171 und His309 Wasserstoffbrücken zu den Phosphatgruppen zu
formen, welche bei der DNA-Bindung sowie bei der Stabilisierung eines pentakovalenten Überganszus-
tands/ Intermediates behilflich sein könnten. Asn212 spielt bei der korrekten Positionierung des Substrats
eine Rolle, welches dann ein Proton auf Asp210 übertragen kann. Ein kombinierter QM/MM Ansatz,
in welchem das aktive Zentrum quantummechanisch und das übrige Enzym klassisch betrachtet wurde,
ermöglichte uns die enzymatischen Reaktionswege der Phosphodiesterrückgrat-Spaltung durch APE1 zu
untersuchen und befähigte uns zu einer realistischeren Abbildung der enzymatischen Funtkionen der aba-
sischen DNA Spaltung (siehe Abschnitt 6). Im Gegensatz zum „reduktionistischen Ansatz“ ist der QM/MM
Ansatz präzise genug und rechentechnisch effizient um auf elektorischem Level Einsicht in chemische
Reaktionen bei explizieter Berücksichtigung der Proteinumgebung zu erhalten und erlaubt als dieses die
Quantifizierung der Beiträge individueller Seitenketten der Enzym-Umgebung. Um den engergetisch fa-
vorisierten Reaktionsweg für Phosphathydrolyse katalysiert durch APE1-Enzyme zu indentifizieren, wur-
den mehrere Reaktionsmechanismen initial durch Potentialenergie-Berechnungen untersucht. Aufgrund
der Wichtigkeit dynamischer Effekte für den Reaktionsprozess wurden Berechnungen mit freier Energie
stückweise an ausgewählten Reaktionswegen durchgeführt (basierend auf ihrem potentiellen Energieprofil).
Zufolge unserer durch QM/MM berechneten enzymatischen Reaktionswege der Phosphodiester Rückgrat-
Spaltung durch APE1 Enzyme ist der dissoziative Mechanismus der favorisierte Reaktionsweg. In diesem
wird eine wichtige Rolle durch ein Metalliganden gebundenes Wasser-Molekül eingenommen, welches Pro-
tonen an die Abgangsgruppe überträgt während das gespaltene Zucker-Rückgrat in Richtung des Mg2+
Ions wandert. Das erlaubt einem Wasser-Molekül, aktiviert durch durch Protonentransfer zu Asp210, als
Nukleophil das Phosphoratom der abasischen DNA anzugreifen. Das APE1-Enzym wurde in dieser Thesis
als ein unverzichtbarer Schlüsselspieler des BER mit atomarer Auflösung diskutiert. Unsere Bemühungen
fördern das Verständnis der katalytischen und dynamischen Eigenschaften des APE1 Enzyms im aba-
sischen DNA Spaltungs-Mechanismus unter Einbeziehung von Effekten durch pH und Punktmutationen.
Der hierdurch erhaltene Einblick könnte für das Design von Inhibitoren für APE1 als potentielles Ziel für
Therapeutika in der Chemotherapie hilfreich sein.

104



Supplementary
Section A: Cluster models

Partial atomic (NBO) charges
One-metal models

Figure 62: NBO charge (in a.u.) calculated by B3LYP/6-31G(d,p) for the 1MgD-Hsp-Glu-1Asp-
1Asp model in vacuum (A-B), and in solvent (C-D). All NBO charges are given relative to the
reactant state.
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Figure 63: NBO charge (in a.u.) calculated by B3LYP/6-31G** for the 1MgD-Hsd-Glu-1Asp-1Asp
model (direct pathway) in vacuum (A-B) and in solvent (C-D). All NBO charges are given relative
to the reactant state.
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Figure 64: NBO charge (in a.u.) calculated by B3LYP/6-31G(d,p) for the 1MgD-Hsd-Glu-1Asp-
1Asp model (histidine-assisted pathway) in vacuum (A-B) and in solvent (C-D). All NBO charges
are given relative to the reactant state.
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Two-metal models

Figure 65: NBO charge (in a.u.) calculated by B3LYP/6-31G(d,p) for the 2Mg-Hsd-Glu-3Asp
model in vacuum (A-B) and in solvent (C-D). All NBO charges are given relative to the reactant
state.
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Figure 66: NBO charge (in a.u.) calculated by B3LYP/6-31G(d,p) for the 2Mg-Hsd-Glu-2Asp
model in vacuum (A-B) and in solvent (C-D). All NBO charges are given relative to the reactant
state.
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Figure 67: NBO charge (in a.u.) calculated by B3LYP/6-31G(d,p) for the 2Mg-Hsd-Glu-1Asp
model in vacuum (A-B) and in solvent (C-D). All NBO charges are given relative to the reactant
state.
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Figure 68: NBO charge (in a.u.) calculated by B3LYP/6-31G(d,p) for the 2Mg-Hsd-Glu-2Asp-
1Asp model in vacuum (A-B) and in solvent (C-D). All NBO charges are given relative to the
reactant state.
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Section B: Molecular dynamic simulations

Fluctuations

Figure 69: Conformational change from solvated and relaxed crystal structure of the Ape1-DNA
substrate complex in the protein (blue) and the DNA (orange) structures along the MD simulation
trajectories of the MgF models as quantified by RMSD (in Å). The three plots per model correspond
to the three individual simulations performed.
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Figure 70: Conformational change from solvated and relaxed crystal structure of the Ape1-DNA
substrate complex in the protein (blue) and the DNA (orange) structures along the MD simulation
trajectories of the MgDmodels as quantified by RMSD (in Å). The three plots per model correspond
to the three individual simulations performed.

Figure 71: Conformational change from solvated and relaxed crystal structure of the Ape1-DNA
substrate complex in the protein (blue) and the DNA (orange) structures along the MD simulation
trajectories of the MgAmodels as quantified by RMSD (in Å). The three plots per model correspond
to the three individual simulations performed.
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Figure 72: Conformational change from solvated and relaxed crystal structure of the Ape1-DNA
substrate complex in the protein (blue) and the DNA (orange) structures along the MD simulation
trajectories of the MgA-MgD models as quantified by RMSD (in Å). The three plots per model
correspond to the three individual simulations performed.
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Figure 73: Active-site conformational change from solvated and relaxed crystal structure of the
Ape1-DNA substrate complex along the MD simulation trajectories of the MgF models as quan-
tified by RMSD (in Å). The three plots per model correspond to the three individual simulations
performed.
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Figure 74: Active-site conformational change from solvated and relaxed crystal structure of the
Ape1-DNA substrate complex along the MD simulation trajectories of the MgD models as quan-
tified by RMSD (in Å). The three plots per model correspond to the three individual simulations
performed.
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Figure 75: Active-site conformational change from solvated and relaxed crystal structure of the
Ape1-DNA substrate complex along the MD simulation trajectories of the MgA models as quan-
tified by RMSD (in Å). The three plots per model correspond to the three individual simulations
performed.
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Figure 76: Active-site conformational change from solvated and relaxed crystal structure of the
Ape1-DNA substrate complex along the MD simulation trajectories of the MgA-MgD models
as quantified by RMSD (in Å). The three plots per model correspond to the three individual
simulations performed.
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Distances between active-site residues

a) b) c)

d) e) f)

g) h)

i) j) k)

Figure 77: Average distances (in Å) between His309(NE2) and Asp283(OD2,OD1), and between
His309(NE2) and non-bridging oxygen atoms of the AP site (O1P,O2P). Other active site residues
and water molecules are omitted for clarity
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Figure 78: Distribution of the distances (in Å) between hydrogen atom HH of Tyr171 and the
O3’-atom of the scissile bond (red) , the nonbridging oxygen atom (O2P) of the AP site (green),
and one oxygen atom , OE1 of Glu96 (cyan)..
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Figure 79: Distribution of the distances (in Å) between the nitrogen(ND2)-atom of Asn212 and
the bridging oxygen (O5’)-atom of the AP site (grey), and the nonbridging oxygen atom (O2P) of
the AP site (purple).
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Figure 80: Distribution of the distances (in Å) between the phosphorous atom of the AP site and
the oxygen atoms (OD1,OD2) of Asp210 (red), and the nitrogen atomNE2 of His309 (blue).

122



Hydrogen Bonds

Table 26: Hydrogen bond occupancies for active-site residues. AP is the abasic site. Only values
with >60% in at least two of the three individual MD runs are listed. 100% occupancies are reached
by several water molecules, one or two at a time, forming a hydrogen bond to the respective residue.

MgF MgD
Hsp Hsd Hse Hsp Hsd Hse

Asn212–Asp210
His309–Asp308 85.9±1.5 79.5±14.3
His309–Asp283 95.6±3.0 95.8±1.5
Tyr171–AP-O2P 86.9±2.5

Asp70--wat 100.0±0.0 84.9±26.2 96.3±6.5 100.0±0.0
Glu96--wat 100.0±0.0 94.7±9.1 72.8±20.6 100.0±0.0 100.0±0.0
Tyr171--wat 83.5±14.3 74.0±5.0
Asp210--wat 95.9±7.2 100.0±0.0 100.0±0.0
Asn212--wat 100.0±0.0
His309–wat 82.4±8.1
Asp283–wat
AP-O1P–wat 100.0±0.0 100.0±0.0 100.0±0.0
AP-O2P--wat 89.7±17.8 100.0±0.0 85.6±16.3 100.0±0.0 88.6±17.5 100.0±0.0

MgA MgA-MgD
HSP HSD HSP HSD HSE

Asn212–Asp210 68.4±15.7 71.8± 6.0
His309–Asp283 89.2±4.8 95.7±0.6
Tyr171–AP-O2P

Asp70--wat 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0
Glu96--wat 100.0±0.0 100.0±0.0
Tyr171--wat 86.0±19.1 76.8±25.7 100.0±0.0
Asp210--wat
Asn212--wat
His309–wat 85.9±1.3 100.0±0.0 80.9±16.5 85.1±23.8
Asp283–wat 76.0±41.6 98.0±3.5
AP-O1P--wat 100.0±0.0 99.2±1.4
AP-O2P--wat
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Figure 81: Radial distribution function, g(r) of water oxygen atoms around the CG atom of Asp210
in the different models.

Figure 82: Radial distribution function, g(r) of water oxygen atoms around the CG atom of Asn212
in the different models.

Water distribution

pKa values
ε = 4
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Figure 83: Water oxygen atom positions around Asp210 as shown by cyan dots. For clarity only
positions from the last 40 ns of the simulation time are shown.

Table 27: Average pKa values calculated from snapshots of the different Ape1-DNA complex models
using a dielectric constant ε = 4 .

Model Asp210 Asp283 His309
Hsp-MgF 3.30 ± 1.05 -6.03 ± 0.99 15.90 ± 1.26
Hsd-MgF 3.94 ± 0.80 -4.16 ± 1.45 10.19 ± 0.80
Hse-MgF 5.08 ± 1.80 -1.30 ± 1.97 6.83 ± 1.86
Hsp-MgD 3.69 ± 1.10 -5.45 ± 1.10 13.34 ± 0.87
Hsd-MgD 3.57 ± 0.98 -2.53 ± 1.90 9.78 ± 0.86
Hse-MgD 5.66 ± 2.48 -2.21 ± 1.18 9.77 ± 1.51
Hsp-MgA < −10 -3.87 ± 1.14 13.21 ± 0.65
Hsd-MgA < −10 -3.88 ± 1.11 10.71 ± 0.49
Hsp-MgA-MgD < −10 -2.86 ± 2.14 11.05 ± 1.13
Hsd-MgA-MgD < −10 -2.76 ± 2.17 11.73 ± 1.36
Hse-MgA-MgD < −10 -3.52 ± 2.05 3.80 ± 2.25

125



Figure 84: Calculated pKa values for all snapshots of MgF models using a dielectric constant ε = 4.
The three plots per model correspond to the three individual simulations performed.
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Figure 85: Calculated pKa values for all snapshots of MgD models using a dielectric constant
ε = 4. The three plots per model correspond to the three individual simulations performed.

Figure 86: Calculated pKa values for all snapshots of MgA models using a dielectric constant
ε = 4. The three plots per model correspond to the three individual simulations performed. For
Asp210, the pKa value is outside the titraion range, i.e. <-10.
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Figure 87: Calculated pKa values for all snapshots of MgA-MgD models using a dielectric constant
ε = 4. The three plots per model correspond to the three individual simulations performed. For
Asp210, the pKa value is outside the titraion range, i.e. <-10.
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ε = 3

Figure 88: Calculated pKa values for all snapshots of MgF models using a dielectric constant ε = 3.
The three plots per model correspond to the three individual simulations performed.
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Figure 89: Calculated pKa values for all snapshots of MgD models using a dielectric constant
ε = 3. The three plots per model correspond to the three individual simulations performed.

Figure 90: Calculated pKa values for all snapshots of MgA models using a dielectric constant
ε = 3. The three plots per model correspond to the three individual simulations performed. For
Asp210, the pKa value is outside the titraion range, i.e. <-10.
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Figure 91: Calculated pKa values for all snapshots of MgA-MgD models using a dielectric constant
ε = 3. The three plots per model correspond to the three individual simulations performed. For
Asp210, the pKa value is outside the titraion range, i.e. <-10.
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ε = 6

Figure 92: Calculated pKa values for all snapshots of MgF models using a dielectric constant ε = 6.
The three plots per model correspond to the three individual simulations performed.
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Figure 93: Calculated pKa values for all snapshots of MgD models using a dielectric constant
ε = 6. The three plots per model correspond to the three individual simulations performed.

Figure 94: Calculated pKa values for all snapshots of MgA models using a dielectric constant
ε = 6. The three plots per model correspond to the three individual simulations performed. For
Asp210, the pKa value is outside the titraion range, i.e. <-10.
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Figure 95: Calculated pKa values for all snapshots of MgA-MgD models using a dielectric constant
ε = 6. The three plots per model correspond to the three individual simulations performed. For
Asp210, the pKa value is outside the titraion range, i.e. <-10.

Table 28: Average pKa values calculated from snapshots of the different Ape1-DNA complex models
using a dielectric constant ε = 6 .

Model Asp210 Asp283 His309
Hsp-MgF 3.81 ± 0.77 -2.86 ± 0.81 14.13 ± 0.68
Hsd-MgF 5.04 ± 1.05 -2.66 ± 1.08 10.44 ± 0.62
Hse-MgF 5.09 ± 1.42 0.00 ± 1.27 7.36 ± 1.28
Hsp-MgD 4.08 ± 0.81 -2.43 ± 0.75 12.40 ± 0.69
Hsd-MgD 3.89 ± 0.73 -0.72 ± 1.30 9.49 ± 0.51
Hse-MgD 5.57 ± 1.76 -0.45 ± 1.31 9.52 ± 0.62
Hsp-MgA < −10 -0.41 ± 0.79 12.23 ± 0.49
Hsd-MgA < −10 -1.29 ± 0.92 10.26 ± 0.46
Hsp-MgA-MgD < −10 -0.78 ± 1.47 10.43 ± 0.82
Hsd-MgA-MgD < −10 -0.45 ± 1.61 11.07 ± 0.98
Hse-MgA-MgD < −10 -1.52 ± 1.28 5.04 ± 1.41
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D210N mtuant

a) b)

c) d)

Figure 96: Active site of D210N mutant Ape1-DNA substrate complex with a) one magnesium ion
at metal binding site F, b) one magnesium ion at metal binding site D, c) one magnesium ion at
metal binding site A, and d) two magnesium ions at site A and D.

135



N212A mtuant

Figure 98: Calculated Mulliken charge for D210 in the active-site of APE1-DNA complex during
the phosphodiaster hydrolysis from reactant to product state.

Figure 99: Calculated Mulliken charge for phosphodiester(THY-CYT) during the phosphodiester
hydrolysis from reactant to product state.

Figure 100: Calculated Mulliken charge for phosphrous atom of phosphodiester(P:THY) during
the phosphodiester hydrolysis from reactant to product state.
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a) b)

c) d)

Figure 97: Key amino acid residues in the active site of N212A mutant Ape1-DNA substrate
complex with a) one magnesium ion at metal binding site F, b) one magnesium ion at metal
binding site D, c) one magnesium ion at metal binding site A, and d) two magnesium ions at site
A and D.
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Figure 101: Calculated Mulliken charge for O3’ atom of phospodiester (O3’:CYT) in the active-site
of APE1-DNA complex during the phosphodiester hydrolysis from reactant to product state.
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