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Abstract

The subject of this thesis is the development of theoretical and computational methods to allow for the search of new superconductors via High-Throughput Methods (HTMs).

HTMs test thousands of materials for a desired property. Each test on a material is performed by computational simulation; hence the computational cost of each individual simulation has a strong impact on the global performance of a HTM. While first-principle methods exist and allow for in-depth studies of single superconducting materials, such methods are far too expensive to be applied directly in HTMs.

In order to predict superconductors, one needs to address primarily three challenges, namely the accelerated prediction (i) of new crystalline systems that are thermodynamically or at least dynamically stable and are yet to be synthesized, (ii) of basic electronic properties such as the metallicity and absence of magnetic instabilities, (iii) of the strength of the pairing interaction and hence the possibility of having a high superconducting transition temperature $T_c$; within this work, we consider conventional electron-phonon superconductivity.

At the core of this work, we focus on challenge (iii) by introducing descriptors of superconductivity, that, while accessible at low computational cost, convey sufficient information to select candidate materials for in-depth investigation. Our approach to develop such descriptors is based both on theoretical knowledge and on empirical data, while connections between the former and the latter are demonstrated by models. We implement the descriptors numerically on the basis of Kohn-Sham Density Functional Theory (DFT). We perform a high-throughput search, evaluating our descriptors of superconductivity on a library of known materials, and identify promising candidate superconductors. For a subset sample of those candidates, we perform expensive full-scale ab initio calculations, validating our descriptors.

We address challenge (ii) by developing machine learning (ML) methods with the goal to further accelerate the process by predicting electronic properties directly from the crystal structure of a given material. For this purpose, we introduce a new representation of crystal structures for ML, which takes important symmetries of periodic systems into account. These ML methods are evaluated with the help of the data generated in our high-throughput search.

Finally, we develop a strategy for challenge (i), which allows to predict new crystalline systems via element substitution. By means of statistical analysis performed on a large library of materials, we introduce a new measure for the similarity between chemical elements. This measure by itself can be employed in the prediction of new materials from existing ones. However, we go one step further: based on this data, we propose a new chemical scale, similar in spirit to the well-known Pettifor scale, which provides a one-dimensional order of chemical elements by their chemical similarity.
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Introduction

Since the first observation of superconductivity in Mercury at a critical temperature ($T_c$) of 4K many superconducting materials have been discovered. However, for a long time, $T_c$ was believed to have an upper bound around 25K [1], up until the discovery of superconductivity at 35K in cuprate perovskites [2]; this limit has been pushed up to 133K, well within the range of liquid Nitrogen cooling, in the same family of materials [3]. However, as these materials are quite brittle ceramics, the production of wires is complex and expensive [4]. Interest on superconductors outside the cuprate class has renewed in 2001 after the discovery that MgB$_2$, a material known since 1954 [5], becomes superconducting at 39K [6]. This temperature is accessible by cheaper cooling methods than liquid He, while synthesis and mechanical properties of MgB$_2$ are far less demanding. And again, recently a whole new class, the pnictide superconductors [7], was discovered, which are less brittle than cuprates while exhibiting a maximal $T_c$ of 53K [8].

With each new material with a higher $T_c$ than its predecessors, superconductivity finds more practical applications. Today, superconductors have essential technological applications. The main one is nowadays their use in MRI scanners [9] employed for diagnostics in hospitals. In research, superconducting electromagnets [10] are used wherever strong magnetic fields are required, like in particle accelerators [11], experimental fusion reactors [12], magnetic traps [13–15] and even for energy storage [16]. First superconducting power cables [17] have been made, but the cooling- and manufacturing costs restrict their use to cases where no other solution is viable [18].

Discovering new, better superconductors is therefore an important task, as better superconductors would automatically lower the costs in present applications, while opening up also for new ones. The ultimate goal would be to find a room temperature superconductor, which would have a massive impact on technological development and ultimately, our everyday life.

All families of superconductors known up to now have been discovered by experimental research, with the very recent exception being the discovery of superconductivity at 190 K in H$_2$S at high pressure (150 GPa), which was first predicted theoretically [19], and only later confirmed experimentally [20]. Many of the experimental discoveries involved chance [21], as in the previously discussed case of MgB$_2$. However, experimental discovery of new superconductors is an inherently time-consuming task, due to the complex procedure of synthesis. This fact limits the possibility of large scale systematic searches, as done in other fields with experimental high throughput methods (HTM) [22–24].

However HTM can also be applied together with computational methods. During the recent years *ab-initio* high-throughput computational methods have proven to be a powerful and successful tool to predict new materials and to optimize desired material
properties. Phase diagrams of multicomponent crystals [25–27] and alloys [28] have been successfully predicted. High-impact technological applications have been achieved by improving the performance of Lithium based batteries [29–31], by tailoring the non-linear optical response in organic molecules [32] for optical signal processing, by designing desired current-voltage characteristics [33] for photovoltaic materials, by optimizing the electrode transparency and conductivity [34] for solar cell technology, and by screening metals for the highest amalgamation enthalpy [35] to efficiently remove Hg pollutants in coal gasification.

However, HTM can be applied only if the cost of a single material calculation is rather cheap (order of magnitude of 10 hours per material). *Ab-initio* prediction methods for superconductivity [36, 37], although they exist and were able to accurately reproduce the superconducting properties of many systems [38–44], cannot be directly applied in the context of HTM, because they are computationally far too expensive. The reason is that superconductivity is caused by a weak perturbation [45, 46], which by itself is the interplay of competing interactions, which for this reason have to be known with high accuracy. Moreover each of the relevant interactions is computationally expensive: phonon and Coulomb, the established mechanism in conventional superconductors [45–47]; spin fluctuations [48], plasmons [49], polarons [50] and others have been suggested for unconventional superconductors.

The aim of this work is to investigate strategies and solutions for the application of high-throughput methods to the discovery of superconductors.

The main contribution to the field is the formulation of a set of descriptors of superconductivity, quantities correlated with superconductivity, but accessible at low computational cost (on the scale of a single Kohn-Sham DFT calculation per material). The descriptors are proposed from a theoretical point of view, focusing on phononic superconductors, since a predictive theory of superconductivity is presently only available for this class. They are evaluated on a large number of existing materials from the inorganic crystal structure database (ICSD) [51, 52]. Based on this data, their predictive power is tested, and a statistical analysis is used to improve the descriptors themselves. This approach leads to the very promising final result, that it is possible to correctly predict superconductivity on a validation set of systems with an accuracy of 80 percent.

A second contribution of this work is the investigation of machine learning methods in order to bypass the computational cost of the Kohn-Sham calculation altogether, which, while being relatively cheap for simple systems, becomes expensive when materials become more complex.

A third contribution is a statistical analysis performed on ICSD, providing data to be applied in structure prediction methods. Based on this statistical data, we establish a scale of chemical similarity that can be used in accelerated materials design. This third contribution, although essential for application of high-throughput methods to superconductivity, goes actually beyond the problem of finding new superconductors, as it can be applied within any field of research on functional materials.
Part I.

Theoretical foundation

Our approach to a computational high-throughput search for superconductors is based on the construction of a set of quantities correlated with superconductivity; we call this set descriptors of superconductivity (chapter 5). They are defined by an analysis of first principles theories, and also their numerical evaluation is performed on this basis. Within this part, these theories of the normal- and superconducting state are reviewed.

Furthermore, in this work we have adopted machine learning (ML) techniques to predict the descriptors purely from the crystal structure. Such techniques would yield a strong boost to a high-throughput search for superconductors, as predictions typically take fractions of a second. ML techniques are largely unknown within the physics community, therefore a review on the methods relevant to this work is presented in the final chapter of this part.
1. Theory of the normal state

In this chapter, we introduce the theoretical methods we employ for the computational evaluation of normal-state properties of the materials in our high-throughput search. A correct description of the normal state is a key ingredient to any description of the superconducting state; superconductivity usually occurs with a second-order phase transition, therefore the properties of the non-superconducting state uniquely determine the critical transition temperature. All ab-initio calculations in our high-throughput search are performed within the framework of Kohn-Sham density functional theory (KS-DFT), which is outlined in section 1.1. In order to evaluate the superconducting properties for a subset of the materials, calculations of phonon modes, frequencies and the interaction between electrons and phonons are computed within density functional perturbation theory, reviewed in section 1.2.

Within this chapter, we will also set the basis for the construction and evaluation of descriptors of superconductivity (chapter 5), a key concept of this work.

1.1. Density Functional Theory

Kohn-Sham density functional theory (KS-DFT) \cite{53} represents one of the most successful computational methods to approach the quantum many-body problem.

The Hohenberg-Kohn theorem \cite{54} (subsection 1.1.1) establishes a one-to-one correspondence between ground state density $n_0(r)$ and external potential $v(r)$; therefore, any observable, such as the ground-state total energy, can be defined as a functional of $n_0(r)$.

Based on this theorem, the Kohn-Sham scheme (section 1.1) introduces an auxiliary non-interacting system having the same ground-state density $n_0(r)$ as the fully interacting many-body system; at the same time, the universal exchange-correlation density functional $E_{xc}[n(r)]$ is introduced, providing an efficient starting point for the approximation of many-body effects.

Altogether, the Kohn-Sham scheme provides the means to obtain the ground-state density (and by virtue of the Hohenberg-Kohn theorem, in principle any observable) of a quantum many-body system. The computational cost of a numerical solution is within reach of present facilities for many realistic problems, although scaling issues pose a serious problem in an application to systems with more than a few hundred atoms.
1. Theory of the normal state

1.1.1. Hohenberg-Kohn Theorem

Consider a system of \( N \) interacting electrons exposed to an external potential \( v(r) \) which does not depend on time. All stationary many-body states \(|\psi\rangle\) satisfy the time-independent Schrödinger equation

\[
\hat{H}|\psi\rangle = E|\psi\rangle
\]

with the Hamiltonian

\[
\hat{H} = \hat{T} + \hat{W} + \hat{V}.
\]

\(\hat{T} = -\frac{\hbar^2}{2m} \sum_\alpha \int \hat{\Psi}_\alpha^\dagger(r) \nabla^2 \hat{\Psi}_\alpha(r) \, d^3r\)

is the kinetic energy operator, the electron-electron interaction reads

\[
\hat{W} = \sum_{\alpha,\beta} \int \int \hat{\Psi}_\alpha^\dagger(r) \hat{\Psi}_\beta^\dagger(r') w(r, r') \hat{\Psi}_\beta(r') \hat{\Psi}_\alpha(r) \, d^3r \, d^3r'
\]

and the external potential acts via

\[
\hat{V} = \sum_\alpha \int \hat{\Psi}_\alpha^\dagger(r) v(r) \hat{\Psi}_\alpha(r) \, d^3r.
\]

Hohenberg and Kohn [54] proved the existence of a one-to-one correspondence between external potential \( v(r) \), ground state wave function \(|\psi_0\rangle\) and ground state electron density

\[
n_0(r) = \langle \psi_0|\hat{n}(r)|\psi_0\rangle = \left\langle \psi_0 \left| \sum_\alpha \hat{\Psi}_\alpha^\dagger(r) \hat{\Psi}_\alpha(r) \right| \psi_0 \right\rangle:
\]

\[
v(r) \leftrightarrow \psi_0 \leftrightarrow n_0(r).
\]

Therefore, the ground-state expectation value of any observable \( \hat{O} \) can be formally rewritten as functional of the ground-state density \( n_0(r) \):

\[
\left\langle \psi_0\right| \hat{O} \left| \psi_0 \right\rangle = \left\langle \psi_0[n_0(r)] \right| \hat{O} \left| \psi_0[n_0(r)] \right\rangle = O[n_0(r)].
\]

(1.1)

The former applies to the ground state total energy \( E_0 \) as the ground-state expectation value of the Hamiltonian \( \hat{H} \):

\[
E_0[n_0(r)] = \left\langle \psi_0[n_0(r)] \right| \hat{T} + \hat{W} + \hat{V} \left| \psi_0[n_0(r)] \right\rangle
\]

\[
= \left\langle \psi_0[n_0(r)] \right| \hat{T} + \hat{W} \left| \psi_0[n_0(r)] \right\rangle + \left\langle \psi_0[n_0(r)] \right| \hat{V} \left| \psi_0[n_0(r)] \right\rangle
\]

\[
= F_{HK}[n_0(r)] + \int n_0(r) v(r) \, d^3r.
\]
with the Hohenberg-Kohn functional $F_{HK}[n_0(r)]$. This functional is universal, as it does not depend on the particular system characterized by $v(r)$ and only depends on the particle-particle interaction $\hat{W}$.

Given that we knew the an explicit form of $F_{HK}[n(r)]$, we could apply the Rayleigh-Ritz variational principle to the total energy functional $E_{v_0}[n(r)]$ for a system with a specific external potential $v_0$ with the corresponding ground-state density $n_0(r)$, yielding the Hohenberg-Kohn variational principle:

\[
E_0 = E_{v_0}[n_0(r)] \text{ and } E_0 < E_{v_0}[n(r)] \forall n(r) \neq n_0(r) \\
\Rightarrow \delta E_{v_0}[n(r)]|_{n(r)=n_0(r)} = 0.
\] (1.2)

Therefore the ground state density $n_0(r)$ and due to (1.1) all observables could be found by a minimization of the total energy with respect to $n$, without the complexity implied by an explicit minimization with respect to the many-body wave function $\psi$.

1.1.2. The Kohn-Sham Scheme

The Hohenberg-Kohn variational principle (1.2) suffers from the fact that no explicit form of $F_{HK}[n(r)]$ is known. In 1965, Kohn and Sham [53] introduced a scheme that proved to be very useful in practical applications.

It is based on the following assertion: for each interacting $N$-particle system $\hat{H}$ with potential $v(r)$ and ground state density $n_0(r)$, there exists a noninteracting system with potential $v_s(r)$ with the same ground state density $n_s,0(r) \equiv n_0(r)$. Its single-particle orbitals $\phi_n$ satisfy

\[
\left(-\frac{\hbar^2}{2m} \nabla^2 + v_s(r)\right) \phi_n(r) = \epsilon_n \phi_n(r).
\] (1.3)

The ground state of a non-interacting system is the Slater determinant of the $N$ lowest single-particle orbitals $\phi_n$ with $n = 1 \ldots N$ and $\epsilon_1 < \epsilon_2 < \ldots < \epsilon_N$, therefore its ground state density and energy are

\[
n_{s,0}(r) = \sum_{n=1}^{N} |\phi_n(r)|^2 \equiv n_0(r) \quad \text{\text{ and } } \quad E_{s,0} = \sum_{n=1}^{N} \epsilon_n.
\] (1.4)

In the case of degenerate single-particle orbitals, the condition $\epsilon_1 < \epsilon_2 < \ldots < \epsilon_N$ obviously cannot be fulfilled. The inclusion of occupation numbers $\gamma_n$ solves this issue and proves useful in the treatment of metals 1.1.3:

\[
n_{s,0}(r) = \sum_{n=1}^{\infty} \gamma_n |\phi_n(r)|^2 \quad \text{\text{ with } } \gamma_n = \begin{cases} 1 & \text{ for } \epsilon_n < \mu \\ \in [0;1] & \text{ for } \epsilon_n = \mu \quad \text{and } \sum_{n}^{\infty} \gamma_n = N \\ 0 & \text{ for } \epsilon_n > \mu \end{cases}
\] (1.5)
1. Theory of the normal state

Although the many-body problem has been formally reduced to a single-particle one, the Kohn-Sham scheme is in principle exact: all many-body interactions are still included, but “hidden” inside the potential $v_s$.

Exchange-correlation Energy

With the ultimate goal of determining $v_s$ in mind, we rewrite the Hohenberg-Kohn energy functional of the interacting many-body system as

$$F_{HK}[n] := T_s[n] + E_H[n] + E_{xc}[n].$$

with the kinetic energy of the auxiliary Kohn-Sham orbitals (which are, due to the Hohenberg-Kohn theorem, uniquely defined as a functional of the density)

$$T_s[n] = -\frac{\hbar^2}{2m} \sum_{n=1}^{\infty} \gamma_n \left\langle \nabla^2 \varphi_n[n] \right\rangle$$

and the Hartree energy

$$E_H[n] = \frac{e^2}{2} \iint \frac{n(r)n(r')}{|r - r'|} d^3r d^3r'.$$

Rearranging equation (1.7) formally defines the exchange-correlation functional as

$$E_{xc}[n] = F_{HK}[n] - T_s[n] - E_H[n]$$

As can be seen from this definition, the exchange-correlation energy consists both of the purely non-classical electron-electron interaction contributions ($E_H$ corresponds to the classical interaction energy of a charge distribution) and the difference of the interacting and non-interacting kinetic energies. Due to this, $E_{xc}$ provides a reasonable starting point for approximations.

Kohn-Sham potential

The Kohn-Sham potential is determined by applying the variational principle to find the ground state density $n_0$ of the

$$E[n] = T_s[n] + V[n] + E_{xc}[n]$$

and non-interacting $E[n] = T_s[n] + V_s[n]$

systems. Combined with the condition of equal ground state density, $v_s[n(r)]$ is determined as

$$v_s[n](r) = v(r) + \frac{e^2}{\hbar^2} \int \frac{n(r')}{|r - r'|} d^3r' + v_{xc}[n](r)$$

(1.10)
with the exchange-correlation potential

\[ v_{xc}[n] = \frac{\delta E_{xc}}{\delta n} \]  

(1.11)

By using (1.8) to express \( T_s[n] \) in terms of the Kohn-Sham eigenvalues \( \epsilon_n \), the total energy of the interacting system can be obtained from

\[
E[n] = \sum_{n=1}^{N} \gamma_n \epsilon_n - \frac{e^2}{2} \int \int \frac{n(r)n(r')}{|r - r'|} d^3r d^3r' + E_{xc}[n] - \int v_{xc}(r)n(r) d^3r. 
\]  

(1.12)

**Local density approximation (LDA)**

An ingredient still missing up to this point is an approximation of \( E_{xc}[n] \) and \( v_{xc}[n] \).

In the original paper [53], Kohn and Sham suggested the local density approximation (LDA)

\[
E_{xc}^{LDA}[n] := \int \epsilon_{xc}^{HEG}(n(r))n(r)d^3r \\
v_{xc}^{LDA}[n](r) = \epsilon_{xc}^{HEG}(n(r)) + n \frac{d}{dn} \epsilon_{xc}^{HEG}(n) \bigg|_{n=n(r)} ,
\]  

(1.13)

where the function \( \epsilon_{xc}^{HEG}(n) \) is determined from the exchange-correlation energy of the homogenous electron gas with the (uniform) density \( n \). Exchange-correlation-energies at various densities can be determined with high precision from Quantum-Monte-Carlo (QMC) calculations. LDA functionals, such as the Perdew-Zunger functional [55], provide parameterizations interpolating \( \epsilon_{xc}^{HEG}(n) \) from finite sets of QMC results.

In the limit of homogenous systems, LDA is exact; although originally only considered useful for the case of slowly varying densities, calculations employing LDA yield reasonable results for a very wide range of systems.

**Outline of the solution of the Kohn-Sham equations**

The Kohn-Sham equation (1.3, 1.5, 1.6) is a nonlinear Schrödinger equation, where the potential \( v_s[n] \) depends on the eigengenstates \( \varphi_n \) via the density \( n \). A self-consistent approach is taken to solve them:

1. Initialize the set \( \{\varphi_n\}^{(0)} \) as an initial guess
2. Compute \( n_s(r) \) from \( \{\varphi_n\}^{(i-1)} \) via (1.5, 1.6)
3. Solve (1.3) to obtain \( \{\varphi_n\}^{(i)} \)
4. Compute \( E_s^{(i)} = E_s[n^{(i)}] \)
5. Continue at 2 until reaching self-consistency, where \( E_s^{(i)} \equiv E_s^{(i-1)} \)
1. Theory of the normal state

1.1.3. Kohn-Sham scheme applied to periodic solids

Description of periodic solids

Although crystal lattices and their formal description are a well-established topic, notation in literature varies. In this subsection, a brief summary of the quantities describing crystal structures relevant in the context of this thesis is presented, with the main intent of fixing the notation.

Bravais vectors and basis

In solid-state theory, a crystal is described as an infinite set \( C \) of atoms following a regular distribution pattern:

\[
C = \{(\tau_I + R, Z_I)\} \quad \text{for} \quad I = 1 \ldots N, \quad R \in \mathbb{R}
\]

The set of atoms \( \{(\tau_i, Z_i)\} : i = 1 \ldots N \) is called the basis of the crystal. Vectors \( \mathbf{a}_{1,2,3} \) are called Bravais vectors and describe the periodicity: the system is invariant under translation by any of their integer linear combinations \( R \), which are called vectors of the direct lattice.

Wigner-Seitz cell

A primitive unit cell is defined as a volume containing one lattice point, with the constraint that the whole space can be gaplessly filled when applying all translations \( R \in \mathbb{R} \). The Wigner-Seitz cell is the primitive unit cell described by

\[
c = ia_1 + ja_2 + ka_3 \quad \forall (i,j,k) \in \left[-\frac{1}{2}; \frac{1}{2}\right]^3.
\]

Conventionally, the coordinates of the nuclei \( \tau_I \) are chosen to be compatible to the Wigner-Seitz condition and sharing the point symmetry of the direct lattice.

Reciprocal lattice and 1st Brillouin Zone

Corresponding to the direct lattice \( \mathbf{a}_{1,2,3} \), the reciprocal lattice is defined as

\[
G \in \mathcal{G}, \quad \mathcal{G} = \{ib_1 + jb_2 + kb_3\} \quad \forall i, j, k \in \mathbb{Z}
\]

where

\[
b_1 = \frac{2\pi \mathbf{a}_2 \times \mathbf{a}_3}{\mathbf{a}_1 \cdot (\mathbf{a}_2 \times \mathbf{a}_3)}, \quad b_2 = \frac{2\pi \mathbf{a}_3 \times \mathbf{a}_1}{\mathbf{a}_1 \cdot (\mathbf{a}_2 \times \mathbf{a}_3)}, \quad b_3 = \frac{2\pi \mathbf{a}_1 \times \mathbf{a}_2}{\mathbf{a}_1 \cdot (\mathbf{a}_2 \times \mathbf{a}_3)}
\]

\[
\Rightarrow b_i \cdot a_j = 2\pi \delta_{ij}.
\]

Direct and reciprocal lattice are related by a Fourier transformation, vectors \( G \) are wave vectors of plane waves with the periodicity of the direct lattice:

\[
e^{iG \cdot (r+R)} = e^{iG \cdot r}.
\]

As in the case of the direct lattice, a Wigner-Seitz primitive cell can be constructed for the reciprocal lattice, which is called the 1st Brillouin zone (BZ):

\[
\{ib_1 + jb_2 + kb_3 \quad \forall (i,j,k) \in \left[-\frac{1}{2}; \frac{1}{2}\right]\}.
\]
1.1. Density Functional Theory

**Bloch Theorem** For the time being, we include the effect of the nuclei by treating their potential as the external potential $v(r)$ in the single-particle electronic Hamiltonian:

$$\hat{h} = -\frac{\hbar^2}{2m} \nabla^2 + v(r) \quad \text{with} \quad v(r + R) = v(r) \forall R \in \mathcal{R}$$

due to the periodicity of the crystal structure. The Bloch theorem states that eigenstates of this single-particle Hamiltonian have the form

$$\varphi_{nk}(r) = e^{i\mathbf{k} \cdot \mathbf{r}} u_{nk}(r) \quad \text{with} \quad u_{nk}(r + R) = u_{nk}(r) \forall R \in \mathcal{R}. \quad (1.14)$$

The vector $\hbar \mathbf{k}$ is called the *crystal momentum*: it does not correspond to the real momentum of an electron, and $\mathbf{k}$ solely describes the translational properties of the wave function. Index $n$ is called the *band index* and enumerates states with identical $\mathbf{k}$.

**Band Structure**

Bloch’s theorem can be applied to the Kohn-Sham system: the effective single-particle potential

$$v_s[n](r) = v(r) + v_H[n](r) + v_{xc}[n](r)$$

shares the translational invariance

$$v_s[n](r + R) = v_s[n](r)$$

of the external potential: the phase $e^{i\mathbf{k} \cdot \mathbf{r}}$ cancels in the evaluation of the density (1.5), therefore both Hartree and exchange-correlation potentials are invariant under translations by direct lattice vectors $R$.

The Kohn-Sham equation for Bloch states under a periodic $v_s$ reads

$$\left( -\frac{\hbar^2}{2m} \nabla^2 + v_s(r) \right) e^{i\mathbf{k} \cdot \mathbf{r}} u_{nk}(r) = \epsilon_{nk} e^{i\mathbf{k} \cdot \mathbf{r}} u_{nk}(r)$$

$$\Rightarrow \left( \frac{\hbar^2}{2m} \left( \frac{1}{i} \nabla + \mathbf{k} \right)^2 + v_s(r) \right) u_{nk}(r) = \epsilon_{nk} u_{nk}(r). \quad (1.15)$$

As $\mathbf{k}$ is reduced to a parameter in the Hamiltonian, the corresponding eigenvalues $\epsilon_{nk}$ become a continuous function $\epsilon_{n}(\mathbf{k})$ in the limit of an infinite number of lattice points. The set $\{\epsilon_{n}(\mathbf{k}) \forall n, \mathbf{k}\}$ is referred to as the *Kohn-Sham band structure* of the crystal. Taking into account both $v_s(r + R) = v_s(r)$ and $u_{nk}(r + R) = u_{nk}(r)$, (1.15) can be treated as an eigenvalue problem within a single unit cell, solved independently for each $\mathbf{k}$, with the band index $n$ enumerating the solutions. Due to the fact that the *reciprocal
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lattice is invariant under translations by $G$, the sets of wave functions and eigenvalues for points $k$ and $k + G$ must be identical:

$$\{ \varphi_n(k+G)(r) \} = \{ \varphi_n(k)(r) \} \quad \{ \epsilon_n(k+G) \} = \{ \epsilon_n(k) \} .$$

Therefore, the solution of the Kohn-Sham equations can be restricted to the 1BZ without any loss of information.

Discretization in reciprocal space is employed in practical calculations: the Kohn-Sham-Hamiltonian is diagonalized only for a finite set of $k$ points. In the context of this thesis, these points lie in a regular grid of points in the reciprocal unit cell [56], and the smearing technique (Sec. 1.1.3) is used for interpolation when performing BZ integrals.

Density of states and Fermi energy

Some quantities, such as a subset of those introduced in the later chapters, depend only on an overall picture of the band structure. The density of states (DOS) is introduced as an integral form of the band structure, which just depends on the energy $\epsilon$:

$$g(\epsilon) = 2 \sum_n \frac{1}{(2\pi)^3} \int \delta(\epsilon - \epsilon_n(k)) d^3k .$$  \hspace{1cm} (1.16)

With the help of the DOS, one can define the Fermi level $\epsilon_F$ as:

$$N = \int_{-\infty}^{\epsilon_F} g(\epsilon) d\epsilon ,$$

where $N$ is the number of electrons in the unit volume. In other words: the ground state of $N$ Bloch-electrons is constructed by occupying all states $\varphi_{n,k}$ for each $k$, where the corresponding eigenvalue $\epsilon_{n,k}$ lies below the Fermi energy $\epsilon_F$.

Depending on the band structure $\{ \epsilon_n(k) \}$ relative to $\epsilon_F$, materials are divided into two classes with fundamentally different physical properties: Insulators and metals.

Insulators

In insulators, there exists a clean separation of the band structure into valence bands ($\epsilon_{n}^{(v)}(k) < \epsilon_F \forall k$) and conduction bands ($\epsilon_{n}^{(c)}(k) > \epsilon_F \forall k$), implying that any band $\epsilon_{n,k}$ is either completely filled or empty. The size of the band gap

$$\epsilon_G = \min_{n,k} \epsilon_{n}^{(c)}(k) - \max_{n,k} \epsilon_{n}^{(v)}(k)$$

gives rise to the distinction between semiconductors ($\epsilon_G \simeq k_B T_{\text{room}}$) and insulators ($\epsilon_G > k_B T_{\text{room}}$). Strictly speaking, $\epsilon_F$ is not uniquely defined in both cases, but may lie anywhere within the gap.
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Metals

In a metal partially filled bands \( m \) with \( \epsilon_m(k_F) = \epsilon_F \) exist. The surface in reciprocal space described by the Fermi wave vectors \( \{k_F\} \) is called the Fermi surface. Electronic transport properties such as the electrical and thermal conductivity of metals are mainly governed by the states within the Fermi surface, and one needs an accurate description of particularly these states. Due to this fact, the convergence of the total density with respect to the number of \( k \) points needed in every step of the self-consistent solution of the Kohn-Sham equations is very slow.

The smearing technique provides a compromise between accuracy and computational effort: each Kohn-Sham energy level is broadened by a smearing function

\[
S_\sigma(\epsilon) = \frac{1}{\sigma} S\left(\frac{\epsilon}{\sigma}\right) \quad \text{where} \quad \int S(x) \, dx \equiv 1
\]

of width \( \sigma \), entering the DOS in place of the delta function:

\[
g(\epsilon) = 2 \sum_n \frac{1}{(2\pi)^3} \int S_\sigma(\epsilon - \epsilon_n(k)) \, d^3k.
\]

\( \sigma \) denotes the smearing width. The occupation numbers \( \gamma_n \) originally developed in the context of degenerate Kohn-Sham states (1.5) are reconsidered and computed from the smoothed step function \( \theta_S(\epsilon) = \int_{-\infty}^{\epsilon} S(\epsilon') \, d\epsilon' \) corresponding to \( S_\sigma(\epsilon) \):

\[
n_s(r) = \sum_{n=1}^\infty \int \theta_S\left(\frac{\epsilon_F - \epsilon_n(k)}{\sigma}\right) |u_{n,k}(r)|^2 \, d^3k. \tag{1.17}
\]

Effectively, the smearing technique can be interpreted as a method of sampling the Fermi surface employing interpolation based on the states energetically close to it. Therefore, convergence in metals is achieved with significantly coarser \( k \)-point samplings when the smearing technique is employed.

1.1.4. Summary

Kohn-Sham density functional theory is a computationally efficient and practically successful scheme for the approximate solution of the quantum many-body problem, both applicable within finite systems, such as atoms and molecules, and periodic crystals.

In the next section, an extension giving access to phonons and their coupling to electrons is reviewed.

1.2. Phonons from Density Functional Perturbation Theory

In this section, a perturbative approach applied to Kohn-Sham DFT, termed Density functional perturbation theory (DFPT) is reviewed, which enormously facilitates computational access to lattice vibrational properties.
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This section starts from a short introduction of the Born-Oppenheimer approximation and phonons, then gradually introduces DFPT and its application to lattice vibrational properties.

The closing subsection 1.2.4 reviews a perturbative approach for evaluating the interaction between electrons and phonons, which is the key ingredient to any theoretical description of superconductivity.

1.2.1. Born-Oppenheimer Approximation

Up to this point, the nuclei have entered just via the external potential \( v(r) \), treating them as pinned at fixed positions and without any intrinsic degrees of freedom. However, many phenomena, the most prominent being superconductivity, covered in the context of this thesis, are governed by nuclear motion and its effect on the electronic states. The starting point of this discussion is the full many-body electron-nuclear Hamiltonian

\[
\hat{H} = \hat{T}^e + \hat{U}^{ee} + \hat{T}^n + \hat{U}^{nn} + \hat{U}^{en}.
\]

\( \hat{T}^e \) and \( \hat{T}^n \) are the kinetic energy operators of the electrons and nuclei, \( \hat{U}^{ee} \) and \( \hat{U}^{nn} \) denote the electron-electron and nucleus-nucleus interaction, while \( \hat{U}^{en} \) describes the electron-nuclear interaction, i.e. the part we treated as the external potential \( v(r) \) before. Based on the ratio of masses between electrons and nuclei, the Born-Oppenheimer approximation assumes an adiabatic behaviour of electrons, i.e. for each set of fixed nuclear coordinates \( \mathbf{R} = \{ \mathbf{R}_I \} \), electrons assume an eigenstate \( \Psi_{\mathbf{R},n} \) of the electronic Born-Oppenheimer Hamiltonian

\[
\hat{H}_{\text{BO}} = \hat{T}^e + \hat{U}^{ee} + E^{nn}(\mathbf{R}) + \hat{U}^{en}(\mathbf{R}),
\]

with the bare nuclear electrostatic energy

\[
E^{nn}(\mathbf{R}) = \frac{e^2}{2} \sum_{I \neq J} \frac{Z_I Z_J}{|\mathbf{R}_I - \mathbf{R}_J|}
\]

and the electron-ion interaction

\[
\hat{U}^{en}(\mathbf{R}) = \sum_I \int \hat{\Psi}^\dagger(r) \frac{-Z_I e^2}{|r - \mathbf{R}_I|} \hat{\Psi}(r) \, d^3r = \int \hat{n}(r) v^e_{\mathbf{R}}(r) \, d^3r
\]

with the nuclear charges \( Z_I \). The electronic Schrödinger equation then reads

\[
\hat{H}_{\text{BO}}(\mathbf{R})\Psi_{\mathbf{R},n}(r) = E_{\mathbf{R},n}(\mathbf{R})\Psi_{\mathbf{R},n}(r)
\]

The total energies \( E_{\mathbf{R},n}(\mathbf{R}) \) comprise Born-Oppenheimer potential energy surfaces, one for each electronic many-body state (enumerated by index \( n \)); the surface originating from the electronic ground states \( n = 0 \) is called the ground-state Born-Oppenheimer energy surface \( E_0(\mathbf{R}) \), which enters a purely nuclear Schrödinger-like equation:

\[
\left( \hat{T}^n + E_0(\mathbf{R}) \right) \Phi(\mathbf{R}) = \varepsilon \Phi(\mathbf{R}).
\]  

(1.18)
1.2. Phonons from Density Functional Perturbation Theory

Therefore the Born-Oppenheimer approximation allows to split the electronic and nuclear problems. It assumes, that all nuclear interactions are instantaneous, and due to the adiabaticity, that no transitions of the electronic state are induced by the nuclear motion. The resulting electron-nuclear wave function is then simply a product of the electronic and nuclear states \( \Phi(\mathbf{R}) \otimes \Psi_R(\mathbf{r}) \).

Interatomic force constants

The force acting on nucleus \( I \) in the geometry \( \mathbf{R} \) is given by the first derivative of \( E_0(\mathbf{R}) \) with respect to \( \mathbf{R}_I \). Due to the Hellman-Feynman-Theorem, it can be expressed as

\[
F_I = - \frac{\partial E_0(\mathbf{R})}{\partial \mathbf{R}_I} = - \left\langle \Psi_0 \left| \frac{\partial \hat{H}_{\text{BO}}(\mathbf{R})}{\partial \mathbf{R}_I} \right| \Psi_0 \right\rangle
\]

The equilibrium positions of the nuclei are defined as the positions \( \mathbf{R} \) with vanishing forces acting on the nuclei, i.e. \( F_I = 0 \forall I \). Assuming small motion of the nuclei around these positions, the harmonic approximation can be applied to determine the phonon frequencies by diagonalizing the Hessian matrix of \( E(\mathbf{R}) \):

\[
\det \left| \frac{1}{\sqrt{M_I M_J}} \frac{\partial^2 E(\mathbf{R})}{\partial \mathbf{R}_I \partial \mathbf{R}_J} - \omega^2 \right| = 0. \tag{1.19}
\]

The elements of this Hessian matrix are called inter-atomic force constants (IFC), and expand as:

\[
\frac{\partial^2 E(\mathbf{R})}{\partial \mathbf{R}_I \partial \mathbf{R}_J} = \frac{\partial F_I(\mathbf{R})}{\partial \mathbf{R}_J} = \int \frac{\partial n_0(\mathbf{r})}{\partial \mathbf{R}_J} \frac{\partial v_{\text{en}}(\mathbf{r})}{\partial \mathbf{R}_I} d^3 \mathbf{r} + \int n_0(\mathbf{R}) \frac{\partial^2 v_{\text{en}}(\mathbf{r})}{\partial \mathbf{R}_I \partial \mathbf{R}_J} d^3 \mathbf{r} + \frac{\partial^2 E_{\text{nn}}(\mathbf{R})}{\partial \mathbf{R}_I \partial \mathbf{R}_J},
\]

which implies that the IFC can be determined knowing only the ground state electronic density for a given nuclear configuration \( n_0(\mathbf{R}) \) and its linear response \( \frac{\partial n_0(\mathbf{r})}{\partial \mathbf{R}_J} \) to a change in the nuclear positions.

Dynamical matrix

In the infinite solid, the index \( I \) of an atom in the definition of the interatomic force constants (1.19) can be interpreted, with the help of periodic boundary conditions, as a collective index \( I = (l, s) \), where \( s \) enumerates the members of the primitive cell, while \( l \) identifies the periodic image of the cell generated via the periodic boundary conditions. With the introduction of this notation, the atomic coordinate \( \mathbf{R}_I \) can be decomposed as

\[
\mathbf{R}_I = \tilde{\mathbf{R}}_l + \tau_s + \mathbf{u}_s(l),
\]

where \( \tilde{\mathbf{R}}_l \in \mathcal{R} \) denotes the origin coordinates of cell image \( l \), \( \tau_s \) are the coordinates of atom \( s \) within the primitive cell, and \( \mathbf{u}_s(l) \) covers the any deviation.
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Given two atoms \( I = (l, s) \) and \( J = (m, t) \), displaced by \( u^\alpha_s(l) \) and \( u^\beta_t(m) \), where \( \alpha \) and \( \beta \) denote the cartesian components, the interatomic force constants read

\[
C^\alpha\beta_{st}(l, m) := \frac{\partial^2}{\partial u^\alpha_s(l) \partial u^\beta_t(m)} = C^\alpha\beta_{st}(\tilde{R}_l, \tilde{R}_m),
\]

where, due to the translational invariance of the IFC, the dependence on the image origins \( \tilde{R}_l \) and \( \tilde{R}_m \) is solely through their difference

\[
=C^\alpha\beta(\tilde{R}_l - \tilde{R}_m) =: C^\alpha\beta(\tilde{R}).
\]

Performing a Fourier transformation in \( \tilde{R} \)

\[
\tilde{C}^\alpha\beta_{st}(q) = \frac{\partial^2 E_0}{\partial u^\alpha_s(q) \partial u^\beta_t(q)},
\]

where \( u_s(q) \) is defined via the distortion pattern

\[
R_I[u_s(q)] := \tilde{R}_l + \tau_s + u_s(q)e^{i q \cdot \tilde{R}_l},
\]

corresponding to a lattice-periodic displacement modulated by a plane wave with wavevector \( q \), one can define the dynamical matrix

\[
D^\alpha\beta_{st}(q) := \frac{\tilde{C}^\alpha\beta_{st}(q)}{\sqrt{M_s M_t}}.
\]

Phonon frequencies \( \omega(q) \) and eigenmodes can be determined by diagonalizing the dynamical matrix, solving the secular equation

\[
\det \left| D^\alpha\beta_{st}(q) - \omega^2(q) \right| = 0.
\]

1.2.2. Density Functional Perturbation Theory in Insulators

The open question at this point is how to actually calculate the linear response of the ground state density \( \frac{\partial n_0}{\partial R} \) to nuclear displacement. The method employed in the context of our work is called density functional perturbation theory \([57–60]\], which we briefly describe in the following. Assuming a Kohn-Sham system with single-particle orbitals only degenerate in the spin degree of freedom, the ground-state electronic density (1.5) for a given nuclear configuration \( \tilde{R} \) can be expressed as

\[
n(r) = 2 \sum_{n} \frac{N/2}{|\varphi_n(r)|^2}
\]

with \( n(r) := n_0 R_n(r) \) and \( \varphi_n(r) := \varphi_{R_n}(r) \)

The linear response of the density under perturbation of the nuclear positions reads

\[
\Delta_{\tilde{R}} n(r) = 4 \text{Re} \sum_{n} \varphi^*_n(r) \Delta_{\tilde{R}} \varphi_n(r)
\]

(1.20)
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where the operator
\[ \Delta R \star := \sum_{I,\alpha} \left( R_{I\alpha} - R_{I\alpha}^{(0)} \right) \frac{\partial \star}{\partial R_{I\alpha}} \bigg|_{R=R^{(0)}} \]

is a finite-difference operator, describing the linearized change of a quantity when the nuclear geometry changes from \( R^{(0)} \) (the equilibrium geometry) to \( R \). The same convention of \( \star^{(0)} \) referring to the initial nuclear configuration will be used throughout this chapter.

We treat the effect of the nuclear displacement on the Kohn-Sham states within first-order perturbation theory:

\[ \left( \hat{H}_{s}^{(0)} - \epsilon_{n}^{(0)} \right) |\varphi_{n}^{(0)}\rangle = \left( \Delta R \hat{H}_{s} - \Delta R \epsilon_{n} \right) |\varphi_{n}^{(0)}\rangle = - \left( \Delta R v_{s} - \Delta R \epsilon_{n} \right) |\varphi_{n}^{(0)}\rangle \]  

(1.21)

with the first-order perturbation to the Kohn-Sham potential (1.10)

\[ \Delta R v_{s}(r) = \Delta R v_{s}^{en}(r) + e^{2} \int \frac{\Delta R n(r')}{|r - r'|} d^{3}r' \]

(1.22)

and the first-order variation of the Kohn-Sham eigenvalues

\[ \Delta R \epsilon_{n} = \left\langle \varphi_{n}^{(0)} | \Delta R v_{s} | \varphi_{n}^{(0)} \right\rangle . \]  

(1.23)

The system of equations (1.20), (1.21), (1.22) and (1.23) then can be solved iteratively by a self-consistent method, simultaneously for the responses \( \Delta R v_{s}(r) \), \( \Delta R \varphi_{n}(r) \), \( \Delta R n(r) \) and \( \Delta R \epsilon_{n} \), when the unperturbed states, eigenvalues and density is known.

Furthermore, in preparation for the coming steps, an alternate form of the equations can be derived from a conventional first-order expansion for a state perturbation in the basis of the unperturbed states

\[ \Delta R |\varphi_{n}\rangle = \sum_{n \neq m}^{\infty} \frac{\langle \varphi_{m}^{(0)} | \Delta R v_{s}^{(0)} | \varphi_{n}^{(0)} \rangle}{\epsilon_{n}^{(0)} - \epsilon_{m}^{(0)}} |\varphi_{m}\rangle \]  

(1.24)

which implies a variation of the charge density (1.20)

\[ \Delta R n(r) = \sum_{n=1}^{N/2} \sum_{m \neq n}^{\infty} \varphi_{n}^{(0)}(r)^{\star} \varphi_{m}^{(0)}(r) \frac{\langle \varphi_{m}^{(0)} | \Delta R v_{s}^{(0)} | \varphi_{n}^{(0)} \rangle}{\epsilon_{n}^{(0)} - \epsilon_{m}^{(0)}} . \]

Terms with \( n, m \leq N/2 \), i.e. those where both states belong to the valence manyfold, do occur twice with opposite signs in the double summation, and therefore cancel. The remaining terms are those, where state \( |\varphi_{m}\rangle \) belongs to the conduction manyfold:

\[ \Delta R n(r) = \sum_{n=1}^{N/2} \sum_{m > N/2} \varphi_{n}^{(0)}(r)^{\star} \varphi_{m}^{(0)}(r) \frac{\langle \varphi_{m}^{(0)} | \Delta R v_{s}^{(0)} | \varphi_{n}^{(0)} \rangle}{\epsilon_{n}^{(0)} - \epsilon_{m}^{(0)}} . \]  

(1.25)
We now define two projection operators, one on the conduction and one on the valence manifold of unperturbed Kohn-Sham states; their summation corresponds to unity, as the set of all Kohn-Sham wave functions are an orthonormal basis:

\[
1 = \hat{P}_c^{(0)} + \hat{P}_v^{(0)} \quad | \quad \hat{P}_c^{(0)} = \sum_{c' > N/2} | \varphi_{c'}^{(0)} \rangle \langle \varphi_{c'}^{(0)} |, \quad \hat{P}_v^{(0)} = \sum_{v' = 1}^{N/2} | \varphi_{v'}^{(0)} \rangle \langle \varphi_{v'}^{(0)} |
\]

which we insert into the right hand side of (1.21). When we restrict our analysis to valence states \( \varphi_v \), the result reads:

\[
\left( \hat{H}_s^{(0)} - \epsilon_n^{(0)} \right) \Delta R \varphi_v = - \left( \hat{P}_c^{(0)} + \hat{P}_v^{(0)} \right) \left( \Delta R_{v} - \Delta R_{n} \right) \varphi_v = - \hat{P}_c^{(0)} \Delta R_{v} \varphi_v - \hat{P}_v^{(0)} \left( \Delta R_{v} - \Delta R_{n} \right) \varphi_v.
\]

In Ref [57], the complete right-hand side term involving \( \hat{P}_v^{(0)} \) is now neglected, based on the observation stated in (1.25), which relates responses in the charge density only to terms involving both conduction and valence states. Moreover, in order to remove the null eigenvalue on the left hand side, a small term \( \alpha \hat{P}_v^{(0)} \) is introduced, making the operator nonsingular, while, by acting only on occupied states, having no effect on the density response \( \Delta R_n(r) \):

\[
\left( \hat{H}_s^{(0)} - \alpha \hat{P}_v^{(0)} - \epsilon_n^{(0)} \right) \Delta R \varphi_v = - \hat{P}_c^{(0)} \Delta R_{v} \varphi_v.
\]

Any perturbation can be expressed by its Fourier representation,

\[
\Delta R_{v}^{u}(r) = \sum_q \Delta q^{u}_{R} v_{s}(r) e^{i q \cdot r}
\]

where each element represents a perturbation with a single wave vector \( q \), termed as a monochromatic perturbation, while each individual component \( \Delta q^{u}_{R} v_{s}(r) \) shares the full periodicity of the original lattice. Assuming Kohn-Sham states with Bloch form \( \varphi_{nk}(r) = u_{nk}(r) e^{i k \cdot r} \) (1.14), and projecting on the manifold of all states with wave vectors \( k + q \), (1.26) can be transformed to

\[
\left( \hat{H}_s^{(0)} k + q + \alpha \sum_{v'} | u_{v' k+q}^{(0)} \rangle \langle u_{v k}^{(0)} | - \epsilon_{v k}^{(0)} \right) \Delta R_{v}^{u}(k + q) = \left( 1 - \sum_{v'} | u_{v' k+q}^{(0)} \rangle \langle u_{v' k}^{(0)} | \right) \Delta q^{u}_{R} v_{s}^{(0)} u_{v k}^{(0)}
\]

where \( \hat{H}_s^{(0)} k + q := e^{-i q \cdot r} \hat{H}_s^{(0)} e^{i q \cdot r} \).
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To complete the system of equations to be solved, the density and potential response to such monochromatic perturbations are determined as

\[ \Delta q^R n(r) = 4 \sum_{v,k} u_{v,k}^{(0)*}(r) \Delta R_{v,k+q} u_{v,k+q} \]  

(1.28)

\[ \Delta q^R v_s(r) = \Delta q^R v_{en}(r) + e^2 \int \frac{\Delta q^R n(r')}{|r-r'|} e^{-i q \cdot (r-r')} d^3r' \]

\[ + \frac{dv_{xc}(r)}{dn} \Big|_{n=n^{(0)}(r)} \Delta q n(r). \]  

(1.29)

All quantities appearing in (1.27), (1.28) and (1.29) share the full periodicity of the lattice, therefore this system of equations can be solved just within the original unit cell for each individual \( q \).

This fact yields a large advantage over the conventional frozen-phonon technique: phonons with arbitrary wave vectors \( q \) share roughly the same computational complexity as self-consistent Kohn-Sham calculations within the original cell, while the latter requires the construction of supercells having \( q \) as a reciprocal lattice vector, which results in calculations of mostly infeasible complexity for all but a few zone-center and zone-boundary phonon modes.

1.2.3. Extension of DFPT to metals

In metals, the smearing technique, as explained in section 1.1.3, is applied in order to obtain converged results with a finite number of \( k \) points, leading to fractional occupation of Kohn-Sham states around the Fermi Level. The formerly explained DFPT scheme, however, was derived considering a clear separation of valence states (corresponding to an occupation of 1) and conduction states (corresponding to an occupation of 0). As a first step to extend DFPT to metals, the density response is adapted to the presence of a smearing function (1.17):

\[ \Delta R n(r) = \sum_n \theta \sigma \left( \varphi_n^{(0)} * (r) \Delta R \varphi_n(r) + c.c. \right) \]

\[ + \sum_n \left| \varphi_n^{(0)} (r) \right|^2 S \sigma \left( \Delta R \epsilon_F - \Delta R \epsilon_n \right), \]  

(1.30)

where the first term originates from the linear response of the Kohn-Sham states, while the second term is related to a possible response in the single particle energies \( \epsilon_n \) or the Fermi level \( \epsilon_F \). A short-hand notation for the smearing functions has been introduced as

\[ S_{n,m}^\sigma := S \sigma (\epsilon_n^{(0)} - \epsilon_m^{(0)}) \]  

and \( \theta_{n,m}^\sigma := \theta \sigma \left( \frac{\epsilon_n^{(0)} - \epsilon_m^{(0)}}{\sigma} \right). \]
Using the first-order perturbation expansion (1.24) for the response of the KS state, the metallic density response can be rewritten as

$$\Delta R_n(r) = \sum_{n,m} \frac{\theta_{F,n} - \theta_{F,m}}{\epsilon_n^{(0)} - \epsilon_m^{(0)}} \phi_n^{(0)}(r)\phi_m^{(0)}(r) \langle \phi_m^{(0)}|\Delta R|\phi_n^{(0)}\rangle,$$

where the $m = n$ term accounts for the $\Delta \epsilon_F \sigma_F$ term in (1.30). Moreover, for any cases when $\epsilon_n \to \epsilon_m$ the prefactor is to be substituted by its analytic limit

$$-S_{F,n}^\sigma = \lim_{\epsilon_n^{(0)} \to \epsilon_m^{(0)}} \frac{\theta_{F,n} - \theta_{F,m}}{\epsilon_n^{(0)} - \epsilon_m^{(0)}},$$

which is a broadened $\delta$ function for finite smearing (and would diverge without smearing). Note that, depending on the topology of the Fermi surface, nesting vectors $q_n$ may exist, which connect finite, parallel sheets of the surface. Phonons with corresponding wave vectors lead to strong responses in the density, greatly reducing such a phonon’s frequency, an effect which is called a Kohn anomaly.

### 1.2.4. Electron-phonon interaction

While all statements up to this point are completely general and apply also to molecular dynamics, a change of coordinates and some algebra [61] allows to rewrite the nuclear Born-Oppenheimer Hamiltonian (1.18) in harmonic oscillator form

$$\hat{H}^{\text{ph}} = \sum_{\nu,q} \omega_{\nu,q} \left( \hat{b}^{\dagger}_{\nu,q} \hat{b}_{\nu,q} + \frac{1}{2} \right),$$

where the operators $\hat{b}^{\dagger}_{\nu,q}$ and $\hat{b}_{\nu,q}$ are creation/annihilation operators of collective vibrational excitations of the ionic lattice, phonons identified by wave vector $q$ and branch index $\nu$.

The energy $\hbar \omega_{\nu,q}$ carried by a single phonon lies in the range of 10meV to 100meV, at least an order of magnitude lower than typical electronic transition energies; this difference in scale is the reformulated justification for the assumption of adiabaticity within the Born-Oppenheimer approximation, implying the absence of electronic transitions caused by nuclear motion.

In metals, however, electronic transitions may be induced by scattering processes involving phonons within a small energy window around Fermi level. Such processes have a significant contribution to normal-state resistance and, even more important in the context of this work, give rise to the phenomenon of conventional superconductivity.

In order to establish a perturbative treatment of the phonons’ effect in the electronic problem, the electron-phonon Hamiltonian, coupling ionic and electronic Born-Oppenheimer equations, is established as

$$\hat{H}^{\text{el-ph}} := \sum_{k,n,m,q,\nu} g^{\nu,n,m}_{k,k+q} \left( \hat{b}_{q\nu} \hat{b}^{\dagger}_{-q\nu} \right) \hat{a}^{\dagger}_{k+q,m} \hat{a}_{kn}$$
where $\hat{a}_{k,n}$ is the annihilation operator of an electron in state $k,n$, while $\hat{b}_{q,\nu}$ annihilates a phonon in mode $q,\nu$. Effectively, this Hamiltonian encompasses all electronic transitions involving the absorption or emission of a single phonon, with appropriate crystal momentum transfer to ensure the conservation of total crystal momentum. The matrix element $g_{k,k+q}^{\nu,n,m}$ relates to the strength of the electron-phonon interaction, and can be interpreted as a probability amplitude of the corresponding process.

Within the framework of density functional perturbation theory, a definition of the matrix elements has been proposed in \cite{62, 63}:

$$g_{k,k+q}^{\nu,n,m} := \sqrt{\frac{\hbar}{2\omega_{q,\nu}}} \left\langle \varphi_{k+q,m} | \Delta^{q,\nu}_{R,v} e^{i\mathbf{q} \cdot \mathbf{r}} | \varphi_{k,n} \right\rangle,$$

(1.31)

treating the response of the Kohn-Sham potential as a perturbation of the electronic subsystem by a phonon with wave vector $\mathbf{q}$ and mode index $\nu$, dressed by adiabatically moving charge; the prefactor accounts for the amplitude of the oscillation, scaling with the phonon numbers.

Extensive comparison of the results in \cite{63} shows good agreement with experiment, which confirms the presented ansatz.

1.2.5. Summary

Density functional perturbation theory provides a method to evaluate phononic properties, such as modes, frequencies and the interaction between electrons and phonons fully \textit{ab initio}. Due to the decomposition into monochromatic perturbations, the non-lattice-periodic part of the lattice deformation can be accounted for by a Bloch-like phase factor, while the problem solved for each wave vector can be solved independently within the primitive unit cell, at a computational cost, per mode, comparable \cite{57} to a self-consistent Kohn-Sham calculation. This fact is the key advantage of this method, as the competing scheme, the frozen-phonon method, relies on the construction of supercells commensurate with the wave vector, making it prohibitively expensive to apply to any but a few selected high-symmetry modes.

The computed spectra and electron-phonon interaction measures are in excellent agreement with experimentally obtained ones, making the method an integral part of computational methods for the prediction of superconducting properties.

In the next section, we review such a method, and its theoretical foundation.
2. Theory of the Superconducting State

From a phenomenological point of view, superconductivity is a phase existing below a certain, material-dependent critical temperature \( T_c \), which is characterized by the absence of any electrical resistivity and the Meissner-Ochsenfeld-effect. The latter describes perfect diamagnetism, i.e. the expulsion of any magnetic field from the superconducting sample.

Within this chapter, we present an overview on the theory of superconductivity, starting with a brief introduction of BCS theory, which was the first to provide a microscopical understanding of superconductivity. As BCS lacks predictive power regarding material-specific properties in the presence of strong electron-phonon coupling, Eliashberg theory and its McMillan approximation are introduced in the central part. This chapter closes with a review on the relation between superconductivity, the electron-phonon coupling and material-specific properties.

2.1. BCS theory

Bardeen, Cooper and Schrieffer (BCS) provided the first microscopic theory \([45, 46]\) explaining the nature of the superconducting phase transition: a condensation of electrons with opposite spin and crystal momenta \( \mathbf{k} \) into Cooper pairs \([64]\) occurs by an effectively attractive electron-electron interaction \([65]\) mediated by collective motion of the nucleii, i.e. via the electron-phonon interaction (subsection 1.2.4). In BCS theory, the system is described by an effective Hamiltonian

\[
\hat{H}_{\text{BCS}} := \sum_{\mathbf{k}\sigma} \epsilon_{\mathbf{k}} \hat{c}_{\mathbf{k}\sigma}^{\dagger} \hat{c}_{\mathbf{k}\sigma} + \sum_{\mathbf{k}\mathbf{k}'} V_{\mathbf{k}\mathbf{k}'} \hat{c}_{\mathbf{k}\uparrow}^{\dagger} \hat{c}_{\mathbf{-k}\downarrow}^{\dagger} \hat{c}_{\mathbf{-k}\uparrow} \hat{c}_{\mathbf{k}\downarrow} \tag{2.1}
\]

where the \( \epsilon_{\mathbf{k}} \) are the normal-state eigenvalues, the operators \( \hat{c}_{\mathbf{k}\sigma} \) are annihilation operators of Bloch electrons of wave vector \( \mathbf{k} \), spin \( \sigma \) and \( V_{\mathbf{k}\mathbf{k}'} \) is the effective electron-electron potential due to the phonon-mediated interaction, which is effective only within the (energetic) vicinity of the Fermi surface; this consideration is justified by both the, compared to electronic energies, small energy provided and absorbed by phonons in scattering processes and the Pauli principle preventing already occupied scattering target states. In the case of a system with only one band crossing Fermi level, BCS propose an approximation of this potential by a single-well potential

\[
V_{\mathbf{k}\mathbf{k}'} = \begin{cases} 
-V & \text{if } |\epsilon_{\mathbf{k}} - E_F|, |\epsilon_{\mathbf{k}'} - E_F| < \hbar \omega_D \\
0 & \text{otherwise}
\end{cases} \tag{2.2}
\]
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where $\omega_D$ is the Debye frequency (representative frequency of phonons within a material). BCS theory introduces an electronic wave function

$$|\Psi_{\text{BCS}}\rangle := \prod_k \left( u_k + v_k \hat{c}_{k\uparrow} \hat{c}_{-k\downarrow} \right) |0\rangle \quad \text{normalization } |u_k|^2 + |v_k|^2 := 1,$$

(2.3)

$u_k, v_k \in \mathbb{C}$, to describe the superconducting system. In the limit of

$$\langle v_k, u_k \rangle = \begin{cases} (1, 0) & \text{for } \epsilon_k < E_F \\ (0, 1) & \text{otherwise} \end{cases},$$

the wave function recovers the non-superconducting ground state. However, for any other cases, the number of particles within (2.3) is not fixed, the wave function can be decomposed into terms with different particle numbers. Problems in the interpretation vanish when taking the macroscopic limit, particle number $N \to \infty$, applicable to a bulk system, as on this scale fractional fluctuations go to zero. In result, the requirement of a specific particle number can be only satisfied on average, by means of a chemical potential $\mu \equiv E_F$, introduced as a Lagrangian multiplier into the variational problem, stationary when

$$0 \equiv \delta \left\langle \Psi_{\text{BCS}} \left| \hat{H} - \mu \hat{N} \right| \Psi_{\text{BCS}} \right\rangle,$$

(2.4)

where

$$\hat{H}_{\text{BCS}} - \mu \hat{N} = \sum_{k\sigma} \xi_k \hat{c}_{k\sigma}^{\dagger} \hat{c}_{k\sigma} + \sum_{kk'} V_{kk'} \hat{c}_{k\uparrow}^{\dagger} \hat{c}_{-k'\downarrow}^{\dagger} \hat{c}_{-k'\downarrow} \hat{c}_{k\uparrow}^{\dagger},$$

(2.5)

with

$$\xi_k := \epsilon_k - \mu.$$

(2.6)

Using BCS form (2.3) of the wave function, (2.4) becomes

$$0 \equiv 2 \xi_k u_k v_k + \Delta_k (v_k^2 - u_k^2),$$

(2.7)

defining the gap function as

$$\Delta_k := \sum_{k'} V_{kk'} \left\langle \Psi_{\text{BCS}} \left| \hat{c}_{k'\uparrow}^{\dagger} \hat{c}_{-k'\downarrow}^{\dagger} \right| \Psi_{\text{BCS}} \right\rangle = \sum_{kk'} V_{kk'} u_k v_{k'}.$$  

(2.8)

This stationarity condition is fulfilled for

$$u_k^2 = \frac{1}{2} \left( 1 + \frac{\xi_k}{E_k} \right) \quad \text{and} \quad v_k^2 = \frac{1}{2} \left( 1 - \frac{\xi_k}{E_k} \right),$$

where $E_k := \sqrt{\xi_k^2 + \Delta_k^2}$.  

(2.9)

Substituting (2.9) in (2.8) yields the BCS self-consistent gap equation

$$\Delta_k = -\frac{1}{2} \sum_{k'} \frac{V_{kk'}}{E_{k'}} \Delta_{k'},$$

(2.10)

at zero temperature.

The interpretation of $\Delta_k$ as a gap can be established by considering excitations on top of the BCS ground state, via the Boguliubov transformation [66]

$$\hat{c}_{k\uparrow} = u_k \hat{\gamma}_k \hat{\gamma}_k^{\dagger} + v_k \hat{\gamma}_{-k\downarrow}^{\dagger}, \quad \hat{c}_{k\downarrow} = u_k \hat{\gamma}_{-k\uparrow}^{\dagger} + v_k \hat{\gamma}_{-k\downarrow}$$

(2.11)
resulting in the Hamiltonian
\[ \hat{H} = \sum_k E_k \left( \hat{c}_{k\uparrow} \hat{c}_{k\uparrow} + \hat{c}_{k\downarrow} \hat{c}_{k\downarrow} \right) + \sum_k \left( \xi_k - E_k + \Delta_k \hat{c}_{k\uparrow} \hat{c}_{-k\downarrow} \right). \]

The \( E_k \) are evidently excitation energies, and considering electrons with \( \xi_k = 0 \), there exists a lower bound \( \Delta_k \) (cf. Equation 2.9). Therefore, the spectrum of a superconductor exhibits a gap around \( \mu \), and due to the fact that in absorption or emission processes the state of a pair of electrons is altered, the width of this gap is \( 2\Delta \).

Furthermore, excitations are responsible for the finite-temperature properties of superconductors: with increasing temperature, their population increases following the Fermi distribution
\[ f_k := \left( 1 + e^{\frac{E_k}{k_B T}} \right)^{-1}. \]
In turn the interaction energy of the remaining pairs is lowered, leading to the finite-temperature gap equation
\[ \Delta_k = -\frac{1}{2} \sum_{k'} V_{kk'} \Delta_{k'} \left( 1 - 2f_{k'} \right) = -\frac{1}{2} \sum_{k'} V_{kk'} \Delta_{k'} \tanh \left( \frac{E_{k'}}{2k_B T} \right). \]
In the case of the simple BCS model potential (2.2), a simple solution for the critical temperature \( T_c \) can be found:
\[ k_B T_c = 1.14 \lambda \omega_D e^{-\frac{1}{\lambda}} \] where \( \lambda = N_{E_F} V \) (2.12)

is the electron-phonon coupling parameter with the density of states per spin at Fermi level \( N_{E_F} \).

2.2. Eliashberg Theory of the Superconducting State

Eliashberg theory [47] is the most widely applied method for quantitative predictions of material-specific properties.

While BCS theory explained the superconducting phase transition, and even allowed for the prediction of up to this point unknown characteristics of superconductors, e.g. the Josephson effect [67]. However, the accuracy of quantitative predictions for material-specific properties such as \( T_c \) is limited: for one, the simple form of the Fröhlich interaction in the effective Hamiltonian (2.1) was built on the assumption of a weak electron-phonon interaction, and for the other, effects of the direct Coulomb interaction beyond the effective mass entering via the normal-state eigenvalues \( \epsilon_k \) are neglected. While many-body perturbation theory (MBPT) as such provides a powerful tool for a systematic approximate treatment of electronic properties including strong-coupling normal-state electron-phonon effects on the electronic self energy [68], MBPT is rendered invalid by the superconducting phase transition.

In Eliashberg theory, applicability of MBPT is restored by the means of Nambu-Gor’kov formalism [69–71]. The Migdal theorem [68], originally developed for the normal
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phase, is then invoked within this extended MBPT for the superconducting phase: it states that single-phonon scattering is by far the dominant contribution to the electronic self-energy; higher order terms provide corrections in the order of $\omega_D/E_F$ (typically $10^{-2}$) and can therefore be neglected. While the original theory [47] did not include the repulsive, direct Coulomb interaction, it was included by an extension [72] as the effective Morel-Anderson pseudopotential $\mu^*$; the latter is not easily accessible from first principles, and is therefore usually treated as a parameter to be fitted to the experiment.

2.2.1. Nambu formalism and Greens function for superconductors

Nambu-Gor’kov formalism introduces the field operators

$$\hat{\Psi}_k := \begin{pmatrix} \hat{c}_{k \uparrow}^\dagger \\ \hat{c}_{-k \downarrow} \end{pmatrix}, \quad \hat{\varphi}_{qv} := \hat{b}_{qv} + \hat{b}_{-qv}^\dagger$$

for electrons (Nambu spinor) and phonons (linear combination of phonon and therefore bosonic creation and annihilation operators), respectively. Using these field operators, Eliashberg theory considers a Hamiltonian of the form

$$\hat{H}_E := \sum_k \xi_k \hat{\Psi}_k^\dagger \hat{\sigma}_3 \hat{\Psi}_k + \sum_{q\nu} \omega_{q\nu} \hat{\varphi}_{-q\nu}^\dagger \hat{\varphi}_{q\nu}$$

$$+ \sum_{kk'\nu} g_{kk'\nu} \hat{\varphi}_{(k'-k)\nu} \hat{\Psi}_k^\dagger \hat{\sigma}_3 \hat{\Psi}_k$$

$$+ \frac{1}{2} \sum_{k_1k_2k_3k_4} \langle k_3k_4 | V_c | k_1k_2 \rangle \left( \hat{\Psi}_{k_3} \hat{\sigma}_3 \hat{\Psi}_{k_1} \right) \left( \hat{\Psi}_{k_4} \hat{\sigma}_3 \hat{\Psi}_{k_2} \right),$$

where $\xi_k$ are the one-electron energies relative to $E_F$ (cf. (2.9)), $\omega_{q\nu}$ are the bare phonon energies, $g_{kk'\nu}$ are electron-phonon matrix elements, $V_c$ is the Coulomb potential and $\hat{\sigma}_3$ is one of the Pauli matrices

$$\hat{\sigma}_0 := \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad \hat{\sigma}_1 := \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \hat{\sigma}_2 := \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \hat{\sigma}_3 := \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \tag{2.14}$$

The corresponding finite-temperature electronic Greens function is

$$G(kT) := -\left\langle \hat{U} \hat{T} \left\{ \hat{\Psi}_k(\tau) \otimes \hat{\Psi}_k(0) \right\} \right\rangle$$

$$= -\left\langle \hat{T} \left\{ \hat{c}_{k\uparrow}(\tau) \hat{c}_{k\uparrow}^\dagger(0) \right\} \right\rangle \left\langle \hat{T} \left\{ \hat{c}_{-k\downarrow}(\tau) \hat{c}_{-k\downarrow}^\dagger(0) \right\} \right\rangle \left\langle \hat{U} \hat{T} \left\{ \hat{c}_{k\uparrow}(\tau) \hat{c}_{-k\downarrow}^\dagger(0) \right\} \right\rangle$$

$$\left\langle \hat{T} \left\{ \hat{c}_{-k\downarrow}(\tau) \hat{c}_{-k\downarrow}^\dagger(0) \right\} \right\rangle,$$

i.e. a $2 \times 2$ matrix, where the main diagonal contains the normal propagators for spin-up electrons ($G_{11}$) and spin-down holes ($G_{22}$), while the off-diagonal consists of the anomalous propagators (called $F$ and $\bar{F}$ by Gor’kov) only finite in the superconducting state. $\hat{T}$ is the usual time-ordering operator and $\hat{U} := 1 + \hat{R}^\dagger + \hat{R}$ adjusts the particle
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The phonon Greens function, on the other hand, is defined as

\[ D_\nu(q, \tau) := -\left\langle \hat{T} \left\{ \hat{\varphi}_{q\nu}(\tau)\hat{\varphi}_{q\nu}^\dagger(0) \right\} \right\rangle \]

and electron and phonon field operators at imaginary time \( \tau = it \)

\[
\hat{\Psi}_k(\tau) := e^{\tau \hat{H}} \hat{\Psi}_k e^{-\tau \hat{H}} \\
\hat{\varphi}_{q\nu}(\tau) := e^{\tau \hat{H}^E} \hat{\varphi}_{q\nu} e^{-\tau \hat{H}^E}.
\]

Given that the imaginary time interval was limited to \(-\beta < \tau < \beta\), a periodicity

\[ G(k, \tau) = G(k, \tau + \beta) \]

is recovered from the cyclic property of the trace [73, p.301], allowing for a Fourier expansion in imaginary time

\[
D_\nu(q, \tau) = \frac{1}{\beta} \sum_{n=-\infty}^{\infty} e^{-i\nu_n\tau} D_\nu(q, \nu_n) \tag{2.15}
\]

\[
G(k, \tau) = \frac{1}{\beta} \sum_{n=-\infty}^{\infty} e^{-i\omega_n\tau} G(k, \omega_n) \tag{2.16}
\]

with the bosonic and fermionic Matsubara frequencies

\[ \nu_n := 2n \frac{\pi}{\beta} \quad \omega_n := (2n + 1) \frac{\pi}{\beta}. \tag{2.17} \]

2.2.2. Self-energy and Gap

The MBPT approach taken by Eliashberg is based on the Dyson equation in matrix matrix form

\[ G(k, i\omega_n) = G_0(k, i\omega_n) + G_0(k, i\omega_n) \Sigma(k, i\omega_n) G(k, i\omega_n) \tag{2.18} \]

determining the interacting electronic Greens function \( G(k, i\omega_n) \) self-consistently in terms of the non-interacting Greens function

\[ G_0(k, i\omega_n) := \frac{1}{i\omega_n\hat{\sigma}_0 - \xi_k \hat{\sigma}_0} \]

imaginary time is introduced in the finite-temperature formalism, such that the time evolution operator \( e^{\tau \hat{H}} \) and the Boltzmann factor \( e^{-\beta \hat{H}} \) appearing in the grand-canonical averages are formally equal.
and the electronic self-energy $\Sigma(\mathbf{k}, i\omega_n)$, which is the quantity to be approximated in the following. Note that by multiplying with $G^{-1}$ (from the right) and $G_0^{-1}$ from the left, the Dyson equation can be reexpressed as
\[
G^{-1}(\mathbf{k}, i\omega_n) = G_0^{-1}(\mathbf{k}, i\omega_n) - \Sigma(\mathbf{k}, i\omega_n)
\]
(2.19)
As a first step for the approximation, expansion of the self-energy in terms of the Pauli matrices (2.14)
\[
\Sigma(\mathbf{k}, i\omega_n) = [1 - Z(\mathbf{k}, i\omega_n)] i\omega_n \tilde{\sigma}_0 + \chi(\mathbf{k}, i\omega_n) \tilde{\sigma}_3
+ \phi_1(\mathbf{k}, i\omega_n) \tilde{\sigma}_1 + \phi_2(\mathbf{k}, i\omega_n) \tilde{\sigma}_2
\]
(2.20)
proves useful, where the $(\mathbf{k}, i\omega_n)$-dependent expansion coefficients $Z$, $\chi$, $\phi_1$ and $\phi_2$ are the unknowns to be determined later on. An important property can be already observed before assuming a specific $\Sigma$; inserting (2.20) into the Dyson equation (2.19), followed by an inversion, one obtains
\[
G(\mathbf{k}, i\omega_n) = \frac{1}{\Theta(\mathbf{k}, i\omega_n)} \left( i\omega_n Z(\mathbf{k}, i\omega_n) + (\xi_k + \chi(\mathbf{k}, i\omega_n)) \phi_1(\mathbf{k}, i\omega_n) - i\phi_2(\mathbf{k}, i\omega_n)
\phi_1(\mathbf{k}, i\omega_n) + i\phi_2(\mathbf{k}, i\omega_n)
\right)
\]
(2.21)
where
\[
\Theta(\mathbf{k}, i\omega_n) := (i\omega_n Z(\mathbf{k}, i\omega_n))^2 - (\xi_k + \chi(\mathbf{k}, i\omega_n))^2 - \phi_1(\mathbf{k}, i\omega_n)^2 - \phi_2(\mathbf{k}, i\omega_n)^2.
\]
(2.22)
The particle and hole elementary excitations are given by the poles of the Greens function, i.e. by the condition $\det G(\mathbf{k}, i\omega_n) = \Theta(\mathbf{k}, i\omega_n) = 0$, leading to:
\[
E_k = \sqrt{\left(\frac{\xi_k + \chi(\mathbf{k}, i\omega_n)}{Z(\mathbf{k}, i\omega_n)}\right)^2 + \frac{\phi_1(\mathbf{k}, i\omega_n)^2 + \phi_2(\mathbf{k}, i\omega_n)^2}{Z(\mathbf{k}, i\omega_n)^2}}.
\]
In the normal state, the off-diagonal elements of the Greens function vanish ($\phi_1(\mathbf{k}, i\omega_n) = \phi_2(\mathbf{k}, i\omega_n) \equiv 0$), leaving the first term under the square root as the normal-state excitation spectrum. In the superconducting state, finite $\phi_{1,2}(\mathbf{k}, i\omega_n)$ open a gap in the excitation spectrum (analogous to BCS theory section 2.1), given by the second term; on this basis, a gap function can be written as:
\[
\Delta(\mathbf{k}, i\omega_n) := \frac{\phi_1(\mathbf{k}, i\omega_n) - i\phi_2(\mathbf{k}, i\omega_n)}{Z(\mathbf{k}, i\omega_n)}
\]
(2.23)
\[
|\Delta(\mathbf{k}, i\omega_n)| = \sqrt{\frac{\phi_1(\mathbf{k}, i\omega_n)^2 + \phi_2(\mathbf{k}, i\omega_n)^2}{|Z(\mathbf{k}, i\omega_n)|^2}}.
\]
Both $Z$ and $\chi$ are finite also in the normal state; while $\chi$ introduces a shift in the energy levels, $Z$ acts as a renormalization, both to the electronic energies and to the superconducting gap.
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2.2.3. Anisotropic Eliashberg equations

In Eliashberg theory, the Migdal theorem is used to approximate the phononic contribution to the electron self-energy (the Coulomb contribution will be discussed in subsection 2.2.5); its central statement is that the dominant contribution is from lowest-order diagrams (including a single phonon propagator line), and that higher-order diagrams only contribute in the order of \( \omega_D/E_F \) (typically two orders of magnitude lower). Translated into an equation, the resulting self-energy is

\[
\Sigma_{\text{ph}}(k, \omega_n) := -\frac{1}{\beta} \sum_{k', \nu} \bar{\sigma}_3 G(k', \omega_{n'}) \bar{\sigma}_3 \sum_{\nu} |g_{kk', \nu}|^2 D_\nu(k - k', \omega_n - \omega_{n'}) ,
\]

(2.24)

with the electron-phonon matrix elements \( g_{kk', \nu} \) (cf. subsection 1.2.4) and the phonon propagator

\[
D_\nu(q, \omega_n) = \frac{-2\Omega_{q\nu}}{\omega_n^2 + \Omega_{q\nu}^2}.
\]

Expressing the interacting Greens function in (2.24) as (2.21), a comparison of coefficients on the Pauli matrices in (2.20) yields the \textit{anisotropic Eliashberg equations}

\[
[1 - Z(k, \omega_n)] \omega_n = \frac{1}{\beta} \sum_{k', \nu} |g_{kk', \nu}|^2 \omega_{n'} Z(k', \omega_{n'}) \frac{D_\nu(k - k', \omega_n - \omega_{n'})}{\Theta(k', \omega_{n'})} ,
\]

(2.25)

\[
\chi(k, \omega_n) = \frac{1}{\beta} \sum_{k', \nu} |g_{kk', \nu}|^2 \left[ \chi(k', \omega_{n'}) + \xi_{k'} \right] \frac{D_\nu(k - k', \omega_n - \omega_{n'})}{\Theta(k', \omega_{n'})} ,
\]

(2.26)

\[
\phi_{1,2}(k, \omega_n) = -\frac{1}{\beta} \sum_{k', \nu} |g_{kk', \nu}|^2 \phi_{1,2}(k', \omega_{n'}) \frac{D_\nu(k - k', \omega_n - \omega_{n'})}{\Theta(k', \omega_{n'})} ,
\]

(2.27)

where \( \Theta(k', \omega_{n'}) \) was given by (2.22). The equations for \( \phi_1 \) and \( \phi_2 \), associated with the off-diagonal Pauli matrices, are identical and therefore, the solutions will only differ by a phase factor. However, as the equations couple all crystal momenta \( k \), the associated computational cost for a direct solution is huge.

2.2.4. One-dimensional Eliashberg equations

Computational cost can be greatly reduced by defining a new set of equations by averaging over \( (k, k') \) within the Fermi surface \( \xi_k = 0 \), as both \( Z \) (2.25) and \( \phi_{1,2} \) (2.27) are only nonzero very close to it. The shift of the eigenvalues \( \chi \) (2.26), on the other hand, is usually small and will therefore be neglected altogether from here on. An important (indirect) dependence on \( k \) is however kept: the dependence of the determinant \( \Theta \) (2.22) on the eigenvalues \( \xi_k \). The resulting \textit{one-dimensional Eliashberg equations} turn out to yield realistic results in the case of simple cases, but show significant discrepancies when anisotropy plays a role in the system of interest (e.g. in MgB\(_2\)).

The averages are performed application of an operator \( \frac{1}{N(0)} \sum_k \delta(\xi_k) \), where \( N(0) \) is the normal electron density of states at Fermi level, and an insertion of unity \( f d\Omega \delta(\Omega -
the integration can then be performed analytically, yielding:

\[ [1 - Z(i\omega_n)] i\omega_n = - \frac{1}{\beta N(0)^2} \sum_{\omega_n'} \int d\Omega \sum_{kq}\frac{|g_{k,k+q,q'}|^2 \delta(\xi_k)\delta(\xi_{k+q})\delta(\Omega - \Omega_{q'})2\Omega_{q'}^2}{(\omega_n - \omega_n')^2 + \Omega_{q'}^2} \]

where, based on the low phonon energy scale, a separation of the \( k' \) summation into an angular average for \( \xi_k = 0 \) and an integral over \( \xi \) on the normal state energy dependent part has been performed \[74\]. A further approximation can be made if \( N(\xi) \) only varies slowly around \( E_F \), substituting \( N(\xi) \rightarrow N(0) \) (the integrand of the \( \xi \)-integral rapidly decays with distance from Fermi level due to the \( \xi_k^2 \) dependence of the denominator); the integration can then be performed analytically, yielding:

\[ [1 - Z(i\omega_n)] i\omega_n = - \frac{\pi}{\beta} \sum_{\omega_n'} \int d\Omega \frac{\alpha^2 F(\Omega)2\Omega}{(\omega_n - \omega_n')^2 + \Omega_{q'}^2} \]

\[ \phi_{1,2}(i\omega_n) = \frac{\pi}{\beta} \sum_{\omega_n'} \frac{\phi_{1,2}(i\omega_n')}{\Xi(i\omega_n')} \int d\Omega \frac{\alpha^2 F(\Omega)2\Omega}{(\omega_n - \omega_n')^2 + \Omega_{q'}^2} \]

with the *Eliashberg function*, which summarizes the total coupling for Fermi-level electrons to phonons with frequency \( \Omega \)

\[ \alpha^2 F(\Omega) := N(0) \sum_{q\nu} g_{q,\nu}^2 \delta(\Omega - \Omega_{q\nu}), \]

where

\[ g_{q,\nu}^2 := \frac{1}{N(0)^2} \sum_k |g_{k,k+q,q'}|^2 \delta(\xi_k)\delta(\xi_{k+q}) \]

is the Fermi-surface average coupling of a single mode \( q\nu \). Inserting (2.31) in (2.30), one obtains

\[ \alpha^2 F(\Omega) = \frac{1}{N(0)} \sum_{kq\nu} |g_{k,k+q,q'}|^2 \delta(\xi_k)\delta(\xi_{k+q})\delta(\Omega - \Omega_{q\nu}). \]
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one, \( \alpha^2 F(\Omega) = 0 \) for any \( \Omega \) larger than the maximum phonon frequency in a given material; for another, the Matsubara frequency difference in the denominator gets large for any \( \omega_n' \) far from Fermi level. Typically, \( \omega_c \approx 10\omega_D \) is sufficient for convergence.

2.2.5. Coulomb pseudopotential

What was neglected up to this point is the influence of the repulsive Coulomb interaction on the anomalous propagators. The Coulomb contribution to the electronic self-energy is defined by diagrams with only a single Coulomb propagator line

\[
\Sigma_C(k, \imath \omega_n) := -\frac{1}{\beta} \sum_{k', \omega_n'} \hat{\sigma}^3 G(k', \imath \omega_n') \hat{\sigma}^3 V_C(k', -k', \omega_n - \omega_n'),
\]

and can be readily included in the anisotropic Eliashberg equations (2.25)-(2.27). As mentioned already in that context, practical calculations require approximation into the isotropic form.

However, including the Coulomb interaction into the isotropic Eliashberg equations is a hard task, as the considerations leading to reduced energy integrations and Matsubara summations (by the cutoff frequency \( \omega_c \)) in the phonon case are not valid for the direct Coulomb contributions. It is therefore clear that further approximations have to be taken, which means that the Coulomb repulsion cannot be treated at the same level of accuracy as the phononic contributions to the electron self-energy.

The approach taken by Morel and Anderson [72] is justified by the difference between direct Coulomb interaction (el-el) and indirect phonon-mediated attraction (el-ph) in terms of time- and energy scales: el-el has a large energy scale, while narrow time scale; el-ph has the typically much larger timescale of inverse phonon frequencies. The difference in timescales can then be used to define a renormalized Coulomb interaction having a reduced energy window, the Morel-Anderson pseudopotential

\[
\mu^* = \mu \left( 1 + \frac{\mu}{\ln(E/\omega_c)} \right),
\]

(2.33)

where \( \mu = N(0) < V_C >, < V_C > \) being an average Coulomb matrix element and \( E \) is representative for the electronic energies, such as plasma frequencies [75].

As the Coulomb interaction has been already included in the normal state self-energies by the dispersion \( \xi_k \), which is found along the diagonal of the matrix self energy, a correction needs only to be performed on the off-diagonals \( \phi_{1,2} \):

\[
\phi_{1,2}^C(\imath \omega_n) := -\mu^* \sum_{\omega_n'} \phi_{1,2}^C(\imath \omega_n') \theta(\omega_c - |\omega_n'|).
\]

(2.34)

Using the gap function defined by (2.23), including this contribution yields

\[
\Delta(\imath \omega_n) Z(\imath \omega_n) = \frac{\pi}{\beta} \sum_{\omega_n'} \frac{\Delta(\imath \omega_n')}{\sqrt{\omega_n'^2 + \Delta(\imath \omega_n')^2}} \left[ \lambda(\imath \omega_n' - \imath \omega_n) - \mu^* \right] \theta(\omega_c - |\omega_n'|)
\]

(2.35)

\[
Z(\imath \omega_n) = 1 + \frac{\pi}{\omega_n \beta} \sum_{\omega_n'} \frac{\omega_n'}{\sqrt{\omega_n'^2 + \Delta(\imath \omega_n')^2}} \lambda(\imath \omega_n' - \imath \omega_n)
\]

(2.36)
where

$$\lambda(i\omega_n' - i\omega_n) := \int_0^\infty d\Omega \frac{2\Omega \alpha^2 F(\Omega)}{\Omega^2 + (i\omega_n' - i\omega_n)^2}$$

is a dimensionless measure of the strength of \(\alpha^2 F(\Omega)\); the special case

$$\lambda := \lambda(0) = \int_0^\infty d\Omega \frac{2\alpha^2 F(\Omega)}{\Omega}$$ \hspace{1cm} (2.37)

is a generalization of the coupling parameter \(\lambda = N_{E_F} V \) (2.12) in BCS theory.

One must note, however, that the Morel-Anderson pseudopotential \(\mu^*\) (2.33) is rather difficult to estimate from first principles. Consequently, it is frequently explicitly set in order to reproduce the experimentally observed critical temperature; typical values are found in the range of 0.1 - 0.16.

### 2.2.6. McMillan and Allen-Dynes formulas

The solution of the isotropic Eliashberg equations (2.35-2.36) is within reach of present computational resources, however it comes at significant computational cost. The most relevant results, i.e. the critical temperature \(T_c\), on the other hand, can be obtained at reasonable accuracy by an analytic formula derived by McMillan [76], in a similar spirit as (2.12) in the BCS case:

$$T_c^{\text{McMillan}} = \frac{\Theta_D}{1.45} \exp -\frac{1.04(1 + \lambda)}{\lambda - \mu^*(1 + 0.62\lambda)},$$ \hspace{1cm} (2.38)

where \(\lambda\) was defined in (2.37) and \(\Theta_D\) is the Debye temperature. McMillan obtained this result by a mixed theoretical, numerical and empirical approach. A model was obtained by approximating a real-axis formulation of the Eliashberg equations [74, 77], and then fitted to data obtained from experiment [78] and computational methods for a set of superconductors known at that time.

While (2.38) was, despite its simplicity, quite successful in predicting critical temperatures at its time, Dynes [79] showed about 4 years later that many intermediately discovered materials showed large error bars; he related this problem to the choice of the Debye frequency as a representative frequency in the prefactor of the exponential. Another 3 years later Allen and Dynes proposed [75]

$$T_c^{\text{Allen-Dynes}} = f_1 f_2 \frac{\Omega_{\log}}{1.2} \exp -\frac{1.04(1 + \lambda)}{\lambda - \mu^*(1 + 0.62\lambda)},$$ \hspace{1cm} (2.39)

where

$$\Omega_{\log} := \exp \left[\frac{2}{\lambda} \int_0^\infty \log(\Omega) \frac{\alpha^2 F(\Omega)}{\Omega} \, d\Omega\right],$$ \hspace{1cm} (2.40)

which takes the shape of \(\alpha^2 F\) better into account than the Debye temperature \(\Theta_D\) used by McMillan. Allen and Dynes showed that McMillan’s equation shows wrong asymptotic behaviour in the limit of large \(\lambda\) (where \(T_c \propto \sqrt{\lambda}\) according to the Eliashberg equations),
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an effect lowering prediction accuracy already at \( \lambda > 1.5 \); moreover, the shape of \( \alpha^2 F(\Omega) \) plays a larger role for larger coupling strenghts. These errors are compensated by the introduction of two correction factors \( f_1 \) and \( f_2 \), both unity for small \( \lambda \):

\[
\begin{align*}
  f_1 & := \sqrt{1 + \frac{\lambda}{(2.46 \ast (1 + 3.8\mu^*)}))} \\
  f_2 & := 1 + \frac{(\Omega_2/\Omega_{\log} - 1) \lambda^2}{\lambda^2 + (1.82\Omega_2/\Omega_{\log}(1 + 6.3\mu^*))^2}
\end{align*}
\]

introducing a second frequency parameter

\[
\Omega_2 := \frac{2}{\lambda} \int_0^{\infty} \Omega \alpha^2 F(\Omega) \, d\Omega
\]

as an additional descriptor for the shape of the Eliashberg function \( \alpha^2 F(\Omega) \).

2.3. Electron-Phonon interaction and superconductivity

The central concept within our high-throughput search for superconductors are the Descriptors of superconductivity, to be introduced in chapter 5, which provide an estimate of superconductivity in a given material on the basis of computationally cheap normal state properties.

Therefore, we will conclude our review on the theory of superconductivity with a summary of already known relations between structural/normal state properties, the electron-phonon interaction and the critical temperature \( T_c \).

2.3.1. Relation between critical temperature and electron-phonon coupling

As discussed in subsection 2.2.6, an analytic formula, McMillan’s equation (2.38), can be determined by careful fitting, which predicts the critical temperature from isotropic Eliashberg theory. The more accurate Allen-Dynes formula (2.39) based on the former shows an RMS error of about 5% on the set of 300 materials accessible to authors [75], and by the means of asymptotic correction terms (2.41, 2.42) also recovers the theoretical asymptotic limit \( T_c \propto \sqrt{\lambda} \) for large \( \lambda \).

The analytic formula only depends on a set of 4 parameters: \( \lambda \), \( \Omega_{\log} \), \( \Omega_2 \) and \( \mu^* \). \( \lambda \) (2.37) describes the total strength of the electron-phonon coupling, \( \Omega_{\log} \) (2.40) and \( \Omega_2 \) (2.43) are representative phonon frequencies, the latter used to account for the shape of the Eliashberg function \( \alpha^2 F(\Omega) \) and only contributing in the asymptotic correction factor; as \( \alpha^2 F(\Omega) \) is accessible from first principles (section 1.2), the first three parameters are so as well. Direct Coulomb repulsion is accounted for by the Morel-Anderson pseudopotential \( \mu^* \), which for conventional superconductors lies within the range between 0.1 and 0.16; this parameter is hard to evaluate a-b-initio, and is conventionally used as a fitting parameter to match the experimental \( T_c \).

Before switching to a deeper investigation of \( \lambda \), let us investigate the \( \lambda \) and \( \mu^* \) dependence of the McMillan-\( T_c \), on the example of \( \text{Nb}_3\text{Sn} \), illustrated in Fig. 2.1: for a constant
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Figure 2.1.: Superconducting $T_c(\lambda)$ according to the Allen-Dynes variant (2.39) of McMillan’s equation (phonon frequency parameters from Nb$_3$Sn). Dashed curves include the Allen-Dynes asymptotic correction terms. Coulomb pseudopotential $\mu^* = 0.10$ is realistic [75].

$\mu^*$, $T_c$ is monotonically increasing with the electron-phonon coupling parameter $\lambda$ (the realistic one for Nb$_3$Sn is marked by a gray line); it can be observed that the asymptotic correction term $f_1 f_2$ has negligible effect in the small-$\lambda$ regime (dashed curves).

The fact of $T_c$ monotonically increasing with $\lambda$ is independent of the actual values of $\mu^*$ and the phonon frequency parameters $\Omega_{\log}, \bar{\Omega}_2$ (where the black curves for $\mu^* = 0.1$ correspond to the Nb$_3$Sn data from [75]).

Therefore it is a central objective in our high-throughput search for conventional superconductors (Part II) to detect materials with $\lambda$ sufficiently large to support superconductivity at significant transition temperatures. Anticipating chapter 5: while $\lambda$ can be evaluated numerically via density functional perturbation theory (section 1.2), such calculations are too computationally expensive to be considered in a high-throughput context. A central goal of the present work is it therefore to find estimates for $\lambda$ just from structural and electronic ground-state properties.

In preparation for the later discussion, we will outline already known properties of the electron-phonon coupling strength $\lambda$ within this section.

2.3.2. Properties of the electron-phonon coupling strength

Relation to the Density of States at Fermi Level

As a first step, let us assume an Einstein model for the phonons, which describes the ions as an ensemble of independent harmonic oscillators, which leads to a flat phonon dispersion $\omega_{q,\nu}^E := \omega^E$. Furthermore, let us assume $g_{k,k+q,\nu}^{n,n'} = g$, i.e. neither anisotropy nor nesting effects are present. Combining these assumptions with (2.32), (2.37), we obtain

$$\lambda^E = \frac{1}{\omega^E} \frac{1}{N(0)} g^2 N(0)^2 = \frac{g^2}{\omega^E} N(0),$$

(2.44)

which means that the electron-phonon coupling constant $\lambda$ is proportional to the electronic density of states at Fermi level (DOS$_F := N(0)$), in agreement with the BCS approach (2.12).
Deformation potential

In our Einstein model, the expression (2.44) can be further split into subparts concerning dynamic properties, such as ionic mass and frequency; note that $g^2$, definition (1.31) both explicitly depends on the frequency, and implicitly, through the definition of the normal mode displacement patterns in a general polyatomic system: in this formulation, displacement of each ion $I$ is scaled by $\sqrt{M_I^{-1}}$, where $M_I$ is the nuclear mass. Assuming all nuclear masses in our system were identical $M_I = M$, this scaling can be included within the amplitude prefactor, such that

$$
g_{k,q}^{\nu,n,m} = \sqrt{\frac{\hbar}{2\omega_{q\nu}M}} \langle \varphi_{k+q,m} | \Delta_{q\nu,v_s e^{iq\cdot r}} | \varphi_{k,n} \rangle. \quad (2.45)
$$

We call the last term deformation potential term, as it is related to the phonon deformation potential [80, 81], a tensor describing the electronic perturbation due to unit lattice deformation, while the magnitude of the perturbation is approximated to scale linearly with the amplitude of ion displacement.

Incorporating this consideration, (2.44) can be written as

$$
\lambda^E = \frac{1}{M\omega^2} N(0) I^2 \quad (2.46)
$$

where $I$ is the Fermi-surface average deformation potential term for all phonon modes $q\nu$. It is a central part of the present work to establish a relation between the electronic structure of the system in equilibrium lattice configuration and the magnitude of $I^2$ (section 5.3).
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As part of the present work, we have developed and applied machine learning methods to directly predict electronic properties just from the crystal structure. Kohn-Sham DFT calculations (section 1.1) could then be substituted by these computationally far cheaper predictions within a high-throughput search for superconductors. Although the machine learning approach is not a central part of this work, we present a review of the methods applied; despite their growing importance also among physicists, such methods cannot be considered well-known.

Machine learning is a branch of the scientific field of artificial intelligence. Its topic is to find algorithms that, given a set of data,

- characterize the data quantitatively, finding the features of the underlying mechanisms that lead to the data
- use this characterization to predict properties of unknown data

Machine learning (ML) methods are widely and successfully used in practical applications. For example, in optical character recognition (OCR) applications, used to sort mail by possibly hand-written postal codes; the best algorithms in the field have an error rate of single-digit recognition comparable to the human error rate (about 2.5%) [82]. ML as such is universal, and the same methods are successfully applied to vastly different problems, for example: the aforementioned OCR, automatic image classification, speech recognition, brain-computer-interfaces [83]

All algorithms used within the present work belong to the class of supervised learning methods: predictors for Kohn-Sham-DFT electronic properties are trained on a set of materials where these properties have been explicitly computed. The predictors can consecutively be used to access electronic properties of any new material without having to perform a KS-DFT calculation.

Supervised learning is performed on a training set

$$\mathcal{D} = \{(t_j, d_j) \mid t_j \in \mathcal{X}, d_j \in \mathcal{Y}\}$$

with input space $\mathcal{X}$ and label space $\mathcal{Y}$. The known labels $d_j$ of the training set are called the supervisory signal. It is the goal of a supervised learning algorithm to find a predictor

$$f_D : \mathcal{X} \rightarrow \mathcal{Y},$$

based on the training data $\mathcal{D}$, which predicts labels also for input not part of the original training set.
3. Machine Learning

3.1. Input Space $\mathcal{X}$

The input space $\mathcal{X}$ is required to be a Hilbert space by the methods presented in this chapter. Finding a good representation of input objects, such as pictures, sounds, molecules or in our case crystal structures as members of $\mathcal{X}$ is the first and crucial step in applying machine learning methods.

3.2. Linear predictors

While linear models may seem too simple for practical use, a powerful method, presented in section 3.3, exists which maps nonlinear models to linear ones, making them actually a powerful tool in machine learning.

Depending on the label space $\mathcal{Y}$, different names are used for the predictors, and also the training algorithms differ strongly:

**Classifier** is the term used in the context of discrete $\mathcal{Y}$. We restrict our discussion to binary classification with labels either $+1$ or $-1$. In such a case, a linear classifier is characterized by

$$f(x) = \text{sgn}(w \cdot x + b),$$

interpreted as a hyperplane in $\mathcal{X}$ separating the two classes (Figure 3.1a). Such a classifier is also called a perceptron, it was introduced as a simplified model of a neuron [84].

**Regression function** is the term used in the context of continuous $\mathcal{Y}$, which corresponds to a straight line in $\mathcal{X} \otimes \mathcal{Y}$ (Figure 3.1b):

$$f(x) = w \cdot x + b.$$  

(3.2)

3.2.1. Predictor Training

Model parameters $(w, b)$ are determined by predictor training in both cases, specific algorithms are presented in section 3.4. Such algorithms are, from a mathematical point of view, constrained optimization problems, which provide a compromise between global prediction error $E_D(f_D)$ on the training set $D$ and the complexity of the model[82, 85, 86]: in case of high dim$(w)$, which is common when applying the nonlinear extensions
(section 3.3), the large number of parameters may lead to overfitting. The term “overfitting” refers to models which minimize the empirical risk, i.e. minimize the prediction error on $D$, but fail to generalize, i.e. have a high upper bound of prediction error when applied to unknown data (generalization error, discussed in the next subsection). Within the training algorithms, a regularization term is included in the optimization process, which penalizes more complex models, improving the predictor’s generalization properties.

### Generalization error and cross validation

As emphasized before, an important feature of a good predictor is its capability to generalize, i.e. its ability to correctly predict the labels $d'_j$ associated to input $x_j$ not seen during the training phase; therefore the quality of a predictor $f_D(x)$, trained on set $D$ can be estimated from the prediction error within a test set $T = \{(x_j, d'_j)\}$, $j = 1 \ldots M$, again with known labels $d'_j$, but disjoint from the training set $D$:

$$E_{T}^{MAE}(f_D) = \frac{1}{M} \sum_{j=1}^{M} |f_D(x_j) - d'_j|.$$  

Cross validation provides a method to test for the applicability of a prediction model, based on the generalization error. In a straightforward implementation, a set $D'$ of data with known labels is split into $L$ subsets $D'_j$ of equal size. Training of $L$ individual predictors is performed on training sets $D_i = \bigcup_{j \neq i} D'_j$, while generalization errors are evaluated within $T_i = D'_i$. The special case of $L = |D'|$, i.e. training on all-but-one members of $D'$, while testing on one member, is referred to as Leave-one-out cross validation (LOOCV).

An average of the subset errors $E_{T_i}(f_{D_i})$ provides information on the quality of the underlying statistical model itself, as it is independent of the concrete training set of a single predictor. Due to this property, cross-validation provides a path for the optimization of the statistical model itself (as opposed to the model training subsection 3.2.1).

### Feature space and Kernel trick

The classifier/perceptron (3.1) and the regression function (3.2) can only be applied to linear problems; in the case of the perceptron, this means that the two classes need to be separable by a hyperplane in input space $\mathcal{X}$. Throughout this section, we use the classification problem as an illustrative example, while the same argumentation holds for the regression problem.

The approach described within this section extends the applicability of linear predictors to nonlinear problems, by mapping the input data to a potentially much-higher dimensional feature space $\mathcal{F}$ via a nonlinear transformation

$$\phi : \mathcal{X} \rightarrow \mathcal{F}.$$  
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Figure 3.2.: $\phi(x) = (x_1, x_1^2)$

Figure 3.3.: $\phi(x) = (x_1, \sqrt{2}x_1x_2, x_2^2)$

Table 3.1.: Examples of feature maps and associated kernel functions

<table>
<thead>
<tr>
<th>Feature Map</th>
<th>Dimensionality</th>
<th>Kernel Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polynomial, degree $d$</td>
<td>$\left{ \prod_{i=1}^{n} x_i^{b_i} \mid \sum_{i=1}^{n} b_i \leq d \right}$</td>
<td>$\left( \frac{n+d-1}{n} \right) (x \cdot y + \theta)^d$</td>
</tr>
<tr>
<td>Radial basis functions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gaussian, width $\sigma$</td>
<td>$e^{-\frac{1}{2\sigma^2}</td>
<td>x-c</td>
</tr>
<tr>
<td>Laplacian, width $\sigma$</td>
<td>$e^{-\frac{1}{\sigma}</td>
<td>x-c</td>
</tr>
</tbody>
</table>

Linear separation is then performed in $\mathcal{F}$, transforming (3.1) into

$$f(x) = \operatorname{sgn}(w \cdot \phi(x) + b) \mid w \in \mathcal{F}. \quad (3.3)$$

Figure 3.2a presents an example of a data not linearly separable in the 1-dimensional input space $\mathcal{X}$. However, by mapping to a feature space via $\phi(x) = (x_1, x_1^2)$, the data becomes linearly separable (Figure 3.2b). The task discussed in the following is how to setup the mapping $\phi$.

The approach consists in trying to generate a big number of features using a mapping function, and assuming that the perceptron is able to perform the linear separation in this high(er)-dimensional feature space. A few examples of such transformations are presented in the 2nd column of Table 3.1. Dimensionality of the radial basis function (RBF) feature spaces is infinite, as they correspond to projections on RBF centered on each possible point in $\mathcal{X}$; consequently, their only practical use requires the kernel trick presented in the next subsection. The polynomial feature map suffers from similar difficulties when applied to real-world problems: in the case of optical character recognition (OCR) on grayscale images with $\mathcal{X} = 28 \times 28$ pixels, polynomial features with degree $d = 7$ are needed for good performance [87]. This feature space has about $3.7 \cdot 10^{16}$ features, making also this polynomial feature space infeasable to use without the kernel trick.
3.3. The Kernel Trick

Feature extraction can be expensive, and the dimensionality of feature space can be huge, which again raises the costs for practical calculations. In the case of the RBF feature map Table 3.1, the feature space itself is infinite-dimensional, therefore it would be impossible to use it directly. The Kernel Trick is a method to reduce these costs (without giving up the benefits of the mapping to feature space).

A kernel function \( k(\mathbf{x}, \mathbf{x}') : \mathcal{X} \otimes \mathcal{X} \rightarrow \mathbb{R} \) is a function, symmetric in its arguments, if for a feature map \( \phi \) [88, 89]:

\[
k_\phi(\mathbf{x}, \mathbf{x}') = \phi(\mathbf{x}) \cdot \phi(\mathbf{x}') = \phi(\mathbf{x}') \cdot \phi(\mathbf{x}).
\]  

(3.4)

If \( k(\mathbf{x}, \mathbf{x}') \) is computationally cheaper (in terms of memory and time) than the explicit computation of \( \phi(\mathbf{x}) \cdot \phi(\mathbf{x}') \), it can be used to calculate inner products between vectors \( \mathbf{x}, \mathbf{x}' \in \mathcal{X} \), implicitly mapped to \( \mathcal{F} \). Given such a kernel function, every linear algorithm written in terms of inner products in \( \mathcal{X} \) can be extended to a non-linear variant by replacing every inner product by a kernel function.

Kernels corresponding to the previously mentioned commonly used feature maps are found in the right column of Table 3.1. As can be seen from the table, the computational cost is drastically reduced in all three cases: inner products within a Gaussian or Laplacian feature map reduce to a single evaluation of a Gaussian or Laplacian on the cartesian distance between the two points in \( \mathcal{X} \), and also the previously mentioned example of polynomial features in OCR reduces essentially to an inner product in \( \mathcal{X} \), avoiding an explicit evaluation of \( 3.7 \cdot 10^{16} \) features.

Besides these commonly used kernels, there exists a variety of other kernels, as listed in [90]. Many of them are tailored to a specific problem (DNA analysis, OCR, image classification, etc.).

3.3.2. Conclusion

Problems, which are not linear in input space \( \mathcal{X} \) become linear by mapping to an appropriately chosen feature space \( \mathcal{F} \).

Every linear algorithm written in terms of inner products in \( \mathcal{X} \) can be efficiently extended to a non-linear one by using a kernel function \( k(\mathbf{x}, \mathbf{x}') \), which implicitly evaluates inner products in a feature space \( \mathcal{F} \) without calculating (or even knowing an explicit) feature map \( \phi \).

Many different kernels (and therefore feature maps) have been published. The choice of which one can be used to solve a particular problem depends on the properties of its input vectors (such as translation and rotation invariance).

3.4. Learning Algorithms

3.4.1. Classification: Support Vector Machine (SVM)

In classification problems (3.1), the choice of a separating hyperplane with normal vector \( \mathbf{w} \) and threshold \( b \) is not unique; example planes A, B and C in Figure 3.4a are valid...
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**(a) Linear classifiers**

**(b) SVM classifier**

**(c) SVM soft-margin classifier**

**Figure 3.4.** Linear classifiers: Support Vector machine. Training data is represented by red and green points, color indicates class label.

Separators of the training data. However, *generalization properties* do strongly differ: classifier C would assign test point $P$ to the ‘green’ class, a false prediction given the distribution of the training data.

The *support vector machine* (SVM) is a supervised learning algorithm with *optimal* (proof in [85]) generalization properties, which is the hyperplane providing the *maximum margin* $\rho$ to either class of training data (Figure 3.4b). In the case of the SVM, exactly this condition is the *regularization term*, with the central purpose of minimizing the model complexity [82].

Normalization of the plane equation is performed with respect to the training examples $t_j^{\pm 1,s}$ found, symmetrically, in both classes closest to the hyperplane:

$$\pm 1 (\phi(t_j^{\pm 1,s}) \cdot w + b) = 1$$  \hspace{1cm} (3.5)

Defining the *margin* as $\rho = \frac{1}{2} \frac{w}{\|w\|} \cdot (\phi(t_j^{\pm 1,s}) - \phi(t_k^{-1,s})) = \frac{1}{\|w\|}$ maximizes the margin therefore corresponds to a constrained quadratic optimization

$$\min_{w,b} w^2 \quad \text{subject to} \quad d_j (\phi(t_j) \cdot w + b) \geq 1 \forall (t_j, d_j) \in \mathcal{D}$$  \hspace{1cm} (3.6)

Solved via Karush-Kuhn-Tucker (KKT) method, which extends Lagrangian multipliers to *inequality* boundary conditions. The Lagrangian of the problem reads

$$L(w, b, \alpha) = \frac{1}{2} w \cdot w - \sum_{l=1}^{n} \alpha_l (d_l (w \cdot \phi(t_l) + b) - 1)$$  \hspace{1cm} (3.7)

And is to be minimized with respect to $w$ and $b$, and maximized with respect to the Lagrangian multipliers $\alpha \geq 0$. The minimization leads to the saddle point equations

$$0 = \frac{\partial L}{\partial b} = \sum_{l=1}^{n} \alpha_l d_l \quad \text{and} \quad 0 = \nabla_w L = w - \sum_{l=1}^{n} \alpha_l d_l \phi(t_l)$$

$$\implies w = \sum_{l=1}^{n} \alpha_l d_l \phi(t_l).$$  \hspace{1cm} (3.8)
showing that $w$ is a linear combination of the training input vectors $t_i$, mapped to $\mathcal{F}$. Substituting this expansion into (3.7) yields the dual quadratic optimization problem

$$
\max_\alpha \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{k=1,l=1}^{n,n} \alpha_k \alpha_l d_k d_l k(t_k, t_l) \text{ subject to } \alpha_i \geq 0 \text{ and } \sum_i \alpha_i d_i = 0. \tag{3.9}
$$

The coefficients $\alpha_i$ resulting from the optimization process determine the hyperplane normal $w$ by (3.8); substitution of this expression in (3.1) defines the SVM predictor

$$
f(x) = \text{sgn} \left( \sum_{i=1}^{n} d_i \alpha_i k(t_i, x) + b \right) \tag{3.10}
$$

In most cases, there will be only a small number $N$ of training examples exactly on the margin (3.5). As illustrated in [82], such examples are actually the only ones with non-vanishing coefficients $\alpha_i$; they are referred to as support vectors. Due to $N \ll |D|$, the optimization problem is sparse.

The threshold $b$ can be determined with the help of the support vectors, improving numerical stability by evaluating the set average:

$$
b = \frac{1}{N} \sum_{j=1}^{N} \left( \frac{1}{d_j} - \sum_{i=1}^{N} d_i^2 \alpha_i^2 k(t_i, t_j) \right). \tag{3.11}
$$

Soft margins are an important extension of SVM concerning noisy data, i.e. training data containing a low number of outliers (such as the points/distance vectors marked by $\xi_i$ in Figure 3.4c). This is done by a relaxation of the boundary condition in (3.6) with the help of slack variables $\xi_i$, which quantify the training error; the training error $\sum_i \xi_i$ is then included minimization process:

$$
\min_{w,b,\xi} \frac{1}{2} w \cdot w + C \sum_{i=1}^{n} \xi_i \text{ subject to } d_j(t_j \cdot w + b) \geq 1 - \xi_i \forall (t_j, d_j) \in D, \ \xi_i \geq 0, \tag{3.11}
$$

where $C$ the parametrizes the compromize between margin maximalization and training error. This choice for the slack penalty introduces an upper bound on the Lagrange multipliers $\alpha_i$, but leaves the dual problem (3.9) otherwise unchanged:

$$
\max_\alpha \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{k=1,l=1}^{n,n} \alpha_k \alpha_l d_k d_l k(x_k, x_l) \text{ subject to } 0 \leq \alpha_i \leq C, \sum_i \alpha_i d_i = 0.
$$

3.4.2. Kernel Ridge regression (KRR)

Kernel Ridge Regression [91] is an algorithm to implement a regression function, i.e. a predictor for continuous labels. For a previously unseen argument tuple, the algorithm predicts the function value.

Least-Squares regression has been developed independently by Gauss and Legendre around the year 1800. The conventional derivation of the least-squares regression starts from the choice of a model, e.g.

$$
f(x) = w_1 \cdot x_1^2 + w_2 \cdot x_1 + w_0 \cdot 1.
$$
With the perspective of the previous sections, especially the introduction of feature space in mind, one can associate the selection of a model in the conventional linear regression with the introduction of a finite-dimensional feature map \( \phi : x \rightarrow \phi(x) \):

\[
f(x) = \phi(x) \cdot w.
\]

(3.12)

In order to determine the coefficients \( w \) of the linear model, the sum of squared residuals

\[
S(w) = \sum_j r_j^2 = \sum_j (d_j - \sum_k \phi_{j,k} w_k)^2 = \| d - \tilde{\phi} w \|^2
\]

with \( \phi_{j,k} := \phi_k(t_j) \) is minimized:

\[
\min_w S(w) \Rightarrow \nabla_w S(w) \equiv 0 \Rightarrow w = \tilde{\phi}^{-1} d,
\]

solvable if \( \tilde{\phi} \) is invertible and well conditioned.

**Kernel ridge regression** There are two major drawbacks with the conventional linear regression method: the inverse \( \tilde{\phi}^{-1} \) may be numerically unstable (due to an ill-conditioned problem), and if the feature space \( F \) is sufficiently complex, overfitting occurs.

Kernel Ridge Regression (KRR) addresses both of these problems by including Tikhonov regularization (regularization parameter \( \lambda \)) in the minimization, which penalizes the norm of the weight vector, leading to the constrained minimization problem:

\[
\min_{w,r} \frac{1}{2} r \cdot r + \frac{1}{2} \lambda w \cdot w \quad \text{subject to} \quad r_j = \phi(t_j) \cdot w - d_j.
\]

The corresponding Lagrangian with the Lagrange multipliers \( \alpha_i \) reads:

\[
\mathcal{L} = \frac{1}{2} r \cdot r + \frac{1}{2} \lambda w \cdot w + \sum_j \alpha_j (\phi(t_j) \cdot w - d_j - r_j)
\]

(3.13)

optimization: \( \max_{\alpha} \min_{w,r} \mathcal{L}(w, r, \alpha) \)

We will first perform the inner minimization:

\[
\nabla_w \mathcal{L} = \lambda w + \sum_j \alpha_j \phi(t_j) \equiv 0 \quad \Rightarrow \frac{\partial \mathcal{L}}{\partial r_j} = r_j - \alpha_j \equiv 0
\]

\[
\Rightarrow r_j = \alpha_j, \quad w = -\frac{1}{\lambda} \sum_j \alpha_j \phi(t_j)
\]

(3.14)

The weight vector \( w \) is a linear combination of the training inputs in feature space. Substituting this expression for \( w \) back into (3.12) yields

\[
f(x) = -\frac{1}{\lambda} \sum_j \alpha_j \phi(x) \cdot \phi(t_j) = -\frac{1}{\lambda} \sum_j \alpha_j k(x, t_j).
\]
Substituting (3.14) back into (3.13) allows us to state the optimization problem for $\alpha$:

$$\max_{\alpha} - \frac{1}{2} \langle \alpha | \alpha \rangle - \frac{1}{2\lambda} \alpha^\top K \alpha - \langle \alpha | d \rangle$$

with the kernel matrix

$$\hat{K} : K_{ij} = k(t_i, t_j).$$

### 3.5. Coulomb Matrix representation of molecules

The machine-learning methods presented in this chapter rely on a representation of input data as vectors, which are members of a Hilbert space, commonly called input space. Therefore, for each problem to be treated by such methods, such a representation needs to be defined. In this section, we present a brief review of a representation for molecules, a problem that is related to the present work, as both molecules and crystal structures can be interpreted as subspaces of an (abstract) chemical compound space $\mathcal{C}$. Therefore, insight gathered from this molecular representation will be applied when defining our representation of crystal structures in section 6.3.

A molecule is fully characterized by the set of cartesian coordinates and nuclear charges of all constituent atoms $\{(R, Z)_I\}$. However, given that the property to be predicted is invariant under rotations and translations, there are infinitely many possible representations of any molecule, as cartesian components do not share such invariances. The approach of directly employing such a set as input vectors to an RBF kernel is of questionable use, as it would imply a minimization over all possible translations, rotations and permutations of atom indices.

The Coulomb matrix representation [92, 93] $C_{\text{mol}}^\text{mol}$ recovers rotational and translational invariance, as its elements are defined as

$$c_{IJ}^{\text{mol}} = \begin{cases} 0.5Z I^2 & \text{for } I \equiv J \\ \frac{Z_I Z_J}{|R_I - R_J|} & \text{for } I \neq J \end{cases},$$

(3.15)

corresponding to point-charge Coulomb potential energies in the off-diagonal, providing information about geometry, while the diagonal provides information about the individual nuclear charges.

The representation was tested [92, 93] on hydrogen-saturated organic molecules, with up to 7 heavier atoms from the set $\{\text{C, N, O, S}\}$, and found to perform well in the prediction of atomization energies.

Trivial algebra shows that the orginal $r_I$ can be reconstructed from the Coulomb matrix, up to a global rotation or translation.

### Permutations of atoms

However, a fundamental symmetry is not covered directly within this representation: the individual matrix elements’ numerical values depend on the arbitrary choice of atom
index order, reflected in the order of rows and columns in CM, while, trivially, all physical properties are invariant under any permutation of atom indices.

Therefore, given a possible representation \( C_{mol}^i \) of a molecule \( m_i \), also the whole set

\[
\mathcal{M}_i = \hat{P}_n C_{mol}^i | n = 0 \ldots n_{\text{max}}!
\]

where \( \hat{P}_n \) are atom index permutation operators, acting simultaneously on rows and columns in CM representation, describes the same molecule. In principle, this finding can be accounted for by either including every member of \( \mathcal{M}_i \), with the same associated label in the training set, or by implicitly choosing the permutation resulting in the shortest Euclidian distance while evaluating the RBF distance measure; in practise, however, the fact that each training molecule would imply \( n_{\text{max}}! \) explicite or implicite training samples, negates most advantage (regarding computational complexity) of the ML approach over a KS-DFT calculation.

Refs [92, 93] discuss strategies to recover applicability of the representation. For one, the representation itself could be replaced by sorted eigenspectra \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_n) \) with \( \lambda_i \geq \lambda_{i+1} \) and \( C_{mol}^i v_i = \lambda_i v_i \), at the expense of information loss. For the other, samples of \( \mathcal{M}_i \) could be included in the training set and be employed when evaluating the distance measure.

### 3.6. Summary

In this chapter, we reviewed kernel methods in the field of machine learning (ML). The linear predictors are conceptually simple, but gain enormous power from the introduction of feature space. Kernel functions enable to use this power at only moderately elevated computational cost compared to the linear algorithms. At the same time, regularization terms within the learning process provide an effective and controllable way to prevent overfitting, and therefore greatly improve the quality of predictions on new data, which were not part of the training process.

The crucial point when applying ML methods within a new field of endavour consists in finding an input representation for the objects predictions will be made for.

We propose a representation for periodic solids in chapter 6, and evaluate its performance in chapter 9.

This chapter closes the review part of this work. In the next part, we present methods developed for our high-throughput search for superconductors.
Part II.

High-Throughput search for superconductors
4. Introduction

Today, high-throughput methods (HTM) are most well-known through their application in pharmaceutical research [22–24], which will serve as an example to explain the concept. In pharmaceutical HTM, huge libraries of substances are tested for desired properties, which in a simple case can be the effect on a protein related to a certain disease. Each test consists of the application of one substance (or one combination of substances) to one sample of the protein and a quantitative measurement of the effects. In the HTM approach, robots are used to perform such experiments simultaneously and at a very high frequency (hence the name high-throughput). This process leads to the generation of vast databases. These are then investigated using data mining techniques in order to extract knowledge from the data, which in our example could mean the combination of substances having the largest, desired effect. The term Data mining refers to data analysis techniques in the fields of artificial intelligence, machine learning (chapter 3), statistics and database systems [94]. However, experimental HTM is limited by the fact that an automatic synthesis of new substances is today only possible in a limited number of fields [95].

Computational HTM follow the same basic idea as their experimental counterpart, but avoid the limits set by the experimental synthesis of new substances. Independent ab-initio calculations of physical properties are performed on a huge number of materials. All tasks must be handled automatically [96, 97], which can be seen as an analog of the robot used in experimental HTM. As in the experimental case, properties are then collected in databases [98, 99] and investigated with data mining methods.

As calculations are performed on huge numbers of materials, HTM have to rely on computationally cheap individual calculations, restricted by the computer resources available. One of the common approaches is the introduction of descriptors [100, 101], quantities available at low computational cost but providing an estimate on the computationally expensive original problem. Furthermore, the desired low computational cost usually implies a reduction of accuracy, which needs to be nevertheless high enough to allow for a statistical evaluation. The latter is used to select candidates for in-depth studies, by means of more accurate computational methods and/or experimental research.

Therefore, our approach to a computational high-throughput search for superconductors requires, as a first task the determination of descriptors of superconductivity (chapter 5), that, while accessible at low computational cost, convey enough information to select candidate materials for in-depth research. Our approach to develop such descriptors is based both on the theoretical knowledge presented in chapter 2 and on empirical data, while connections between the former and the latter are demonstrated by
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models. Tests on the descriptors applied during a small-scale high throughput screening\(^1\) are made (chapter 8, chapter 10) and based on their predictions, a number of superconductors are identified.

Machine learning methods are evaluated as an alternative to the explicit calculation of the descriptors in chapter 6, chapter 9, with the help of the data generated in our high-throughput search.

In our search, materials are taken from a crystal structure database, the *Inorganic Crystal Structure Database* (ICSD). The methods and results of a statistical analysis on ICSD are reported in chapter 7, characterizing the library of materials available to our high-throughput search, providing information for crystal structure prediction and proposing a new chemical scale.

\(^1\)A summary on the computational implementation of out HTM is given in Appendix A, which spans both numerical considerations for a computational evaluation of our descriptors of superconductivity, and more technical ones, such as the automatic setup and the supervision of the simulations.
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The critical temperature $T_c$ of a phonon-driven superconductor can be predicted reliably [38–44] by ab-initio methods such as Density Functional Theory for Superconductors (SCDFT) [36, 37] or Eliashberg theory [47, 76], the latter also reviewed in section 2.2. However, as any such calculation relies on detailed knowledge of both electronic and phononic properties of a given material, the computational cost is large (in the order of weeks when performed on a single processor core).

It is therefore unfeasible to perform detailed calculations of $T_c$ for each and every material during a high-throughput search for superconductors (chapter 4), where a large numbers of materials need to be tested for the desired property, i.e. $T_c$.

However, given that information about the superconducting properties of a material could be estimated from a set of quantities, available at low computational cost, this information can be employed both for discarding all materials where no superconductivity is expected to be found, and to provide a ranking in order to select the most promising materials, both in terms of probability and expected $T_c$, for more in-depth processing.

In this chapter, we propose a set of quantities within the reach of a ground state Kohn-Sham DFT calculation, termed Descriptors of Superconductivity:

1. Magnetic ordering (as an exclusion criterium) section 5.1
2. Density of states at Fermi level section 5.2
3. Fermi bond localization section 5.3
4. Group velocity at Fermi level (Fermi velocity) section 5.4

Filters and a ranking functions based on these descriptors are discussed in chapter 8 and chapter 10. All of these descriptors are based on theoretical considerations about the influence of electronic properties on superconductivity within Eliashberg theory (section 2.2), focusing mainly on two aspects:

a) properties which would be detrimental to superconductivity and therefore serve as trivial exclusion criteria

b) features of the electronic structure leading to large isotropic electron-phonon coupling strength $\lambda$,

as discussed in subsection 2.3.1, the critical temperature $T_c$ is monotonically rising with $\lambda$, and it can be therefore safely considered the most influential parameter on superconductivity. Numerous such relations were evaluated in the process, however, in order to
simplify our prediction model, only the ones considered the most relevant entered the final model and are described within this work.

The selection of the relevant descriptors is the result of an iterative process, performed on a set of superconductors and non-superconductors (section 10.1), the latter definition including materials with insignificant $T_c$; starting from an initial set of materials with known $T_c$, a superconductivity prediction scheme was determined. Given the scheme, predictions of new superconductors and non-superconductors were made, evaluating the descriptors for a huge library of materials (chapter 7, chapter 8). These predictions were then verified by computationally expensive *ab-initio* calculations of the superconducting properties on a subset of predicted superconductors. In order to assess false predictions of superconductors as non-superconductors, the same was done for a few predicted non-superconductors. Prediction errors were then taken into account in order to propose new descriptors and a new scheme on the set of materials, now including also all new ab-initio superconductivity data. The idea of descriptors for superconductivity can be seen as a theoretical quantitative counterpart of the well known Matthias rules, e.g. summarized in [102, 103], which were a set of qualitative rules applied in experimental research. Matthias, who has experimentally discovered more materials with superconducting properties than any other researcher, found certain chemical and structural properties [104–107] which lead to the highest $T_c$'s known at that time (note that many of those discoveries were made before BCS theory [46] provided a microscopic explanation for superconductivity):

1. Transition metals are better than simple metals.
2. There are favorable electron/atom ratios (DOSF peaks).
3. High symmetry is good; cubic symmetry is best.
4. Stay away from oxygen.
5. Stay away from magnetism.
6. Stay away from insulating phases.

Many materials with exceptional superconducting properties do not fulfill this set of rules: MgB$_2$, the conventional superconductor with the highest known $T_c$, has hexagonal symmetry, while the whole class of cuprate high-$T_c$ superconductors *does* contain oxygen, is close to antiferromagnetic instability and derived from insulating parent compounds.

In section 10.3, we will revisit some of these rules and relate them to our descriptors.

### 5.1. Magnetic order

As discussed in chapter 2, superconductivity and magnetism can only coexist under very restricted circumstances, neither of large interest in a high-throughput search for

---

1later, connections between rules and BCS were found [108–110]
superconductors with significant $T_c$; therefore, as a first filtering step, we determine the magnetic properties of each material in order to exclude the ones exhibiting magnetically ordered ground states.

There may be a few, albeit exotic, materials exhibiting both (triplet) superconductivity and ferromagnetism, such as UGe$_2$ [111] or URhGe [112]. All systems belonging to this class show very low ($T_c < 1$ K) superconducting transition temperatures. Superconductivity under such circumstances could only arise from triplet pairing, or from disjoint segments of the Fermi surface, some of them spin-degenerate and singlet-superconducting, others spin-polarized. Both low expected $T_c$ and low frequency of the latter configuration justify an exclusion of any magnetically ordered system in our high-throughput search.

In order to setup our filter, we evaluate the total spin polarization

$$m_{\text{tot}}^{\text{abs}} = \sum_{j=1}^{\infty} f(\epsilon_j^\uparrow) \langle \psi_j^\uparrow | \psi_j^\uparrow \rangle - \sum_{j=1}^{\infty} f(\epsilon_j^\downarrow) \langle \psi_j^\downarrow | \psi_j^\downarrow \rangle,$$

and the spin polarization projected on each atom $a$ in the primitive cell

$$m_{\text{abs}}^a = \sum_{j=1}^{\infty} f(\epsilon_j) \sum_{i=1}^{N_{\text{cal}}} \langle \psi_j^\uparrow | \phi_i^a \rangle - \sum_{j=1}^{\infty} f(\epsilon_j) \sum_{i=1}^{N_{\text{cal}}} \langle \psi_j^\downarrow | \phi_i^a \rangle,$$

where $j$ runs over the KS states of the two spin channels in collinear LSDA, $f(\epsilon_j)$ denotes the corresponding occupation number and $i$ enumerates the (pseudo-)atomic valence orbitals of atom $a$.

$$m_{\text{abs}}^{\text{max}} = \max_a m_{\text{abs}}^a$$

is then taken as a measure for magnetism in a given material, indicating the maximum localized magnetic moment in a given material.

### 5.2. Density of States at Fermi Level

The relation between the density of states $\text{DOS}_F$ and the isotropic electron-phonon coupling strength $\lambda \propto \text{DOS}_F$ is a well-known concept already present in BCS theory, and has been reviewed in section 2.3.2. We therefore choose $\text{DOS}_F$ as our first descriptor, which coincides with Matthias’ second rule.

In numerical calculations, finite $\text{DOS}_F$ may be observed in narrow-gap insulators (or semiconductors), where by definition $\text{DOS}_F \equiv 0$, as the Fermi level lies within the band gap. This error is related to the fact that the smearing function (1.17) may lead to spurious occupation of conduction bands even at zero temperature. From the perspective of the $\text{DOS}_F$ calculation using a smearing for interpolation purposes, the interpolation then assumes the existence of states within the gap.

Therefore, during our high-throughput search, we detect the possible presence of a band gap separately, and $\text{DOS}_F$ is explicitly counted as zero in such cases. We employ...
a simple band counting scheme for the task, and classify any material as an insulator, where the number of Kohn-Sham bands below \( E_F \) on all \( \mathbf{k} \) points in our BZ sampling is identical.

5.3. Localization of bonds at Fermi energy

As mentioned in section 2.3.2, the contributions to \( \lambda \) can be decomposed into three parts: (1) the density of states at Fermi level, which covers the electronic phase space for electron-phonon scattering events, and which we treat explicitly as a descriptor (section 5.2) (2) the scattering amplitude for states at Fermi level subject to unit ion displacement (the deformation potential, section 2.3.2), independent of ionic mass and phonon frequency and (3) the amplitude of ionic motion, corresponding to the zero-point amplitude of a quantum harmonic oscillator and therefore incorporating the phonon frequency and the nuclear mass. In this section, we introduce the \textit{Fermi bond localization} as a descriptor of superconductivity, providing an estimate for contribution (2); in the first part of this section, we demonstrate that this term gets larger, the more strongly localized the electronic wave function is in real space. In the second subsection, our method to \textit{quantitatively} evaluate the degree of bond localization is presented.

The descriptor takes some inspiration from [113], where An and Pickett relate the strong electron-phonon coupling in \( \text{MgB}_2 \) to metallicity of the covalent, localized \( \text{B-B} \) bonds, i.e. the presence of holes in those bonds. In a later publication [40], Bersier \textit{et al.} presented a comparison of the electronic and superconducting properties of the isostructural and isoelectronic materials \( \text{CaBeSi} \) and \( \text{MgB}_2 \). Defying all similarities in the band structure, and the fact that \( \text{DOS}_F \) of \( \text{CaBeSi} \) is a factor of 2 larger than in \( \text{MgB}_2 \), the former has a negligible \( T_c \) (\( \approx 0.4 \text{K} \)), while the latter is the conventional superconductor with the highest known transition temperatures (\( \approx 39 \text{K} \)). The difference in \( T_c \) originates in a large difference of the coupling parameter \( \lambda \) (0.8 vs. 0.4), which the authors relate to a strong difference in the structure of the charge distribution of the \( \sigma \)-bond states: In \( \text{MgB}_2 \), this partial charge is more \textit{localized} than in the case \( \text{CaBeSi} \) (Figure 5.6 illustrates this, as the Fermi charge is dominated by \( \sigma \)-bond character).

5.3.1. Bond localization and magnitude of the deformation potential

The reason for the large influence of the Fermi bond localization on the magnitude of the electron-phonon coupling is evident from the structure of the electron-phonon matrix elements

\[
\tilde{g}_{\mathbf{k}, \mathbf{k}+\mathbf{q}, \nu}^{n, n'} = \sqrt{\frac{\hbar}{2 \Omega_{q, \nu} M}} \langle \mathbf{k}+\mathbf{q}, n' \mid \Delta V_{q, \nu} \psi_{\mathbf{k}+\mathbf{q}, \nu} \psi_{\mathbf{k}, n} \rangle.
\]
which for Bloch states (1.14) read

\[ = \sqrt{\frac{\hbar}{2\Omega_{q,\nu}M}} \int d^3r \ e^{-i(k+q)\cdot r} u^{*}_{k+q,n'}(r) \Delta V_{q,\nu}^{\text{scf}}(r) e^{i\mathbf{k}\cdot r} e^{i\mathbf{q} \cdot \mathbf{r}} u_{k,n}(r) \]

\[ = \sqrt{\frac{\hbar}{2\Omega_{q,\nu}M}} \int d^3r \ u^{*}_{k+q,n'}(r) \Delta V_{q,\nu}^{\text{scf}}(r) u_{k,n}(r). \quad (5.3) \]

Given any perturbation \( \Delta V_{q,\nu}^{\text{scf}}(r) \) due to a phonon \( \mathbf{q}, \nu \), it is clear that the deformation potential contribution to the electron-phonon matrix element will rise with the direct-space overlap between potential perturbation \( \Delta V_{q,\nu}^{\text{scf}}(r) \), the source \( u_{k,n}(r) \) and the target \( u^{*}_{k+q,n'}(r) \) electronic states. For the electron-phonon matrix elements to be large, it is therefore a necessary condition to have a large overlap of the electronic wave functions with the region where the variation \( \Delta V^{\text{scf}} \) is the strongest. In section 5.3.1, the variation will be shown to be maximal along the bond axis for bond stretching modes in a simple rigid-ion model, which in turn means that electronic states peaked along that axis are subject to stronger electron-phonon interaction. In the Kohn-Sham system, the self-consistent potential itself depends on the electronic density, so a second important contribution of the direct space charge distribution also enters the perturbation \( \Delta V^{\text{scf}} \).

An argument for focussing on the bonds can be derived from (5.3): Bloch states with a vanishing overlap of the lattice-periodic parts \( u_{k+q,n'}(r) \) and \( u_{k,n}(r) \) must lead to vanishing matrix elements. First of all, this fact excludes transitions between states strongly localized at different sites, such as wave functions with a strong atomic character. Note that most of these states are already excluded by the restriction of our observations to states close to Fermi level; the eigenvalues of states counted as “core states”, however, lie far lower in the energy range and are even considered as frozen in the pseudopotential approximation.

As conduction electrons, i.e. those close to the Fermi level, are orthogonal to the core states, they do not overlap with the core region. Therefore it is important to have strong \( \Delta V^{\text{scf}} \) outside that region; this means that a bonding structure, where electrons (and so the Kohn-Sham potential) are localized, is favourable for large electron-phonon coupling.

This qualitative picture can be made more rigorous by constructing a simple model that we will discuss in detail in the following.

**Model: rigid-ion chain**

The effect of the localization of bond charge on the electron-phonon coupling can be demonstrated in a simple model: consider an chain of atoms aligned with the cartesian z-axis (Fig. 5.1, upper panel), leading to an external potential

\[ V(r) = \sum_j v_j(r) \]
5. Descriptors of Superconductivity

composed of the ionic potentials \( v_J(r) \), which we assume to be radial symmetric and identical, centered at the ionic sites:

\[
v_J(r) := v(|r - R_J|) \quad \text{with} \quad R_J = (2J - 1)d e_z
\]

In the later steps, we will consider only longitudinal deformations: for purely transversal modes, the electron-phonon interaction would vanish [61]. Furthermore, in many superconductors, such as MgB\(_2\), bond-stretching phonon modes play a dominant role in the total \( \lambda \).

With this restriction in mind, we can express the external potential in cylinder coordinates \((r, z, \phi)\):

\[
V(r) = \sum_J v(\sqrt{r^2 + (z - (2J - 1)d)^2 + \eta}),
\]

where we included a small constant \( 0 < \eta \ll 1 \) to ensure analyticity in the following steps; using a finite value for this parameter in the Coulomb potential \( v(x) = \frac{1}{|x|} \) is a common technique for modelling a soft Coulomb potential, where the short-range divergence is screened, but the long-range behaviour remains unchanged.

Now consider a longitudinal, long-wavelength phonon mode, which displaces the two atoms closest to the origin symmetrically by \( s \) (Fig. 5.1, lower panel). Assuming a rigid-ion model, where the potential of an individual ion does not change due to the deformation, the perturbation in the potential reads:

\[
\Delta_s V(r, z) = v\left(\sqrt{r^2 + (z - (d + s))^2 + \eta}\right) - v\left(\sqrt{r^2 + (z - (d - s))^2 + \eta}\right) + v\left(\sqrt{r^2 + (z + (d + s))^2 + \eta}\right) - v\left(\sqrt{r^2 + (z + (d - s))^2 + \eta}\right)
\]

with \( r_+ := \sqrt{r^2 + (z + d)^2 + \eta} \) and \( r_- := \sqrt{r^2 + (z - d)^2 + \eta} \)

If we expand into first order of the displacement \( s \), we obtain

\[
\Delta_s V(r, z) \approx s \cdot \frac{z + d}{r_+} v'(r_+) - s \cdot \frac{z - d}{r_-} v'(r_-).
\]
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Figure 5.2.: Modelling the effect of bond localization when 2 atoms are displaced from position 1 to 2. **Left:** $\Delta V(r,z)^\text{soft}(5.4)$, black curve corresponds to $\Delta V(r,z)^\text{soft}$ for $z = 0$ **Middle/Right:** Integrand of (5.5) for states with different radial Gaussian widths, black curves correspond to $\rho^\text{gauss}_{\sigma_z}(r,z)$ for $z = 0$. Colorscales and $\sigma_z = 0.6$ are the same in both figures.

Note that the expansion is undefined at the original positions of the nuclei ($r = 0; z = \pm d$) when $\eta = 0$. The derivative with respect to $r$ of this expression shows that the necessary condition for stationarity of the perturbation is fulfilled at $r = 0$, i.e. all points on the bond axis:

$$\frac{\partial \Delta_s V(r,z)}{\partial r} = s \cdot r \cdot \left[ \frac{z - d}{r_+^2} \left( \frac{v'(r_-)}{r_-} - v''(r_-) \right) - \frac{z + d}{r_+^2} \left( \frac{v'(r_+)}{r_+} - v''(r_+) \right) \right],$$

independent of the actual shape of $v(r)$. For the Coulomb potential $v(r) = -\frac{1}{|r|}$, also the sufficient condition is fulfilled, as

$$\left. \frac{\partial^2 \Delta_s V(r,z)}{\partial r^2} \right|_{r=0} = -3 \cdot s \cdot \left( \frac{d - z}{\sqrt{\eta + (d - z)^2}} + \frac{d + z}{\sqrt{\eta + (d + z)^2}} \right) \neq 0,$$

as long as $d > 0$, which is fulfilled by construction. Therefore, the deformation potential for bond-stretching deformations

$$\mathcal{D}^\text{stretch}(k,n) = \langle kn | \Delta V^\text{stretch} | kn \rangle$$

of a state $|kn\rangle$ is rising with the level of localization of $|kn\rangle$ at the bond axis, due to a larger overlap with the region exhibiting the strongest perturbation of the potential.

We demonstrate now the effect in a simple model: consider an ionic *soft-Coulomb* potential (corresponding to a conventional Coulomb potential, when setting the earlier introduced analyticity parameter $\eta := 1$)

$$v(x) = -\frac{1}{\sqrt{x^2 + 1}},$$
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Figure 5.3.: Transition matrix elements for unit bond-stretching deformations in our model. Perturbation and \( \sigma_z \) are kept fixed, while the radial Gaussian standard deviation is varied. **Left panel:** \( D_s \) displayed with \( \sigma_r \) as the independent variable. **Right panel:** \( D_s \) displayed with \( b_F \) from (5.10) as the independent variable. Numeric labels represent the corresponding values of \( \sigma_z \).

which we employ to simulate the screening effect of the lower-lying states. The explicit form of the bare perturbation reads

\[
\Delta_s V(r, z)_{\text{soft}} = -\frac{s(d - z)}{\left((d - z)^2 + r^2 + 1\right)^{3/2}} - \frac{s(d + z)}{\left((d + z)^2 + r^2 + 1\right)^{3/2}}. \tag{5.4}
\]

An example is presented in the left panel of Figure 5.2, where also the stationarity at \( r = 0 \) for each \( z \) can be observed. As a second ingredient to our model, we assume that there are two Bloch states at Fermi energy, which differ only in the phase factor

\[
\psi_k(r) = e^{i k \cdot r} u(r, z) \quad \psi_{k+q}(r) = e^{i (k+q) \cdot r} u(r, z)
\]

and yield Gaussian densities (normalized to the unit cell)

\[
\rho_{\sigma_r \sigma_z}(r, z) = \langle \psi_k | \hat{n}(r) | \psi_k \rangle = \langle \psi_{k+q} | \hat{n}(r) | \psi_{k+q} \rangle = u^*(r, z) u(r, z)
\]

\[
= \frac{1}{\sqrt{2\pi} \sigma_r^2 \sigma_z^2} \exp \left(-\frac{r^2}{2\sigma_r^2} - \frac{z^2}{2\sigma_z^2}\right).
\]

For two states with a given bond localization, the bond-stretching deformation potential reads

\[
D(\sigma_r) = \langle k + q | \Delta_s V(r, z) e^{i q \cdot r} | k \rangle = \int u^*(r) \Delta_s V(r, z) u(r) \, d^3r
\]

\[
= \int_{-\infty}^{\infty} \int_{0}^{\infty} \rho_{\sigma_r \sigma_z}(r, z) \Delta_s V(r, z) \, r \, dr \, dr \, dz. \tag{5.5}
\]

The middle and right panel of Fig. 5.2 display the integrand of (5.5), visualizing the effect of two different radial standard deviations. Model calculations have been performed, keeping \( \sigma_z, d \) and \( s \) fixed, while varying \( \sigma_r \) in order to simulate Fermi bonds with different real-space localizations, the result is presented in Figure 5.3. In the left
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Panel for small widths of the charge distribution an approximately linear decrease of $D(\sigma_r)$ can be observed; for larger widths, a saturation effect occurs, as the charge distribution approaches homogeneity. The right panel of Figure 5.3 displays the relation of the model transition matrix elements and the corresponding model-independent measure $b_F$, the Fermi-bond localization measured within the Bader surface (5.10), which will be introduced in the following subsection 5.3.2. A strictly monotonic increase of the matrix element with increasing $b_F$ can be observed, the slope first increasing in the low-$b_F$ regime, while decaying above an inflection point around $\sigma_r = 1.5$. The shape of the curve has its origin in the shape of the states, and changes little (except for scale) when transitions occur induced by different perturbations.

5.3.2. A well-defined quantifier for the Fermi bond localization

The analysis presented in [40] is not directly applicable in the context of a high-throughput method, as it is based on a visual comparison of the charge localization of two structurally and electronically very similar materials. Especially, the character of the bands at Fermi level in both materials is comparable, a fact that allowed the authors to compare the partial densities originating from the same bond character.

In this section, we describe our idea to generalize the aforementioned idea to a quantitative “Fermi bond localization”.

Our approach consists of an analysis of the Fermi charge distribution, quantifying the corresponding bond localization by integrating the absolute value of the charge gradient $|\nabla \rho(r)|$ in the direct-space region relevant for bonding: this quantity will be large when strong localization occurs, and assuming a homogenous charge distribution, corresponding to metallic bonding, it will vanish. One difficulty in the introduction of a bond-related quantity lies in the separation of “ion” and “bond” states, due to a missing strict and consistent definition of such a separation, especially in the context of a plain-wave basis Kohn-Sham DFT method. Moreover, the charge varies rapidly in the core region and would easily dominate the result, so care must be taken to restrict the analysis to regions sufficiently far from the core. An approach by removing spherical regions around the nuclei proved problematic, due to the arbitrariness of the radii and the assumption of a spherical shape.

In order to achieve the goal of consistent description, we turn to a technique known as Bader analysis, and restrict our analysis to the charge distribution within surfaces, rigorously defined by the total charge density.

Bader Surface

Bader formulated [114] a Theory of Atoms in Molecules; in this context, he suggested a particularly elegant scheme for partitioning space into volumes associated to the constituent atoms of a molecule, which can easily be generalized to periodic boundary conditions (Figure 5.4 illustrates this concept): the total charge density $\rho(r)$ of a material does always exhibit maxima close to the nuclei (due to the low-lying core states) and as a trivial consequence there exist density minima in the interstitial region. A Bader surface
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(Fig. 5.4, black vertical line) is a surface $\mathcal{B} \subset \mathbb{R}^3$ with normal vectors $\mathbf{n}(\mathbf{b}) : \mathcal{B} \rightarrow \mathbb{R}^3$, fulfilling

$$\mathbf{n}(\mathbf{b}) \cdot (\nabla \rho(\mathbf{r})) \equiv 0 \quad \forall \mathbf{b} \in \mathcal{B}. \quad (5.6)$$

In words: the surface defined by consisting of points at charge-density minima with respect to lines perpendicular to the surface. The point $\mathbf{r}_c$, where $\nabla \rho(\mathbf{r}_c) = 0$ is called the bond critical point in Bader’s theory; the density $\rho(\mathbf{r}_c)$ at this particular point can be interpreted as a measure for the shared electron density within the bond, and thus be used to classify the bond as “ionic” (when $\rho(\mathbf{r}_c)$ is small) or “covalent” (when $\rho(\mathbf{r}_c)$ is large).

Conventionally, $\mathcal{B}$ is directly used for partitioning of direct space: the volume $\mathcal{V}_I$ (Fig. 5.4, colored backgrounds) between the nuclear equilibrium position of atom $I$ and the segments of $\mathcal{B}$ enclosing it is defined as being associated with atom $I$. Evaluation of a quantity on $\mathcal{V}_I$ can then be performed in order to find atom $I$’s contribution. A typical example is the evaluation of local charge

$$\rho_I = \int_{\mathcal{V}_I} \rho(\mathbf{r}) \, d^3\mathbf{r}$$

in order to evaluate the ionization state or spin polarization

$$m_I = \int_{\mathcal{V}_I} \rho^\uparrow(\mathbf{r}) - \rho^\downarrow(\mathbf{r}) \, d^3\mathbf{r}$$

for assigning a localized magnetic moment to a particular atom.

**Bader Bond Localization**

We follow a slightly different route, as we intend to quantify the localization of the Fermi bond charge. By its definition (5.6), the Bader surface lies in an area deemed most representative for the chemical bonds [114] of a given system, as it is constructed around the bond critical points (Fig. 5.5, left panel). The gradient of the total charge density $\nabla \rho(\mathbf{b})$ within the Bader surface refers only to spacial variations within the surface, as

$$\mathbf{n}(\mathbf{b}) \cdot \nabla \rho(\mathbf{b}) \equiv 0. \quad \text{The localization of the bond charge between atoms } I \text{ and } J \text{ in}$$
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Figure 5.5.: Concept of the Bader bond localization $b$: $\rho(r)$ is evaluated within the Bader surface (left). The right figure demonstrates the evaluation of (5.8) for bond charges with different localization properties, described by Gaussian distributions on a closed 1d Bader surface (ring).

For a molecule, with a (possibly infinitely large) separating surface segment $B_{I,J}$, can be evaluated from

$$\tilde{b}^{I,J} = \frac{\int_{B_{I,J}} \rho(b) |\nabla \rho(b)| dB}{\int_{B_{I,J}} \rho(b) dB}.$$  \hspace{1cm} (5.7)

The localization of all bonds in a system can then be determined as

$$\tilde{b} = \frac{\int_{B} \rho(b) |\nabla \rho(b)| dB}{\int_{B} \rho(b) dB}.$$  \hspace{1cm} (5.7)

Restricting to the case of solids (where all atomic volumes $V_I$ must be closed) and restricting the integration to the Bader surface within the unit cell $B_C$, could be used as a measure for the total bond localization unbiased by the total charge within the surface, as the normalization can be performed with respect to the surface area in the case of closed volumes. The right panel of figure 5.5 demonstrates this concept on a two-dimensional model: in this case, a closed Bader surface corresponds to a ring around each atom. The Bader bond localization (5.8) was evaluated for different normalized (model) Gaussian charge distributions ranging from very localized ($\sigma = 0.1$) to almost homogenous ($\sigma = 0.8$), clearly demonstrating the effect of the localization properties on our $b$.

Fermi Bader Bond Localization

We have to introduce another important generalization over the analysis presented in Ref. [40] to obtain a quantity applicable to a wide range of materials: the authors presented a comparison of bond charges resolved by bond character, which was only possible due to the similarity of the two presented materials.
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Figure 5.6.: Local density of states at Fermi level of CaBeSi (left) and MgB2 (right) in the hexagonal plane. Thick lines are schematic representations of the Bader surface (determined from the total charge). Color scales and contour levels are identical in both figures.

As a first step, based on the insight that only transitions between electronic states very close to Fermi level contribute to $\alpha^2F(\omega)$, we introduce the concept of a Fermi local density of states

$$N_F(r) = \sum_{n,k} \langle \psi_{n,k} | \hat{n}(r) | \psi_{n,k} \rangle \delta(\epsilon_{n,k} - E_F),$$  

(5.9)

corresponding to the charge density of all electronic states at Fermi level, if they were all fully occupied.

We can now evaluate (5.8) for $N_F(r)$ instead of $\rho(r)$, in order to determine the localization of the bond states actually contributing to the electron-phonon coupling:

$$b_F = \int_{B_C} |\nabla N_F(b)| dB / \int_B dB,$$  

(5.10)

which we include in our set of descriptors.

Figure 5.6 visualizes this concept for the 2 cases compared in [40], applied within the BeSi layers of CaBeSi and the B2 layers of MgB2. Both density plots display $N_F(r)$ within the layers, while the gradients can be read from the density of the contour lines (color maps and contour levels are identical in both subgraphs in order to ease a visual comparison). Schematic representations of the Bader surface intersections with the layers are drawn as thick black lines. Based on the qualitative comparison, a significantly larger $b_F$ (5.10) is expected in MgB2 than in CaBeSi.

**Numerical approximation of the surface integral** In practical calculations, quantities such as $\rho(r)$ or $\rho_F(r)$ are represented on discrete grids $\mathcal{R} = \{r_i\}$ within the unit cell of the direct lattice.

\(^2\)determined via the method in A.1
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Figure 5.7.: Fermi Bader Bond Localization in our implementation: $|\nabla N_F(\mathbf{b})|$ in CaBeSi (left) and MgB$_2$ (right). $\mathbf{b}$ are grid points in the vicinity of the Bader surface, Bader surfaces in both figures are displayed only in the vicinity of the BeSi rsp. B$_2$ planes. Color scales are identical in both figures.

Therefore we approximate the surface integral in (5.10) by a volume integral

$$b_F \approx \lim_{\varepsilon \to 0} \int_{B_\varepsilon} |\nabla N_F(r)| dV / \int_{B_\varepsilon} dV$$

in a small shell around the Bader surface $B$:

$$\min_{b \in B} |\mathbf{n}(b) \cdot (b_\varepsilon - b)| \leq \varepsilon \quad \forall \ b_\varepsilon \in B_\varepsilon.$$ 

Assuming that, based on

$$\mathbf{n}(r_B) \cdot \nabla \rho(r_B) = 0,$$

also $\mathbf{n}(r_B) \cdot \nabla N_F(r_B) \ll |\nabla N_F(r_B)|$,

$b_F$ is only weakly dependent on $\varepsilon$. With this assumption in mind, the value of $\varepsilon$ is chosen as a small multiple of the distance between grid points in direct space, while compensating for grid anisotropy.

Example: CaBeSi and MgB$_2$

We will now briefly review the results for our measure of the Fermi bond localization, on the two example materials CaBeSi and MgB$_2$ mentioned earlier in this section, in order to illustrate the application of the method. As described in section A.1, the surface integral is replaced by volume integration within a thin shell of width $\varepsilon$ around the Bader surface.
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Figure 5.8.: Normalized statistical distribution of $|\nabla \rho(r_B)|$ in CaBeSi and MgB$_2$

Figure 5.9.: A strictly molecular solid corresponds to a narrow-band insulator

Figure 5.7 displays the integrand $|\nabla N_F(r)|$ (with identical color maps) on the integration volume $B_\epsilon$. Only a slice of $B_\epsilon$ in the vicinity of the BeSi (B$_2$) planes of CaBeSi (MgB$_2$) is shown in the figures. While the Fermi charge around the surface in CaBeSi exceeds the one in MgB$_2$ by about 50%, the large difference in charge localization can be clearly observed from the magnitude of the charge gradient used to color both surfaces.

The electronic states around the Fermi level contribute to $N_F(r)$ mostly within this region surrounding the planes, while little Fermi charge can be found in the surface segments between the plane atoms and the alkaline earth atoms above/below the planes. This fact is reflected in a large baseline of comparatively low $|\nabla N_F|$ values in both cases, displayed as normalized histograms in Figure 5.8.

Therefore, our measure for the bond localization yields an increase by 60% in MgB$_2$, compared to CaBeSi.

5.4. Fermi velocity

There is, however, a whole class of systems consisting of crystals with what could be called a strong molecular character, where even strongly localized Fermi bonds would not contribute significantly to the global electron-phonon coupling $\lambda$, if the system was indeed metallic.

Based on this idea, we define a molecular solid as a system $S$, which consists of finite local subsystems $s_1, s_2, \ldots, s_n$, which behave like isolated molecules; bonds with covalent character are only formed locally among the members of each $s_i$, and the extent of electronic valence density into the intermediate regions is negligible (Fig. 5.9, left panel).

Effects of the lattice periodicity on the electronic states, which normally lead to a
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significant broadening of the electronic eigenvalues into energy bands with a finite dispersion, are small in all valence bands of such a system, i.e. the group velocity

\[ v_{kn} = \frac{1}{\hbar} \frac{\partial \epsilon_{kn}}{\partial k} \]  

(5.11)
of all valence states is vanishingly small. Therefore, the spectrum is composed of sharp \( \delta \) peaks of the isolated subsystems’ molecular electronic states, in principle making such a system an insulator with a band gap too large for phonon-induced transitions (Fig. 5.9, right panel). A single phonon carries an energy of around \( 10-100 \text{meV} \), which can be absorbed or emitted during a transition between electronic states. In the case of an insulator, the band gap lies in the order of \( 1\text{eV} \), which is outside the range of phonon-induced transitions. Therefore only metals can exhibit superconductivity, and the phonon energy scale is also the reason why our research is focused on the Fermi energy.

In our high-throughput calculations, we are restricted to computationally cheap Kohn-Sham DFT exchange-correlation functionals such as local spin density approximation (LSDA), which may predict a metallic ground state in such systems. A fundamental reason, in the context of molecular solids, is the poor description of strong correlation effects by LSDA, such as in the prototypical failure to describe the transition to a paramagnetic, insulating state when increasing the interatomic distance in a lattice of hydrogen atoms [115]. Members of this class of systems, where insulating behaviour arises from correlation effects, are called Mott-Hubbard insulators.

Moreover, in the case of very low electronic bandwidth and therefore low Fermi velocity \( v_F \), Eliashberg theory of superconductivity (section 2.2) becomes invalid: it is founded on the Migdal theorem, which on the basis of an adiabatic parameter \( \propto v_F^{-1} \) justifies the neglect of all phononic contributions to the electron self energy containing more than one phonon propagator (vertex corrections). Obviously, this assumption is violated in systems where \( v_F \) is small.

Despite the LSDA’s fundamental unreliability in the context of strongly correlated systems, the KS bands in the case under consideration, i.e. molecular solids, tend to be narrow. Due to this fact, we can use the group velocity of states at the Fermi level to estimate in how far a given system exhibits features resembling a molecular solid, and introduce an isotropic measure

\[ v_F := \sum_n \int |v_{kn}| \delta(\epsilon_{kn} - E_F)dk / \sum_n \int \delta(\epsilon_{kn} - E_F)dk, \]  

(5.12)
as an additional descriptor of superconductivity, introduced in order to filter out cases where predictions with present theory can be problematic.

5.4.1. Example: KO\(_2\)

One example of such systems appearing in our high-throughput search is KO\(_2\). As displayed in Figure 5.10a, the crystal structure can be described by O\(_2\) dimers, embedded in a matrix of potassium atoms, with the potassium atom formally donating its valence electron to the dimer.
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(a) Crystal structure: O₂ dimers, embedded in a potassium matrix

(b) LDA band structure, exhibiting very low \(v_F\) in the almost molecular O₂ π bands

(c) \(\left| \nabla N_F(r) \right|\) within the Bader surface; Colormap is rescaled by factor 10, compared to Figure 5.7

Figure 5.10.: K⁰²: a strongly correlated, molecular crystal, predicted falsely as metallic within LDA

In experiment [116] the O₂ dimers show properties resembling isolated molecules, and due to the \(\frac{3}{4}\) filling of their πₐ molecular orbitals, possess localized magnetic momenta. This fact gives rise to a complex magnetic phase diagram of the material, with an antiferromagnetic phase at temperatures below 7.1 K. Moreover, K⁰² is an insulator.

Our simulations predict the system to be metallic and nonmagnetic, due to a couple of reasons. For one, as localized magnetic momenta are a feature hardly observed within \(sp\) systems, we do not include spin degrees of freedom when performing calculations on them, to lower the computational cost. As this system is strongly correlated, also simple LDA and GGA calculations including spin do not yield results in agreement with experiment, which could, in principle, be achieved by more complex approaches, such as "generalized Kohn-Sham" [117, 118].

The electronic charge is strongly localized within the π bonds of the oxygen dimers; actually, the resulting Fermi bond localization, computed via the method described previously, is within the highest 1% observed on any material in our high-throughput search.

However, due to the isolated character of the O₂ dimers, such states exhibit little dispersion (in the band structure picture), a fact that is reflected in the Fermi velocity \(v_F\), belonging to the lowest 6% of all materials predicted as metallic by our LSDA calculations. Therefore, in the example of K⁰², \(v_F\) provides sufficient information to classify the system as molecular and strongly correlated.
5.5. Summary

In this chapter, the structure of a computational experiment to be performed on each of the candidate materials in a high-throughput search for superconductors has been proposed, which consists of the numerical evaluation of set of scalar quantities, the *descriptors of superconductivity*:

- absolute magnetization $m_{\text{abs}}^{\text{tot}}$ and spin polarization per atom $m_{\text{abs}}^{\alpha}$
- density of states at Fermi level $\text{DOS}_F$
- Fermi bond localization, evaluated within the Bader surface $b_F$
- isotropic Fermi velocity $\bar{v}_F$

All these quantities can be evaluated within the framework of Kohn-Sham density functional theory, and are well founded on theoretical considerations, supported by empirical data. The computational cost of each experiment is moderate, ranging from a processorminutes to a few processorhours depending on the size of the system; a small-scale high-throughput search therefore can be very well performed with the help of a present computation facility.

In chapter 8, we present statistical data on each descriptor gathered during our high-throughput search for superconductors, performed on approximately 8,000 different materials. As discussed within the present section, our descriptors are expected to show some degree of interdependence; chapter 8 therefore includes a quantitative analysis on the latter. A simple prediction model for superconductivity based on $\text{DOS}_F$, $b_F$ and $v_F$ will be introduced and evaluated in chapter 10, establishing a relative weighting of the quantities against each other.

In the next chapter, we will describe our methodological development to apply machine learning techniques to the prediction of such descriptors directly from the crystal structure.
6. Representation of crystal structures for machine learning

In the previous chapter, we introduced our descriptors of superconductivity in order to obtain a rough estimate of the superconducting properties within Kohn-Sham DFT at a moderate computational cost.

However, this moderate cost still poses a serious bottleneck for high-throughput methods (HTMs): raising the limits on the unit cell sizes and chemical compositions, the thereby defined subspace of chemical compound space $C$ becomes so large, and the complexity of the unit cells so high, that, even within the efficient framework of Kohn-Sham density functional theory (KS-DFT, subsection 1.1.2), a systematic high-throughput exploration grows beyond reach for present-day computing facilities.

Recently, machine learning methods (ML, chapter 3) have contributed accurate models for predicting molecular properties [92, 93], transition states [119], reaction surfaces [120], potentials [121] and self-consistent solutions for DFT [122]. All these applications deal with finite systems (atoms, molecules, clusters).

Extending such methods to periodic systems would provide a strong boost to the throughput in a high-throughput search for superconductors, given that such methods could be applied to directly predict the descriptors from the crystal structure of a given material $m_i \in C$: while a typical KS-DFT calculation of our descriptors of superconductivity (chapter 5) may require a couple of minutes up to a few hours to complete, ML methods typically only require fractions of a second for a single prediction.

Discrete-valued descriptors, such as the metallicity of a given material, map to classification problems in machine learning terminology, and can be predicted by a support vector machine (SVM, subsection 3.4.1). Continuous-valued descriptors (e.g. the Fermi density of states) pose a regression problem, to which kernel ridge regression (KRR, section 3.4.2) is applied.

Both techniques assume nonlinear maps between input data (representations of the crystal structure) and the observable being predicted. Whether or not this unknown map can be approximated by the predictor depends strongly on the representation chosen for the input [123–125].

To be more specific: in order to employ machine learning methods, one needs to represent all crystal structures as vectors $x_i$ in an input (Hilbert) space $X$, i.e. establish a map $x : C \rightarrow X$. The nonlinear problem is linearized by mapping from $X$ into a potentially high-dimensional feature (Hilbert) space $F$ (section 3.3). Given that a linear algorithm’s dependence on the input vectors $x_i, x_j$ can be expressed solely by inner products $\langle x_i \mid x_j \rangle$, mapping to $F$ can be implicitly performed by the substitution of the inner product by an appropriate kernel function (subsection 3.3.1). In the context of
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In this work, radial basis function (RBF) kernels, such as the Gauss kernel, are employed. Such kernels do only depend on the distance between the representations \(|x_i - x_j|\) in input space.

Therefore, the central task of extending ML techniques towards our field of endeavour consists in finding a representation and distance measure that quantitatively describes the similarity, considering the label to be predicted, of any two given crystal structures \(x_i\) and \(x_j\).

For finite systems, one particular way of representing finite systems, namely the so-called Coulomb matrix (CM), has been very successful [93]; we outlined this representation in section 3.5.

In section 6.2, we briefly discuss fundamental problems of extending the Coulomb matrix representation to crystal structures by information contained in the Bravais vectors (B+CM).

The thereby gathered insight is incorporated in a novel statistical representation of crystal structures, the partial radial distribution function (PRDF), presented in section 6.3, with significantly enhanced prediction performance over any B+CM approach.

This chapter documents our collaboration with the Machine Learning Group at TU Berlin [126].

6.1. Conventional description of crystal structures

In the solid state community, crystals are conventionally described by the combination of the Bravais Matrix, containing the primitive translation vectors \(a_{1...3}\), and the basis, setting the position \(R_I\) and type \(Z_I\) of the atoms in the unit cell. This type of description is not unique and thus not a suitable representation for the learning process since it depends on a number of arbitrary choices: first of all, the coordinate system for both \(a_i\) and \(R_I\) may be rotated or translated, which, while leaving the actual crystal structure unchanged, leads to significant change of the cartesian components, and an artificial ordering is imposed on the basis atoms. While both former cases apply also to molecules, there is an additional degeneracy for crystal structures: the choice of the unit cell, as any structure \(m\) may also be described by any supercell \(\tilde{m}\), adapting both bravais vectors and basis. Summarizing, there exists an infinite number of equivalent representations that would be perceived as distinct crystals by the machine. In principle, recognizing equivalent representations could also be tackled by machine learning directly as done for molecules in Ref. [92, 127, 128]. However, a significant computational cost in terms of size of the training set had to be paid. Due to the aforementioned larger ambiguity in the case of crystals, an even higher cost is expected.

6.2. Problems in Coulomb-matrix-inspired representations of crystals

As the Coulomb matrix representation (section 3.5) proved valuable in the representation during ML experiments on molecules, it is tempting to to simply extend the representa-
tion by information about the lattice, a family of representations we summarize under the label “Coulomb matrix extended by Bravais vectors” (B+CM).

However, there are additional levels of degeneracy in conventional descriptions by atomic basis $\mathcal{B}$ and lattice vectors $\mathbf{a}_{1,3}$ of crystal structures, besides the degeneracy arising from the choice of rotation and translation (as a whole) also present in molecules:

**choice of lattice vectors and unit cell**, as the same material can be also described by any supercell, e.g. basis $\tilde{\mathcal{B}} = \mathcal{B} \cup \{\mathcal{B} + \mathbf{a}_1\}$ and lattice vectors $\tilde{\mathbf{a}}_1 = 2\mathbf{a}_1, \mathbf{a}_{2,3}$.

**translation of any basis atom by a direct lattice vector** leaves the structure described is unchanged.

While the latter could be, in principle, compensated by employing $\min_{\mathbf{R}} |\mathbf{R}_i - \mathbf{R}_j - \mathbf{R}|$ as a distance measure in the off-diagonal denominator of a CM representation, the set of $\mathbf{R}$ available to the minimization depends on the former choice, causing further ambiguity in the description. Moreover, when the distance measure between any two structures with different cell sizes are computed, supercell expansions to the least common multiple of both cells have to be performed, as the sparse row/columns scheme employed in the molecular case would not account for the environment in an infinite, filled solid. The resulting comparatively large cell sizes yield a combinatorial nightmare, due to the factorial dependence of the possible atomic permutations (3.16) on the cell size. The same consideration is even more emphasized in the representation of crystals by CMs of finite, representative clusters. In principle, complexity could be reduced by a coarser sampling of the index permutations; however, this reduction comes with a significant cost in prediction accuracy.

Furthermore, as the bare nuclear charges are entering in the numerators, the distance measure can be interpreted as employing differences of nuclear charges as a measure of similarity between chemical elements, which strongly contradicts chemical insight. This fact may be less problematic in the case of [93], where a subspace of $\mathcal{C}$ is, by choice of the very restricted set of constituent elements and the size training set, densely sampled, effectively reducing the probability of information inferred from other elements. However, as the set of constituent elements in our dataset (chapter 8) spans most of the periodic table, while the number of crystal structures in ICSD is comparatively small, the sampling in our subspace of $\mathcal{C}$ is far coarser, raising the probability of such undesirable information transfer.

In summary, all B+CM representations in our experiments either turned out too complex for practical application or did not account for fundamental symmetries of periodic systems in a way suitable for SVM and KRR predictors. Therefore, while delivering a complete description of crystal structures (from a human point of view), the resulting accuracy of predictions is far worse than in the molecular case [93].

### 6.3. Partial Radial Distribution function

Based on these observations, we can now formulate a set of desirable properties of a representation of crystal structures employable for machine learning predictions of global
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Figure 6.1.: Partial radial distribution function, representing the density of atoms of type \( \beta \) in spherical shells around an atom of type \( \alpha \)

properties, such as the density of states at Fermi level DOS\(_F\) and the metallicity. These properties can be summarized as “invariance to human choice” of the representation of a single crystal; the representation should be invariant to

- choice of the cartesian axis (global rotation and translation)
- choice of atom indices (any reordering of atoms)
- choice of the unit cell (crystallographic description by a supercell \( \hat{m}_j \) of material \( m_j \) should map to an identical ML representation).

Furthermore, the distance measure should not derive similarity of inequal periodic elements from the difference of nuclear charge.

A very simple representation fulfilling could be vectors

\[
n = (n_H, n_{He}, \ldots, n_U)/V,
\]

where \( n_{el} \) is the number of atoms of the corresponding element per unit cell, and \( V \) is the volume thereof. The information about periodic elements is such encoded by the index of component, and each component contains a density of nuclei of the given type. However, in this representation, effectively all information about the geometry of the crystal structure is lost.

This loss of geometric information is especially severe, as the physical properties of a material depend strongly on the formation of chemical bonds between a given atom and the neighbouring ones, where, besides the elements involed, also the interatomic distance plays an important role.

In order to retain information, both on bond lengths and on the overall crystal structure, we employ an approach to represent a crystal structure by pair distribution functions: given any two atoms \( I \) and \( J \) of the basis, the density of (potentially periodic replica of) \( J \) in a spherical shell at a distance \( r \) and of width \( dr \) around atom \( I \) is given
by
\[
g_{IJ}^{\text{dr}}(r) := \frac{1}{V^{\text{dr}}(r)} \sum_{R} \theta(|R_I - R_J + R| - r)\theta(r + dr - |R_I - R_J + R|)
\]
where \( R \) are direct lattice vectors, and
\[
V^{\text{dr}}(r) := \frac{4}{3}\pi ((r + dr)^3 - r^3)
\]
is the volume of the associated spherical shell. In this form, a pair distribution function is not applicable as machine learning input, as indices \( I \) and \( J \) run over the basis, which changes from material to material. However, we may switch the indices to enumerate chemical elements, and normalize with respect to the number of sites in the unit cell occupied by the first element in order to regain unit cell choice invariance:

\[
g_{\alpha\beta}^{\text{dr}}(r) := \frac{1}{N_\alpha} \sum_{i=1}^{N_\alpha} \frac{1}{V^{\text{dr}}(r)} \sum_{j=1}^{N_\beta} \sum_{R} \theta(|R_{\alpha_i} - R_{\beta_j} + R| - r)\theta(r + dr - |R_{\alpha_i} - R_{\beta_j} + R|)\delta_{Z_{\alpha_i},Z_I}\delta_{Z_{\beta_j},Z_J}
\]

We call this representation the partial radial distribution function (PRDF), which describes the density of atoms of type \( \beta \) around an atom of type \( \alpha \), averaged over all instances of \( \alpha \) within the unit cell (Figure 6.1a). The distribution is globally valid due to the periodicity of the crystal and the normalization with respect to the considered crystal volume. The PRDF can be related to radial distribution functions as used in the physics of x-ray powder diffraction [129] and text mining from computer science [130, 131].

As input for the learning algorithm, given a material \( m \), we employ the feature matrix
\[
X(m) \text{ with entries } x_{\alpha\beta,n} = g_{\alpha\beta}^{\text{dr}}(m, r_n)
\]
i.e., the PRDF representation of all possible pairs of elements as well as shells at fixed set of radii up to an empirically chosen cut-off radius. The feature matrix of a (hypothetical) MgCa alloy is presented as a schematic example in Figure 6.1b: the object is largely sparse; non-zero entries are represented by filled spheres, which, by the definition of the PRDF, can only occur in the columns corresponding to MgMg, CaCa, MgCa and CaMg element pairs.

The distance of two crystals is then defined as the distance induced by the Frobenius norm between such matrices
\[
d(m_i, m_j) := |X(m_i) - X(m_j)|
\]
and may enter a RBF kernel. In this manner, we have defined a novel global descriptor as well as a similarity measure for crystals which is invariant under translation, rotation and the choice of the unit cell. Furthermore, the periodic elements enter our representation merely as dimensions, avoiding any bias by assumed chemical similarity, which would happen in representations derived from Coulomb matrices (section 6.2).
6.4. Summary

In this section, we presented a method to represent crystal structures as vectors in a Hilbert space. Such a representation is essential for the application of machine learning kernel methods to the prediction of electronic properties, as it defines the *input space* such methods rely on. An assessment of the quality of such predictions is presented in chapter 9.

This chapter closes our high-throughput experiment design block and proceed to a description of the library of materials our HTM experiments are performed on.
7. Library of Materials

In the previous two chapters, the design of simple computational experiments to be performed on individual materials during our search for superconductors by high-throughput methods (HTMs) has been established: in chapter 5, the descriptors of superconductivity were introduced, which allow for an estimate of the superconducting properties at the moderate computational cost of Kohn-Sham DFT calculations; in chapter 6, a path has been laid to predict such quantities via machine learning techniques, at almost negligible computational complexity.

In this chapter, we present the library providing the materials to our search, which is the second ingredient to any HTM, as the automatized experiments evidently need to be performed on a set of substances.

Moreover, we present methods to extract a subset of materials actually usable within our calculations in section 7.2: as is the case with every library, not all information is applicable to every possible context. A statistical analysis on this subset is presented in section 7.3.

7.1. Description of crystal structures within ICSD

Crystallographic data for our high-throughput search is taken from the comprehensive Inorganic Crystal Structure Database (ICSD) [51]. Entries correspond to descriptions of crystal structures reported within scientific publications; FIZ Karlsruhe, the organization responsible for the database, integrates both newly reported and legacy crystal structures on a regular bases. Both experimental results, such as structures determined via powder and single crystal diffraction measurements, and theoretically predicted materials are contained in ICSD, adjoined by a reference to the original article.

The version of the database employed for this work contains 135,468 crystal structures in total, each of them uniquely identified by a collection code (coll_code) that does not change between different versions of ICSD, and is therefore commonly used when reporting scientific results based on materials found in ICSD.

As a relational database, ICSD consists of a set of tables; entries in one table may reference one or more entries of another table. The central table icsd contains global information about each material, such as the spacegroup, the Pearson symbol (which combines Bravais lattice type and number of atoms per conventional cell), the lattice parameters and a reference to the original publication. Other tables provide information such as chemical composition, and site information (occupied Wyckoff positions including multiplicities and the associated chemical element).

While far more information is contained in the database, also used in the present work,
the aforementioned entries are the most relevant for the analysis presented in section 7.2 and section 7.3.

7.2. Criteria for excluding materials from our search

ICSD contains a huge number of materials (about 140,000), many of which are inaccessible or undesirable in our high-throughput search for superconductors. In this section, we describe reasons for excluding materials, while in section 7.3 statistical data about the remaining and therefore usable materials is presented.

7.2.1. Incomplete crystal structures

Limitations of the experimental measurements of crystal structures may lead to an inability to specify the exact position of all constituent elements (most prominently Hydrogen in the context of x-ray diffraction) in the primary literature.

Nevertheless, ICSD includes a significant amount of such structures, where the position of the respective atom is marked as null, i.e. unspecified. While in principle a position could be determined by theoretical methods involving simulations of structural relaxation, the computational demand would exceed the context of the present work. Therefore, we explicitly exclude such materials from our high-throughput search for superconductors, removing 15,224 crystals from the material set we classify as ‘usable’.

7.2.2. Alloys

A second class of materials we do explicitly exclude from our ‘usable’ set of materials are alloys. Site occupation numbers in this case are fractional, and correspond to a disordered population of the given position by two or more elements. Within solid-state Kohn-Sham DFT, such materials could be in principle simulated either by constructing very large supercells or by applying the virtual crystal approximation (VCA), where pseudopotentials for such fractionally occupied sites are carefully constructed in order to represent the statistical mixture. Both approaches are prohibitively expensive in the context of our high-throughput search for superconductors, the former due to the computational demands, the latter due to the required amount of careful manual interaction and the fundamental limits of VCA. Due to this fact, we explicitly exclude ICSD’s 51,772 alloys from the set we classify as ‘usable’.

7.2.3. Filtering by constituent elements

As ICSD contains a comprehensive set of materials, it also includes compounds of questionable practical usefulness as potential superconductors: compounds containing transuranium elements. Due to radioactive decay of such elements, they both pose a danger for researchers handling them during crystal synthesis, and would quickly introduce defects in the respective crystal structures due to the potentially low half lives of
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even their most stable isotopes. Therefore, we explicitly exclude any such compound from the ICSD’s subset we consider usable.

A more technical reason for the exclusion of materials containing certain elements lies in the nature of our plain-wave-basis LDA Kohn-Sham calculations: $f$ transition metals are particularly hard to describe by pseudopotentials reliably, therefore few have been published. Due to this fact, we explicitly exclude materials containing the lanthanides praseodymium, europium, terbium, dysprosium, holmium and erbium and the actinide thorium from our search.

Eventually, excluding both classes of compounds reduces the 'usable' subset of ICSD by another 9.024.

7.2.4. Duplicate materials

During our analysis of the crystal structures, we made the observation that ICSD also contains crystal structures that are sometimes truly identical, sometimes very close to each other, while the latter may actually be the result of measurements under pressure (a fact that cannot be easily determined from the data provided). On the first view, the presence of duplicates would merely lead to an increased computational cost due to the redundant numerical calculations, which would be desirable to avoid. However, in the context of statistical methods, including both the basic statistic analysis presented in this chapter and chapters 8/10 and the techniques employed in our (statistical) machine learning experiments (Chapter 9), such redundancy poses a serious problem due to the introduced statistical bias.

A simple graph-theory based clustering approach has been applied in order to solve this problem, due to the fact that the problem of eliminating duplicates from the dataset can be re-interpreted as a clustering problem: our approach identifies groups of mutually very similar materials (clusters), and represents each cluster by only one member, discarding the remaining members as they are duplicates.

Let us start our description by the criteria we apply when comparing two crystal structures $C_i$ and $C_j$: both materials are counted as 'approximately equal' if

- chemical composition of the unit cells is identical
- Space groups are identical
- Label/multiplicities of the Wyckoff positions occupied by all atoms are identical
- in the case of occupied Wyckoff positions with variable components, all absolute differences lie below 0.001
- unit cell volumes differ by less than 10%, a threshold employed to separate structures under pressure.

In our graph theoretical clustering approach, each crystal structure is represented as a vertex $N_i$ in a graph $\mathcal{G}$. An edge between two vertices $N_i$ and $N_j$ is established if both
Data: $\mathcal{A} = \{A_1 \ldots A_n\}$;  // Binary row vectors of adjacency matrix
Result: $\mathcal{M}$;  // Totally connected subgraphs

1 while size($\mathcal{A}$) > 0 do
2 \hspace{1em} $c = \min_j |A_j|$;  // select shortest row vector
3 \hspace{1em} $\mathcal{M} = \mathcal{M} \cup \{A_c\}$;  // add it to the result set
4 \hspace{1em} foreach $A_l \in \mathcal{A}$ do
5 \hspace{2em} $A_l = A_l - A_l \& A_c$;  // Remove edges from $A_l$
6 \hspace{1em} end
7 \hspace{1em} $\mathcal{A} = \{A_l\}$ where $|A_l| > 0$;  // Remove nullvectors from set
8 end

Figure 7.1.: Duplicate material detection via cluster analysis: Top panel: Gram-Schmidt inspired orthogonalization algorithm for partitioning the graph of approximately equal (see text) materials into clusters of mutually equal materials. Middle panel: Example graph of materials: each vertex represents a crystal structure, which are connected if the corresponding material pair is approximately equal. Dashed lines are edges removed during the progress of the algorithm. Lower panel: Adjacency matrix $\mathcal{A}$ at the end of the ‘While’ loop (line 7 of the algorithm), which eventually partitions the example graph into 4 clusters. Members of $\mathcal{M}$ are indicated by gray background, while dotted circles indicate the nullvectors removed in line 7.

Materials are considered approximately equal (an example is presented in the middle panel of Figure 7.1). $\mathcal{G}$ is then split into cliques (subgraphs where all vertices are directly connected to each other) $\mathcal{M}_l$, each representing a set of mutually (approximately) identical materials. Representing $\mathcal{G}$ by its adjacency matrix

$$\mathcal{A} \mid a_{ij} = \begin{cases} 1 & \text{if } C_i = C_j \\ 0 & \text{if } C_i \neq C_j \end{cases},$$

a custom orthogonalization algorithm (Figure 7.1, top panel), derived from the conventional Gram-Schmidt process (mapping the projector to a binary AND operation), is employed to split $\mathcal{G}$ into $\{\mathcal{M}_l\}$ (lower panel of Figure 7.1 displays the progress of the iterative algorithm applied to the example graph). In the final step, a representative material $m_l \in \mathcal{M}_l$ is chosen for each cluster $\mathcal{M}_l$ by selecting the member with a cell
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All 48,548 materials not excluded by the filtering criteria presented in section 7.2 are candidates in our high-throughput search for superconductors (Fig. 7.2 summarizes the final partitioning of ICSD due to the filters). We will now present some statistical observations made on this set of candidates.

7.3.1. Chemical composition

Figure 7.3 displays a simplified overview of the chemical compositions in the ‘usable’ subset of ICSD. For each element, the number of materials in which it is contained is displayed, which also determines the background color. As a supplementary information, the fraction in relation to the dataset size is provided. Oxygen is found in 47% of the materials, a frequency much larger than the one of any other element, which is why it is...
assigned a color outside the regular color scale. This finding is somewhat disappointing in the context of a high-throughput search for superconductors, as there are no known conventional superconductors which contain oxygen.

Most other elements are contained in more than 400 materials each; the exceptions are noble gases, which is expected, due to their chemical inertia and non-transuranium elements without stable isotopes, namely technetium, promethium, polonium, actinium and protactinium.

The second most frequently found element is hydrogen, which, from experience, tends to be found in crystals with a molecular character (cf. section 5.4).

7.3.2. Bravais lattices

Statistical data on the Bravais lattices formed by the usable subset of ICSD is presented in figure 7.4. Materials with simple orthorhombic (oP), monoclinic (mP), tetragonal (tP), cubic (cP) and base-centered monoclinic (mS) and orthorhombic Bravais lattices account for more than 57% of the available materials. This aspect of the distribution is discussed a bit more deeply in the following section.

7.3.3. Primitive cell sizes

Neglecting the number of valence electrons in the actual chemical composition, the size (number of atoms $N_{\text{at}}$) of the primitive cell stands in direct relation to the number of electrons and therefore Kohn-Sham states considered while solving (1.15), which in turn strongly influences the computational demand of the simulation.

Moreover, lattice vibrational properties and coupling between electrons and phonons need to be computed for potential superconductors selected by the method described in chapter 5. As the number of phonon modes in a given system is $3 \cdot N_{\text{at}}$, and essentially one linear-response calculation (section 1.2) needs to be performed for each mode, the increase of computational complexity with $N_{\text{at}}$ even more strongly pronounced, albeit of smaller concern, due to the fact that the set of candidate superconductors will be small.

Altogether, we strongly prefer smaller systems in our high-throughput search mainly out of computational reasons.

Motivated by this fact, we investigate the distribution of usable ICSD materials among primitive cell sizes. The distribution is represented in the form of a logarithmically scaled histogram in Fig. 7.5. Three different, exponentially decaying trends dominate
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The distribution: systems with an odd number of atoms per primitive cell, those with a cell size divisible by four, and the remaining even cell sizes. In figure 7.5, these three sub-distributions are highlighted by the application of different colors to the corresponding bars.

The trend of the number of materials exponentially decaying with the size of the primitive cell can be related to two facts. First of all, ICSD consists of data extracted from scientific publications, which already introduces a certain bias, as structurally simple crystals with a small unit cell size are more likely to be published, mainly due to experimental limitations (techniques such as x-ray crystallography become less well-resolved in the case of larger unit cells). Secondly, this trend agrees with the idea that, given a chemical composition, crystal structures with a higher symmetry are preferably formed (cf. Pauling’s rules for ionic crystals [132, 133]) implying a lower number of atoms per primitive cell.

This different trends for the unit cell size moduli is surprising at first, as it would have been expected only for the sizes of the conventional cells due to the multiplicity induced by face-, body- and base-centered Bravais lattices. Moreover, the ratio between the total numbers of materials of the three classes $6975 : 27975 : 13598$ is surprisingly close to the ratio between the moduli $1 : 4 : 2$.

However, the different behaviour actually may give insight into the construction principle of a significant fraction of larger unit cells. The distribution of the materials belonging to each of the three classes among the different Bravais lattices is presented in Fig. 7.6. The most prominent differences in the number of materials belonging to the three classes arise from the contributions of simple orthorhombic ($oP$), simple tetragonal ($mP$) and simple monoclinic ($mP$) Bravais lattices, giving rise to the idea that many of the larger cells may correspond to symmetry-broken (by the means of atomic substitution and/or lattice distortion) centered Bravais lattices: breaking some symmetries...
in a face-centered lattice may lead to the necessity to describe it by a supercell, corresponding to either a base-centered lattice (which introduces a factor of 2 in $N_{\text{at}}$) or a simple lattice (which introduces a factor of 4 in $N_{\text{at}}$). A corresponding consideration for symmetry-broken supercells of base- and body-centered lattices would introduce a factor of 2, when the broken symmetry necessitates the description by a simple Bravais lattice.

7.4. Dataset Materials

For this work, calculations have been performed for all ICSD materials classified as usable (section 7.3), with up to 8 atoms per primitive unit cell. This subset consists of 8,212 (15,457 when including duplicates) crystal structures.

For each of the structures, self-consistent Kohn-Sham calculations were performed, with the computational parameters described in subsection A.2.1. The calculations were successful for 8,071 crystal structures, which form the dataset for the statistical evaluation in our high-throughput search.

In this section, we introduce these dataset materials, by a similar statistical description that has been performed for the usable subset of ICSD in section 7.3.

7.4.1. Successfull simulations

With the help of the Job Supervision Framework (JSF, subsection A.2.2), results could be successfully obtained for 8,071 different materials, where failure to successfully perform simulations for the remaining 141 materials were related to errors in the materials’ description within ICSD. Effectively, data has been obtained for about 17% of ICSD’s usable subset (section 7.3). Statistics regarding failure and automatic error recovery, which is essential to a computational high-throughput search, can be found in subsection A.2.3.
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**Figure 7.7.** Constituent elements within the dataset. Background color corresponds to absolute number of materials containing the respective element; if the number lies outside the colorbar displayed on the bottom, color is switched to blue.

### 7.4.2. Statistical description of the materials

We will now present a brief statistical description of the crystal structures in the dataset, also to allow a better interpretation of the statistical descriptions of the properties found in chapter 8.

#### Chemical composition

Figure 7.7 displays a simplified overview of the chemical compositions in the dataset. For each element, the number of materials in which it is contained is displayed, which also determines the background color, and as a supplementary information, the fraction in relation to the total number of materials is provided. Comparing to Figure 7.3, oxygen is far less dominant, contained in 15% of these smaller materials, than it is in the overall ICSD, where 47% of the materials contain it. Moreover, the fraction of materials containing hydrogen, giving rise to the concern of a large number of molecular crystals in the earlier discussion about the whole ICSD, is now comparable with the other elements, as molecular solids tend to occur with larger cell sizes, necessary to describe the constituent molecules. The low representation of noble gases and radioactive elements has been discussed in subsection 7.3.1.

Summarizing, 80% of the periodic elements are present in 100 materials each, which suggests that the dataset presents a good sample of a wide range of chemical compositions.

#### Crystal structures

In Figure 7.8, the distribution of the dataset’s members among different primitive cell sizes is displayed; the trends regarding cell size moduli described in subsection 7.3.3 is also...
observable here, in the limit of smaller cells, however overlayed with the limiting factor that due to the finite number of periodic elements, combined with the low number of possible sites, only a lower number of elemental combinations could be built.

The distribution of the small systems among bravais lattices largely differs from the overall distribution within ICSD (Figure 7.4), also in agreement with the discussion in subsection 7.3.3: while the dataset spans only 16% of ICSD, it accounts for 46% of the simple and face centered cubic (cP/cF), 37% of the body-centered tetragonal (tI), 3/4 of the simple tetragonal (tP) structures and about 20% of the hexagonal (hP) and rhombohedral (hR) structures.

7.5. Prediction of new materials via element substitution

The discovery of new materials is an integral part of many computational high-throughput studies, especially when materials are optimized with respect to desired properties. While there are ab-initio methods available for the prediction of likely crystal structures with a given chemical composition [134–138] such methods are, due to the dimensionality of the problem, computationally expensive.

Before the advent of the ab-initio methods, crystal structure prediction was mainly performed by heuristic rules, such as the ones by Pauling [132] (relation between ionic radii and structure in ionic crystals), Hume-Rothery [139] (relation between valence electrons per atom and the crystal structure) and Pettifor [140] (structure of binary compound predicted by element pair coordinate determined with an appropriate mapping of the atomic numbers).

Datamining approaches to the prediction of new materials [141, 142] determine rules on the basis of statistical data obtained on large sets of existing materials. Within this section, we present such an approach.

We consider the creation of a new material from a known one by element substitution, i.e. the replacement of one or more atoms of type A by a different periodic element B without fundamentally changing the crystal structure. As an example, the non-superconductor AlB$_2$ is related to the superconductor MgB$_2$ by such a substitution,
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accompanied by a slight adjustment of the interlayer distance.

The majority of changes in chemical composition lead, due to chemical/bonding differences, either to different crystal structures or no thermodynamically stable structures at all. However, statistics performed on known and therefore existing and stable structures found within ICSD allow us to synthesize information on probable candidates for substitutions with the desired properties.

In the first subsection, we provide our definition of element substitution relations between materials and a basic overview on such relations among materials contained in ICSD. Extracted information regarding the substitution properties among periodic elements and its application to the construction of new materials is presented in the final part of this section.

7.5.1. Definition of element substitution

In this subsection, we provide a definition for the element substitution relations between materials used later within this section. In summary, we consider pairs of materials with identical crystal structure (defined by structure prototype), which differ by the substitution of one periodic element by another one. Lattice lengths and angles are left as a degree of freedom, as long as the symmetry is conserved.

It is convenient for our study to start with our definition of a structure prototype. The concept itself is tentatively covered within most solid state physics courses, when structure types like rocksalt, cesium chloride, zincblende or wurtzite are introduced: while the names are derived from minerals with a particular chemical composition, also other constituent elements may crystallize in analogous structures.

Each such prototype is not defined by a particular combination of periodic elements, but by bravais lattice, symmetry and positions of the basis atoms. All this information is compactly represented by the space group (independent of the lattice lengths and angles) and the set of occupied Wyckoff positions (independent of the type of atom actually occupying them). Consequently, we define materials with identical structure prototype $T^{(I)} = T^{(I)}$ as those with identical space groups and identical sets of occupied Wyckoff positions, considering a tolerance interval $\epsilon$ on internal positions. Given its structure prototype $T^{(M)}$, any material $M$ can be uniquely described by the means of an occupation vector

$$X^{(M)} = (X_1^{(M)}, X_2^{(M)}, \ldots, X_N^{(M)}), \quad |X_i^{(M)}| \in \text{periodic elements},$$

whose components define the atoms occupying the ordered set of $N$ Wyckoff positions.

Within this work, we only consider substitution relations involving a single pair of periodic elements, as we base our construction principle for new materials on such relations. Furthermore, elemental solids of element $A$ are only considered regarding partial substitutions, i.e. the structure prototype is required to have more than one occupied Wyckoff position and a substitution by element $B$ is required to leave a subset of $A$ unchanged. Note that some substitution relations between materials may not be found by this approach, as identical systems may be described by different prototypes, a fact
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<table>
<thead>
<tr>
<th>Solitary</th>
<th>Related by element substitution</th>
<th>Duplicate</th>
</tr>
</thead>
<tbody>
<tr>
<td>25934</td>
<td></td>
<td>20500</td>
</tr>
</tbody>
</table>

**Figure 7.10.**: Element substitution in (complete, non-alloy) ICSD materials. 44% of the non-duplicate\(^1\) materials are interrelated by single-element substitutions \(A \to B\).

**Figure 7.11.**: Number of other materials related to each material by element substitution (7.2) among ICSD materials (duplicate counts have been included for completeness).

that we neglect in this first approximation. Detecting also such cases would require a far more complex approach, employing topological transformations in the comparison process.

An analysis of the previously outlined substitution relations among ICSD materials has been performed, excluding incomplete materials (subsection 7.2.1) and alloys (subsection 7.2.2). The result of this analysis is

\[
S_{AB}^{IJ} = S_{BA}^{JI} := \begin{cases} 
1 & \text{if } T(I) = T(J), \ X(I) \text{ contains } A \text{ and } X(J) = X(I) \mid A \to B \\
0 & \text{otherwise}
\end{cases} \quad (7.1)
\]

for all materials \(I, J\) within ICSD and any pair of elements \(A, B\). The special case \(T(I) = T(J)\) and \(X(I) = X(J)\) describes duplicate materials, and only one of all instances is kept for the analysis in order to avoid statistical bias (cf. subsection 7.2.4).

In Figure 7.10, a first overview is presented\(^1\): A least one other material related by substitution has been detected for 20,500 materials, corresponding to 44% of the remaining materials, which demonstrates that such a relation between different materials is a rather common phenomenon. This broad subset of materials is the basis for our element-substitution analysis and predictions. Partial substitution is found only in 600 cases, as the detection of many such cases would actually require comparison of materials belonging to different structure types, considering that many partial substitutions may break the symmetry of the original system.

\(^1\)in comparison to subsection 7.2.4, the number of duplicates is increased, as the present analysis is independent of the cell volumina, and no materials are excluded on the basis of constituent elements.
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![Element substitution observed in ICSD](image)

Figure 7.12.: Substitution probability $R_A$ (7.3) for all elements in the periodic table. Numerator and denominator of (7.3) provide information on the quality of statistics for each element.

The number of other materials $J$ related to a material $I$ by element substitution is

$$\sum_{J \neq I} \sum_{A \neq B} S_{AB}^{IJ}. \quad (7.2)$$

The resulting distribution is presented in Figure 7.11. The vast majority of materials (note the logarithmic axis scaling) is found to have only few other materials related to them; less than 100 examples are found related to more than 30 other materials each. Only few materials, all mutually related by substitution and belonging to the family of binary selenides and tellurides in rocksalt structure, are related to 45 and more materials by single-element substitutions.

We have now outlined the basic definitions of our substitution analysis, and presented statistical data providing some support for its significance. In the following, we present the substitution properties on the level of the periodic elements.

### 7.5.2. Substitution probability of an element

A first quantity useful to predict new structures is the probability to find a thermodynamically stable material by replacing an element $A$ at all\(^2\):

$$R_A := \frac{1}{N_A} \sum_I \Theta_0 \left( \sum_{J \neq I} \sum_{B \neq A} S_{AB}^{IJ} \right), \quad (7.3)$$

where $N_A$ is the number of materials which contain $A$. The step function with $\Theta_0(0) := 0$ will contribute to the outer summation if there are one or more other materials related to $I$ by substituting $A$ by another element. $R_A$ is therefore normalized to $0 \leq R_A \leq 1$.

---

\(^2\)the question of likely substituents $B$ will be treated separately in subsection 7.5.4
In the limit of all possible materials, $R_A$ could be interpreted as a probability to reach a new, stable crystal structure by a substitution of element $A$; however, as ICSD consists only of a subset of all thermodynamically stable materials, we are expected to be far from this limit and the numbers could be merely interpreted as trends.

In Figure 7.12, $R_A$ is displayed for all elements of the periodic table. The highest probabilities are found for the lanthanides and actinides, with $R_A > 60\%$ for most elements; substitutions are most often observed among elements in the same series, consistent with the obvious chemical similarity [143, 144].

On the other hand, the lowest $R_A$ for hydrogen and the first-row $p$ elements, with a maximal $R_A = 5\%$ for $B$. This finding is consistent with chemical experience, that in fact speaks about the first-row anomaly [145, p. 245]: „Properties of elements in this row are frequently significantly different from properties of other elements in the same group“.

Among the properties referred to are atomic radii, electronegativity and also bonding behaviour [146], which in consequence mean that a substitution by elements found within other rows of the $p$ block is far less likely to leave the crystal structure unchanged than substitutions between $p$ block elements of the remaining periods. Among the remaining main group elements, $R_A$ lies between $10\%$ and $38\%$, while $d$ transition metals reach between $16\%$ and $67\%$.

7.5.3. Element pair example count and noise reduction

To proceed with our analysis we define an important quantity that is simply the number of examples for particular substitution $A \rightarrow B$:

$$S_{AB} := \sum_{I,J \neq I} S_{AB}^{IJ},$$  (7.4)

where $I$ and $J$ run over all non-duplicate materials. By construction, this quantity is symmetric $S_{AB} = S_{BA}$.

However, before a further analysis, one needs to consider noise in the extracted data: materials reported may be subject to measurement errors, theoretical predictions never confirmed by experiment or trivial data entry errors made when including a material in the database. A simple prediction model for new materials via element substitution (subsection 7.5.4) based on noisy data will suffer a bias away from the more relevant information. We apply the most straightforward scheme for a noise reduction and impose a simple threshold $\theta$ on $S_{AB}$, such that $S_{AB} \geq \theta$ for the remaining element pairs. The choice of $\theta$ presents a tradeoff between noise reduction and loss of information for the further statistical analysis. In fact, the majority of element substitutions $A \rightarrow B$ detected by our method is only rarely observed. $S_{AB} < 5$ is found in 50\% of the cases, and even $S_{AB} = 1$ in 20\%. As a sidenote: there are more than 592 $Si \leftarrow Ge$ examples, 474 $S \leftarrow Se$ and 446 $Ni \leftarrow Co$ ones; various inter-lanthanide pairs dominate the remaining region of high $S_{AB}$. Cross-validation considering a set of test elements suggests the conservative choice of $\theta = 3$, i.e. any pair detected only once or twice is classified as noise and removed from the set; this process shrinks the original set of pairs by 32\%. Any remaining noise will be accounted for by the predictor.
7.5. Prediction of new materials via element substitution

7.5.4. Substitution partner probability

In subsection 7.5.2, we had defined $R_A$ (7.3), the probability that an element $A$ can be substituted at all. The question to be answered in the following is the prediction of substituent elements $B$.

As stated previously, one must consider biases within ICSD: periodic elements occur at rather different frequencies (Figure 7.3), certain structure types and compositions have received stronger researchers’ attention than others. Therefore, our substitution analysis is performed in terms of the substitution partner probability

$$P_{AB} := \sqrt{P(B|A)P(A|B)}$$  \hspace{1cm} (7.5)

where

$$P(B|A) \approx S_{AB}/S_A \quad \text{with} \quad S_A := \sum_{B'} S_{AB'}$$  \hspace{1cm} (7.6)

is the conditional probability of $B$ being the substituent if $A$ can be substituted. Using (7.6), (7.5) assumes the simple form

$$P_{AB} \approx \sqrt{\frac{(S_{AB})^2}{S_A S_B}}$$  \hspace{1cm} (7.7)

As it is defined by a product of probabilities, $0 \leq P_{AB} \leq 1$, where the upper bound is reached in case $A$ and $B$ substitute each other exclusively. The normalization with respect to $S_A$ and $S_B$ has an important effect: statistical bias due to the large difference in how often the periodic elements $A$ and $B$ appear within ICSD materials (Figure 7.3) is compensated; the noise-cancelling threshold $\theta$ applied in $S_{AB}$ (subsection 7.5.3) prevents, on the other hand, an overemphasis of noise and insufficiently sampled elements. A compact representation of $P_{AB}$ is displayed in Figure 7.13, using the atomic number of $A$ and $B$ as coordinates. The matrix $P_{AB}$ exhibits an irregular-block structure, with blocks corresponding to periods in the periodic table. The submatrices around the main diagonal correspond to intra-row substitutions, while the ones along the secondary diagonals contain inter-row substitutions.

Interpreting $P_{AB}$ as a measure of chemical similariy, the statistics presented in Figure 7.13 are directly related to Mendeleev’s[147] and his successor’s considerations when constructing the periodic table of elements: when ordering the elements by atomic mass (or as we know today: nuclear charge $Z$), periodic behaviour of chemical properties is observable; one of the fundamental considerations were the molecules and compounds formed by an element. Periodic behaviour is the most evident in the strongly enhanced substitution correlations along inter-row diagonals of the $s$ and $p$ blocks.

When focusing on the intra-row blocks, also the special properties of transition metals, be it $d$ or $f$ block ones, can be observed, by the (in the comparison to intra-$s$ or intra-$p$) pronounced intra-$d/f$ $P_{AB}$. This is the most prominent in the case of lanthanide-lanthanide or actinide-actinide substitutions (with the exception of the statistically underrepresented Promethium), which are far more likely to occur than substitutions by any non-lanthanide/actinide element; second to this are the intra-$3d$ substitutions.
### 7. Library of Materials

**Figure 7.13.** Substitution partner probability $P_{AB}$ (7.7) $x/y$ Coordinates correspond to $(A, B)$ element pairs in atomic number order; lines mark period and block boundaries. The line style indicates subshell of following block: thick solid: $s$ (and marks therefore periods), thin solid: $p$, dashed: $d$, dotted: $f$. Color is defined by $P_{AB}$, with threshold $\theta = 3$ (subsection 7.5.3) for noise reduction.
Substitutions of Lanthanides by non-
f elements B are the most often observed if B is either a member of the 3rd or alkaline earth groups, consistent with the lanthanides position between s and d blocks of the periodic table.

**Substitution correlation of specific elements**

So far, agreement of our data with basic chemical knowledge has been established. However, substitutions beyond this are of special interest in the construction of truly new materials, as that basic knowledge is wide-spread, and has been applied before in the construction of at least some of the materials serving as input to our study. In the following, we will discuss the substitution properties of a few selected elements (Figure 7.14).

**Hydrogen** is the lightest of all elements. Our statistics (top left panel) shows H most often substitutes for the halogens F, Cl, Br, I and O and therefore serves as an electron acceptor. Only second to these, the alkalines Li, Na, K and, which is a bit surprising, the late-d transition metals Cu and Ag are observed as substituents, where H could be qualified as an electron donor. However, one must remember that the overall probability (7.3) of H substitutions is one of the lowest observed for any periodic element (cf. Figure 7.12).

**Sodium** is chosen as a representative for the alkali metals group (top right panel). The highest $P_{AB}$ (7.7) are observed for alkali metal substituents in the neighbouring periods, a result expected by basic chemical knowledge. Substitution correlation for Ag lies in the same range as for Cs, which can be related to the Na–Ag similarity in covalent radii and $s^1$ atomic valence configuration, in the case of silver above a closed d subshell. For Tl and Ca, $g_{AB}$ is approximately two orders of magnitude lower than for the alkali neighbours, and only spurious contributions are observed among other metals. The other alkali metals show very similar behaviour, and one can conclude that substituting any alkali by a non-alkali will in most cases either fail or introduce fundamental changes to the crystal structure.

**Magnesium**, as a representative of the alkaline earth metals (center left panel), features a much broader set of substituents. The ones with the highest $P_{AB}$ (7.7) are cadmium and zink, sharing the $s^2$ valence (in both cases above a closed d subshell); in the case of Zn, covalent radii agree, while in the case of Cd, there is similarity in metallic radii. Manganese and later 3d transition metals are next in $g_{AB}$, only then follow the alkaline earths of the neighbouring periods. Almost one order of magnitude less is observed for the post-transition metals Al and In; d transition metals Hg and Ag are the remaining substituents with significant contributions. Only spurious substitutions are observed for other d or f transition metals and group 13 post-transition elements.

**Boron** represents an example for the p block elements (center right panel), albeit an untypical one due to the first-row anomaly. Strongest $g_{AB}$ is observed for carbon, which would correspond to approximately 20% mutual substitution $\sqrt{g_{AB}}$: p block members Si, Ga, P and Ge follow. The remaining elements with significant correlation are the adjacent alkaline earth Be, other members of the p block follow. Substitution by d transition metals are spurious at best. While not as extreme as in the case of H, the probability to substitute B at all is far lower than for the majority of other elements.
Figure 7.14.: Substitution partner probability $P_{AB}$ (7.7) (color and first number) and $S_{AB}$ (7.4) (second number) for $A \in \{H, Na, Mg, B, Nb, Sn\}$; dimension $B$ is layed out as a periodic table.
Niobium is taken as a representative of the d transition metals (bottom left panel). $P_{AB}$ (7.7) is highest for Ta and V, the other group 5 elements. The remaining dominant substituents are found in the adjacent subgroups of the periodic table, namely Ti, Hf, Zr (group 4) and Mo, W, Cr (group 6), followed by the second-next subgroup elements Mn, Re and Sc. This sequence of substitutions is in general agreement with present knowledge about transition metal chemistry. However, the occurrence of the metalloid antimony (Sb) as a significant substituent for Nb is surprising at first, but can be explained by the similarity in both atomic and covalent radii, despite the rather different valence configurations.

Tin serves as an example for a post-transition metal (bottom right panel), member of group 14 of the periodic table. $P_{AB}$ (7.7) is the highest in other group-14 post transition elements, namely Pb, Ge, and Si, followed by group-13 post-transition metals In, Ga, Al, Tl and the metalloid Sb. $g_{AB}$ is almost an order of magnitude lower for a small subset of the d metals, as well as the remaining post-transition metals and metalloids (with the exception of Po), without an obvious connection to the atomic/ionic radii or electronegativity.

7.5.5. Conclusion

In this section, a method for the construction of new materials, based on datamining performed on the inorganic crystal structure database (ICSD), was presented. The method is based on the assumption that the crystal structure can be invariant (apart from an adjustment of the lattice parameters) under single-element substitutions.

Statistical properties of such structure-invariant substitution relations were estimated with the help of a large set of existing materials for each pair of elements. A global overview on the statistical data was presented, among others showing that in principle the periodic table of elements could be reconstructed from it, in a similar manner as in Mendeleev’s original work (solely based on statistics, and before the discovery of quantum mechanics). The overview was followed by a more in-depth review of substitutions for a small, but representative subset of selected elements.

The central quantities for the prediction of new materials from existing ones by element substitution are the probability to replace an element $R_A$ (7.3), and the substitution partner probability $P_{AB}$ (7.7) giving the most likely substituents $B$ for $A$.

In the final subsection, a method to employ the statistical data for the discovery of new materials was proposed.

7.6. A modified Pettifor chemical scale from data mining

7.6.1. Introduction

The organization of the chemical elements in a “table” has fascinated and motivated scientists for the best part of two centuries. The traditional representation of the periodic table has a two-dimensional structure, with elements arranged in periods and groups. This arrangement not only puts into evidence the chemical similarity between atoms, but
also reflects the basic quantum-mechanical character that rules atomic physics. Since the seminal works of Lothar Meyer and Dimitri Mendeleev, hundreds of such two- (or even higher-) dimensional representations have been put forward, featuring spirals, circles, cubes, etc. Moreover, one can arrange the elements according to their atomic properties, or choose to put in evidence other molecular or solid-state properties.

It is true that the best description of the relationship between the chemical elements requires two (or more) dimensions. However, in many practical cases, one requires a much simpler, one-dimensional ordering where elements that are chemically similar occupy neighboring positions. In this section we are concerned with such an ordering, already introduced by Pettifor 30 years ago [148], and that is today extensively used in the modern field of accelerated materials design and high-throughput calculations (see, e.g., [101, 149, 150]).

Pettifor’s original interest was on the structural stability of binary AB compounds [148]. Binary compounds crystallize in 34 different structure types. If we assign a different symbol to each structure type and plot it for each A and B we obtain a so-called structure map [151]. The problem that Pettifor tried to solve was how to order the chemical elements in order to achieve the best structural separation within such two-dimensional plot. There had been several previous attempts to achieve such separation using properties like the core radius, the electronegativity, the number of valence electrons, etc. Unfortunately these approaches not only led to high-dimensional structure maps (difficult to plot and visualize), but also to a rather disappointing structural separation. Pettifor’s solution was rather elegant, but also quite radical. He neglected all theoretical considerations and constructed a fully phenomenological one-dimensional ordering of the elements that provided a near-perfect structural separation of the AB binaries. Further work showed that this was also true for other binary A_xB_y systems [140].

Pettifor had at his disposal 574 binary AB compounds plus a few hundred other binaries phases. Today we have available the experimental crystal structures for at least two orders of magnitude more compounds. This information can be found in several databases such as the inorganic crystal structure database (ICSD) database [52], or the crystallography open database [152]. In this section we show that we can use Pettifor’s idea that chemical similarity manifests itself in the formation of similar structures and use the wealth of new information to improve its original scale.

### 7.6.2. A mathematical definition of the (modified) Pettifor scale

Let us remember that Pettifor constructed his scale by trying to separate the different crystal structures of binary compounds AB in a binary diagram [148]. Besides the knowledge of the crystal structures of AB compounds, his main tools were his formidable chemical intuition and trial and error. In our work we give a step beyond, and use the statistical analysis of section 7.5 to perform the task of creating a chemical scale. This has the advantage of being completely unbiased with respect to possible (human) prejudices, and of assuring the optimal (or at least a very good) ordering based on the totality of the available data.

Having obtained the matrix describing the probability of a successful substitution of
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Figure 7.15.: The probability matrix $P_{AB}$ using the atomic number (left) and the Pettifor scale (right) to order the chemical elements. The color range goes from white (zero entry) to black (entry $\geq 0.3$). The maximum entry is $\approx 0.62$ for the pair Br–Cl.

Figure 7.16.: The probability matrix $P_{AB}$ using our chemical scale optimized with genetic algorithms (left) and our proposed modified Pettifor scale (right) to order the chemical elements.

an element $A$ by an element $B$, we can now proceed to the construction of a new Pettifor map. The idea is very simple: If two chemical elements are similar, then it is probable that one can substitute one by another in a given crystal structure. This will lead to a large entry in the matrix element $(A, B)$. If we can order the chemical elements such that the large matrix elements are close to the diagonal, this implies that similar elements will occupy neighboring positions in the chemical scale.

The left panel of Figure 7.15 shows the matrix $P_{AB}$ using as ordering of the chemical
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elements the atomic number. The first striking evidence is that the matrix has a very geometrical structure and it contains very large entries far away from the diagonal (cf. subsection 7.5.4).

Clearly, using the Pettifor scale (see Table 7.1) to order the chemical elements yields a matrix that is in a much more diagonal form (see right panel of Figure 7.15). Now, not only the lanthanides form a clear structure, but several other groups are also clearly visible across the figure. It turns out that the Pettifor scale is already a very good solution to our ordering problem (we will show actual quantitative evidence below).

Finding a numerical framework to make the matrix more diagonal is very simple as soon as we recognize that our problem is similar to the reduction of the bandwidth of a sparse matrix. As this plays a very important role in the solution of large linear systems, it has been studied intensively since the original Cuthill-McKee algorithm in 1969 [153]. This problem is also related to the famous traveling salesman problem. In fact, the traveling salesman has to find a path through a certain number of cities (i.e., an ordering of the cities) that minimizes the total travel distance. We have to find a path through the chemical element space that maximizes the diagonal character of the matrix.

The traveling salesman problem is a hard problem (NP-complete), and the time to find the optimal solution grows exponentially with the number of cities. However, many strategies have appeared over the years to obtain good solutions. We decided to use genetic algorithms, mainly due to their simplicity. The first step in using genetic algorithms is defining the objective function to be optimized. Following several numerical experiments we selected the following function:

\[ F = -\sum_{A,B \neq A} \frac{P_{AB}}{|i_A - i_B|}, \]

where \( P_{AB} \) is defined by Equation 7.7, \( i_A \) is the position of element \( A \) in the ordering, and the sum runs through all pairs such that \( A \neq B \). This choice gives increased weight for entries close to the diagonal, while not penalizing too much small entries far from the diagonal. Obviously, the function \( F \) has to be minimized.

The second step is to define a gene. We take simply a list of 103 entries with the natural numbers from 1 to 103, indicating the order in which the chemical elements should be arranged. For the crossover operator we first select randomly a segment of one of the parents that is passed to the same position to the child, and then fill the voids using the gene of the second parent by removing the entries already contained in the child gene. We tried as mutation operations: (i) swapping two random elements in the gene or (ii) moving an element from one random position in the gene to another. We found that the second choice was greatly superior in our simulations. The mutation rate was set to 20%. We note that, as our matrix has a relatively low dimensionality, we did not have to use more sophisticated and efficient genetic algorithms such as the ones from Ref. [154].

To solve the problem of the elements for which no information exists in ICSD we moved them all to the beginning of our gene. Furthermore, and in order to have an
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Table 7.1.: The different chemical scales: \(Z\) is the atomic number; \(P\) is the Pettifor scale; \(GA\) is the scale stemming from the genetic algorithms; \(P_m\) is the modified Pettifor scale proposed in this work.

Table 7.1.

<table>
<thead>
<tr>
<th>n</th>
<th>Z</th>
<th>P</th>
<th>GA</th>
<th>Pm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>H</td>
<td>He</td>
<td>Ne</td>
<td>Ne</td>
</tr>
<tr>
<td>2</td>
<td>He</td>
<td>Li</td>
<td>Be</td>
<td>Be</td>
</tr>
<tr>
<td>3</td>
<td>Li</td>
<td>B</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>4</td>
<td>B</td>
<td>N</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>5</td>
<td>N</td>
<td>F</td>
<td>Ne</td>
<td>Ne</td>
</tr>
<tr>
<td>6</td>
<td>F</td>
<td>Ne</td>
<td>Na</td>
<td>Na</td>
</tr>
<tr>
<td>7</td>
<td>Ne</td>
<td>Mg</td>
<td>Al</td>
<td>Al</td>
</tr>
<tr>
<td>8</td>
<td>Mg</td>
<td>Si</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>9</td>
<td>Si</td>
<td>S</td>
<td>Cl</td>
<td>Cl</td>
</tr>
<tr>
<td>10</td>
<td>S</td>
<td>Ar</td>
<td>K</td>
<td>K</td>
</tr>
<tr>
<td>11</td>
<td>Ar</td>
<td>Ca</td>
<td>Sc</td>
<td>Sc</td>
</tr>
<tr>
<td>12</td>
<td>Ca</td>
<td>Ti</td>
<td>V</td>
<td>V</td>
</tr>
<tr>
<td>13</td>
<td>Ti</td>
<td>Cr</td>
<td>Mn</td>
<td>Mn</td>
</tr>
<tr>
<td>14</td>
<td>Cr</td>
<td>Fe</td>
<td>Co</td>
<td>Co</td>
</tr>
<tr>
<td>15</td>
<td>Fe</td>
<td>Ni</td>
<td>Cu</td>
<td>Cu</td>
</tr>
<tr>
<td>16</td>
<td>Ni</td>
<td>Zn</td>
<td>Ga</td>
<td>Ga</td>
</tr>
<tr>
<td>17</td>
<td>Zn</td>
<td>In</td>
<td>Tl</td>
<td>Tl</td>
</tr>
<tr>
<td>18</td>
<td>In</td>
<td>Sn</td>
<td>Pb</td>
<td>Pb</td>
</tr>
<tr>
<td>19</td>
<td>Sn</td>
<td>Sb</td>
<td>Bi</td>
<td>Bi</td>
</tr>
<tr>
<td>20</td>
<td>Sb</td>
<td>Po</td>
<td>At</td>
<td>At</td>
</tr>
<tr>
<td>21</td>
<td>Po</td>
<td>Rn</td>
<td>Fr</td>
<td>Fr</td>
</tr>
<tr>
<td>22</td>
<td>Rn</td>
<td>Ra</td>
<td>Ac</td>
<td>Ac</td>
</tr>
<tr>
<td>23</td>
<td>Ra</td>
<td>Th</td>
<td>Pa</td>
<td>Pa</td>
</tr>
<tr>
<td>24</td>
<td>Th</td>
<td>U</td>
<td>Np</td>
<td>Np</td>
</tr>
<tr>
<td>25</td>
<td>U</td>
<td>Pu</td>
<td>Am</td>
<td>Am</td>
</tr>
<tr>
<td>26</td>
<td>Pu</td>
<td>Cm</td>
<td>Bk</td>
<td>Bk</td>
</tr>
</tbody>
</table>

7.6.3. Results

We run a series of simulations using a pool of 200 genes in our population that were evolved for around 500 generations. We used as starting points random genes, the Pettifor scale, and the ordering by atomic number. Our best result is shown in the left panel of Figure 7.16 and in Table 7.1.

We can use the numerical value of Equation 7.8 in order to have a quantitative assessment of the quality of our chemical scale. A random ordering of the chemical elements leads to a value of \(F\) typically between -3 and -4. Using the atomic number to order the matrix (see left panel of Figure 7.15), i.e. taking into account the similarity of elements along a period of the periodic table, improves this value to \(F = -7.68\). Using the Pettifor scale (right panel of Figure 7.15) yields \(F = -15.47\). As we can see this an excellent improvement. This value decreases further to \(F = -16.62\) by eliminating the elements for which there are no entries in ICSD. Finally, the optimal ordering coming out of our genetic algorithms (see Figure 7.16) yields \(F = -16.91\).

Not only our approach (labeled “GA” in Table 7.1) led to a better quantitative results,
but we can clearly see a significant qualitative improvement of the matrix. Now, in the upper right corner of Figure 7.16 we can clearly identify two blocks (darker squares) that represent subgroups of chemical elements that are much similar between themselves than to any other element of the periodic table (we stress that this structure was absent from Pettifor’s original scale). The first of these blocks includes the elements H, F, Cl, Br, I. It is interesting to notice that H appears together with the halogens, which is justified by the fact that most of the H substitutions present in ICSD are with F. This supports the argument that H, F, and Cl form triad, and that should therefore be placed in the same group of the periodic table [155].

Then comes another group containing O, S, Se, Te, Po, Bi, Sb, As, P and N, with a clear subgroup formed by the chalcogens. The next group contains only C and B, which are known to be somewhat special elements of the periodic table. Then there is a group of 9 elements containing Be and the remaining members of the boron group (Al, Ga, In, and Tl) and of the carbon group (Si, Ge, Sn, and Pb). We note that this group is considerably less well-defined than the previous ones, with several possible substitutions outside itself. The next group is constituted by transition metals (plus Mg), followed by the actinides and then by the lanthanides. The end of the table is quite well defined and it is essentially unchanged from the original Pettifor scale. It includes the rest of the alkali earth metals (Ca, Sr, Ba, and Ra), then the alkali metals (Li, Na, K, Rb, and Cs), and the noble gases (Kr and Xe). The radioactive rare-earth Pm appears in between the alkali metals and the noble gases, which is strange chemically, but can be understood due to the very small number of entries in ICSD containing this element, leading to very poor statistics. Finally we find all elements for which there is no entry in ICSD, namely He, Ne, Ar, At, Rn, Fr, Es, Fn, Md, No, and Lr.

Our GA scale follows mostly the order of the groups of the periodic table, but there are several cases where it follows the period, or even a diagonal. Note that a relationship is well-known to exist between certain pairs of diagonally adjacent elements, as trends moving down the periodic table are usually the exact opposite of the trend moving across. From the significant diagonal relationships known to exist (Li/Mg, Be/Al, and B/Si), only Li/Mg is not present in our scale.

We have one last task left in order to have a complete chemical scale similar to the one of Pettifor: To reorganize the elements for which there is little or no data in ICSD. We performed the following operations: (i) we restored the normal ordering of the noble gases (He, Ne, Ar, Kr, Xe, Rn); (ii) we inserted At next to I; (iii) we moved Pm to between Nd and Sm; (iii) as the statistics for the actinides is very limited, we restored their normal (atomic number) ordering; (iv) Nb and Ta turn out to be basically interchangeable without changing significantly the value of the objective function. Therefore, we decided to swap their positions to restore the normal group ordering.

Our final modified Pettifor scale (Pm) is given in Table 7.1 and the corresponding matrix is shown in the right panel of Figure 7.16.
7.6.4. Conclusion and Outlook

In conclusion, we performed a statistical study of the possible substitutions of a chemical element $A$ by another $B$ in all known crystal structures. This was possible by using a data mining approach performed on the inorganic crystal structure database. With these data we constructed a function $P_{AB}$ that quantifies the chemical similarity between the elements $A$ and $B$. We showed that the structure of the periodic table of elements can be reconstructed from a visual inspection of $P_{AB}$, in a similar manner as in Mendeleev’s original work (solely based on statistics, and before the discovery of quantum mechanics).

Having access to a measure of chemical similarity, we were able to propose a mathematical construction for a one-dimensional chemical scale, analogous to the famous Pettifor scale, where similar elements are found in neighboring positions. However, and in contrast with the original Pettifor work, our scale encompasses all available information on the crystal structure of materials, and not only on binary phases.

We believe that our proposed “modified Pettifor scale” can be of use not only for the representation of structure maps, but also as a tool for both theorists and experimentalists to study possible chemical substitutions in the quest for new materials with tailored properties.

7.7. Summary

In this chapter, the library of materials available to our high-throughput method (HTM) has been established. A short description of the original data source was presented in section 7.1, establishing the concept of the unique identifier `coll_code` for materials in our dataset.

Criteria to exclude certain entries from our search were then introduced in section 7.2.

In the next section 7.3, a statistical analysis on the remaining set of `usable` materials, where our HTM computational experiments can be performed on, has been given.

The final section presented the materials of the `dataset` generated during our high-throughput search, i.e. the subset of ICSD where calculations have been performed on.
8. Descriptors of superconductivity within the dataset

The descriptors of superconductivity (chapter 5) have been computed for a dataset of 8,071 materials (details are given in section 7.4).

Some of these descriptors can be seen as trivial and represent exclusion criteria for superconductivity (see section 8.1). On the other hand, nontrivial descriptors (like the Fermi bond localization (introduced in section 5.3) need to be evaluated on the material dataset, optimized and tested against known superconductors and non-superconductors. This latter point is the main aim of this chapter.

8.1. Trivial exclusion criteria

8.1.1. Magnetic materials

We exclude magnetically ordered materials from the dataset, as magnetism and superconductivity are competing orders, as discussed in section 5.1.

Computing the lowest energy magnetic state of a material is a challenge per se. However, we use the heuristic assumption that whatever the true magnetic ground state of the system is, if a system would have a magnetic ground state of any configuration within LDA, then a ferromagnetic solution is in any case energetically more stable than the nonmagnetic solution. Therefore we assume that the system will be magnetic and not superconducting if we can find a (meta) stable ferromagnetic solution, as magnetic condensation energies are usually larger than superconducting ones. Leaving collinear, ferromagnetic spin polarization as the only magnetic degree of freedom, while neglecting any effect of spin-orbit coupling, yields computational experiments compatible with our high-throughput search. In order to reduce computational cost, such calculations are only performed if d or f transition metals are present in a system. Materials only consisting of main group elements are treated without a spin degree of freedom, as few such materials have spin-polarized ground states; KO2, briefly discussed in subsection 5.4.1, was such an exception.

Spin polarization in a material is evaluated via a projection $m^I_{\alpha}$ of Kohn-Sham states, represented in a plane wave basis, onto local atomic orbitals as given by the pseudopotential approximation (5.2). We use $m^{\text{max}}$, the maximal value observed on any atom as an indicator of the overall magnetic properties of a system. Figure 8.1 displays a histogram of $m^{\text{max}}$ over the subset of materials containing transition metals (as the spin polarization is only computed for those). An analysis of separate subclasses confirms the expected result that the largest polarizations involve f and second to this 3d transition
metals and that essentially all magnetism is correlated with their presence.

The central purpose of analyzing the magnetic properties within a high-throughput search for superconductors is that we want to avoid magnetic materials. Due to possible numerical inaccuracy, comparison with a threshold $m_\text{at}^{\text{max}} > \theta_{\text{at}}$ indicates if a system should be classified as magnetic. Using the detailed histogram in the left panel of Figure 8.1 justifies $\theta_{\text{at}} := 0.1$ as a threshold to separate truly magnetic systems from numerical artefacts, as this region represents the lower flank of the zero-magnetization peak. Employing this threshold, the absolute number of materials, where a given element is classified as spin-polarized can be determined, implying the exclusion of such materials. This information is displayed in Figure 8.2 as a relative frequency or probability for each element. In this representation, it is evident that more than 70% of the lanthanide and actinide and almost 60% of the 3d transition metal compounds in our dataset are considered magnetic; the polarization observed on $p$-block elements is related to their environment.

Altogether, 2,897 transition metal compounds are excluded as potential superconductors by this criterion, which corresponds to 46% of this class, and 36% of the whole dataset.
8.2. Density of states at the Fermi level

The first descriptor used for ranking candidate materials according to their expected superconducting properties is the density of states at the Fermi level (DOS$_F$). As has been explained in section 5.2, electron-phonon scattering processes are, due to the energy scale of phonon energies, only possible between phonons and electronic states at the Fermi level, and the DOS$_F$, by definition, describes the availability of such states in a given system.

Throughout this work, in order to ensure the comparability of numerical values be-
Descriptors of superconductivity within the dataset

<table>
<thead>
<tr>
<th>Material</th>
<th>$T_c$ [K]</th>
</tr>
</thead>
<tbody>
<tr>
<td>CaBeSi</td>
<td>0.4</td>
</tr>
<tr>
<td>Pd</td>
<td>0.0</td>
</tr>
<tr>
<td>Ta</td>
<td>4.5</td>
</tr>
<tr>
<td>V</td>
<td>5.4</td>
</tr>
<tr>
<td>Nb</td>
<td>9.3</td>
</tr>
<tr>
<td>CaC$_6$</td>
<td>11.5</td>
</tr>
<tr>
<td>MgB$_2$</td>
<td>39.0</td>
</tr>
</tbody>
</table>

Table 8.1.: Superconducting critical temperatures of the materials marked Figs.8.4, 8.3

Figure 8.4.: Histogram of bond localization $b_F$ among nonmagnetic metals. Values for a set of materials have been marked, such that both scale and ranking quality can be seen. Width of the histogram bins has been adjusted by a factor of 4 in the right panel.

Between the largely different crystal structures within the dataset, we employ a normalization with respect to unit volume for DOS$_F$, implying the units [DOS$_F$] = number of states/eV/Å$^3$ used throughout this work.

A histogram of the DOS$_F$ over the nonmagnetic metals of the dataset is presented in Figure 8.3, with indicators marking the actual DOS$_F$ values for a test set of materials. While the indicators have been mainly included in order to establish a meaning to the scale, they also demonstrate that the DOS$_F$ alone cannot establish a good ranking among the systems with respect to their superconducting properties: CaBeSi, with $T_c \approx 0.4$K, possesses a far larger DOS$_F$ than MgB$_2$ ($T_c \approx 39$K) or CaC$_6$ ($T_c \approx 11.5$K). Palladium, a non-superconductor and Niobium ($T_c \approx 9.25$K) sort very closely, despite the large difference in critical temperature, and far above MgB$_2$. Moreover KO$_2$, as a strongly correlated, molecular crystal poorly described within LSDA Kohn-Scham DFT, exhibits within this approximation one of the highest DOS$_F$ values observed in the whole dataset, due to the very narrow bands at Fermi level (subsection 5.4.1), while it is characterized as an insulator by experiment. A representative sample of the materials in the right panel has been analysed, coming to the conclusion that such high DOS$_F$ values are all related to molecular and strongly correlated systems.

As a first result regarding the actual search for new superconductors, a large number of materials does exist in our dataset according to Figure 8.3, having similar DOS$_F$ as MgB$_2$, the conventional superconductor with the highest known critical temperature.
8.3. Fermi bond localization

The Fermi bond localization $b_F$ is our second descriptor of superconductivity employed for a ranking of the nonmagnetic metals according to their expected superconducting properties. Its introduction as a descriptor, as described in section 5.3, is based on the physical properties of MgB$_2$, and can by the means of a simple model be directly connected to the scattering amplitude of electronic states at the Fermi level, exposed to a unit amplitude bond-stretching deformation of the lattice.

Figure 8.4 presents a histogram of localization values, evaluated via the method described in section A.1, on the nonmagnetic metals of the dataset, which is, like the one presented for DOS$_F$ in the previous subsection, decorated by indicators for $b_F$ values found in a set of example systems.

Also alike the previous case, the highly localized contributions in the right panel can be related, by statistical analysis on the contributing materials, to systems where strong correlation effects occur.

When investigating the ranking order arising from $b_F$, palladium and niobium appear well-separated and in the order of their respective critical temperatures (cf. Table 8.1); the same is true for MgB$_2$ and CaBeSi, which were also the example case originally motivating the introduction of this quantity in section 5.3. CaC$_6$ does not, however, rank appropriately within either DOS$_F$ or $b_F$ derived ordering, a fact that will be discussed in more detail in section 10.2.4, in the context of a collective evaluation of the ranking descriptors.

Regarding our high-throughput search, far fewer materials appear in the $b_F$-vincinity of MgB$_2$ than it was in the case of the DOS$_F$-vincinity, as it lies in the higher tail of the distribution.
8.4. Isotropic Fermi velocity

The last of the ranking descriptors, presented in section 5.4, is the isotropic measure of the Fermi velocity $\bar{v}_F$, which was originally introduced to detect molecular crystals, a class of materials that has many features in common with strongly correlated systems. Like DOS$_F$ and $b_F$, also $\bar{v}_F$ was computed for the whole dataset, but we restrict our analysis to the nonmagnetic metals of the dataset.

In Figure 8.5, the distribution of this dataset among the range of $\bar{v}_F$ is presented, including markers for the values observed on the example materials. As a first observation, and as mentioned in the discussion in subsection 5.4.1, the Fermi velocity of the molecular crystal KO$_2$ belongs to the lowest observed within the dataset. An analysis of the other materials exhibiting similarly low or even lower $\bar{v}_F$, identified a group of isostructural compounds, with the potassium atom substituted by another alkaline. The chemical composition of many other materials in the $\bar{v}_F$-vicinity of KO$_2$ suggests strong correlation, the majority being transition metal oxides. This finding is a strong indicator that $\bar{v}_F$, evaluated on the Kohn-Sham band structure, is not only a measure for molecular crystals, but also assists in detecting other strongly correlated systems. Furthermore, Pd, where absence of a superconducting transition is related to spin fluctuation, lies within the lower flank of the $\bar{v}_F$-distribution, between KO$_2$ and the other example systems.

When evaluating the ranking properties of $\bar{v}_F$ and more specific, the ordering of the three hexagonal layered structure MgB$_2$, CaC$_6$ and CaBeSi, it can be observed that this descriptor indicates the right ordering of the three materials. Actually, it is the only of all three ranking descriptors which would assign a higher rank to CaC$_6$ than all of the example elementary metals.

Looking at the number of materials in the direct vicinity of MgB$_2$ in the histogram Figure 8.5, far fewer materials appear in the $b_F$-vicinity of MgB$_2$ than it was in the case of the DOS$_F$-distribution; similar to its position relative to the $b_F$ distribution, MgB$_2$ lies in the higher tail of all $\bar{v}_F$ observed in the dataset.

8.5. Statistical correlation among the ranking descriptors

The ranking descriptors DOS$_F$, $b_F$ and $\bar{v}_F$ represent different, summarizing views on the electronic structure at the Fermi level. However, on the basis of simple physical arguments, a certain degree of statistical correlation among these quantities is expected: in the extreme case of “flat” bands the corresponding to strongly localized molecule-like electronic states lead also to high DOS$_F$ (cf. section 5.4), which is also demonstrated by the position of KO$_2$ within the three histograms presented earlier in this section.

One may therefore be concerned about the information content added by the inclusion of a further descriptor, such as the Fermi bond localization introduced as a new concept in section 5.3 or the Fermi velocity section 5.4. This question could be reformulated as: in how far can the variation of one quantity be explained by the variation in another? Statistically, given a model for the interdependence of random variables, this question
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Figure 8.6.: Relation between the ranking descriptors DOSF, bF and \( \bar{v}_F \) within the dataset: low statistical correlation between all three quantities is observable (quantitative evaluation is presented in text)

is answered by the coefficient of determination \( r^2 \) as obtained on a set of data. \( r \) is the Pearson correlation coefficient, which is defined as

\[
 r := \frac{\text{cov}(X,Y)}{\sigma_X \sigma_Y} = \frac{E[(X - \mu_X)(Y - \mu_Y)]}{\sigma_X \sigma_Y}
\]

assuming a linear model; \( E[\bullet] \) denotes the expectation, \( \mu_{X,Y} \) the means within the dataset and \( \sigma_{X,Y} \) the standard deviation of the individual quantities.

An application of this method to the nonmagnetic metals yields \( r^2_{\text{DOSF},bF} \approx 0.48 \), \( r^2_{\text{DOSF},\bar{v}_F} \approx 0.13 \) and \( r^2_{bF,\bar{v}_F} \approx 0.08 \). Less formally speaking, this means that assuming a linear model, variation of DOSF could explain only about 50% of the variation of bF, and both bF and DOSF could explain only 10% of the variation of the Fermi velocity mean \( \bar{v}_F \). In Figure 8.6, scatterplots of descriptor pairs are presented; aside from the linear model rejected by the coefficient-of-determination analysis, the three subfigures emphasize that no other model could explain an interdependence of the descriptors. Only fairly general trends can be observed: DOSF could, at most, provide information about an envelope function to bF, i.e. an upper and lower bound. Furthermore, the hypothesis of a correlation between low \( \bar{v}_F \) and high DOSF or bF is confirmed by the middle and right panel of Figure 8.6: very high values of the latter two quantities are actually only observed within the range of low \( \bar{v}_F \) (note that this does not mean that low-\( \bar{v}_F \) would imply high DOSF or bF).

The result is actually encouraging, as it demonstrates that all three ranking descriptors significant information inexplicable by the others. Without going further into information theory, this simple finding illustrates that the information provided by triples (DOSF, bF, \( \bar{v}_F \)) of all three descriptors exceeds that of any pair of descriptors (or the individual descriptors by themselves).

This is an important finding for the introduction of a collective evaluation scheme, presented in chapter 10.
8. Descriptors of superconductivity within the dataset
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Figure 8.7.: Exclusion of insulators and magnets

8.6. Summary

In this chapter, we have presented an evaluation of the descriptors of superconductivity within the dataset obtained during our high-throughput search for superconductors. As a first step, we excluded materials with unwanted properties, such as magnets or insulators (Figure 8.7), leaving 3,328 (out of 8,071) nonmagnetic metals.

The second set of descriptors, the ranking descriptors, were applied to the nonmagnetic metals. The ranking properties regarding a small set of superconductors have been described: while each of the descriptors did order a different subset of the structures in agreement with the superconducting critical temperature $T_c$, none of the descriptors by itself could establish the correct order for the whole example set. A brief analysis of the statistical correlation between the ranking descriptors showed them to be largely independent from each other, meaning that each of the descriptors does provide information inexplicable by the other two.

In the next chapter, we continue our investigation of high-throughput methods by evaluating the feasibility to predict the descriptors of superconductivity directly from the crystal structure of a material, via the machine learning techniques described in chapter 6.

An evaluation combining all ranking descriptors is presented in chapter 10.
9. Prediction of electronic properties via machine learning

Machine learning (ML) methods, introduced in chapter 3, have the potential to greatly accelerate a high-throughput search for superconductors, when two essential conditions are fulfilled: an input vector representation of crystal structures needs to be found and a sufficient amount of training data has to be available.

In chapter 6, we proposed such an input representation of crystal structures. The data obtained in the first stage of our high-throughput search, which was statistically described in the previous chapter 8, can and does serve as a training and test set for our ML experiments.

In this chapter, we present the results of these experiments, evaluating the actual performance of ML methods in combination with our proposed input representation.

As a first step, a brief description of the ML dataset, a subset of the one presented in the last chapter, is given in section 9.1.

The following two sections evaluate the predictions made by a support vector machine (SVM) metal/insulator classifier (section 9.2) and kernel ridge regression (KRR) predictor for DOS_F (section 9.3).

9.1. Machine Learning Dataset

In our ML experiments, a subset of the materials presented in section 7.4 is employed. The chosen subset contains only non-duplicated materials with a maximum of 6 atoms per primitive cell. We subdivide the set into sp (1716 crystals) and spd (5548 crystals), while we explicitly exclude any material containing f transition metals. The latter choice is based on the limited reliability of our Kohn-Sham calculations with the chosen computational parameters in such systems, which from the perspective of ML algorithms manifests itself in essential noise, i.e. almost contradictory information contained in the labels of the training and test set.

We use nested cross-validation (subsection 3.2.2) for the model selection process [157, 158], i.e., the parameter selection and performance evaluation are performed on separate held-out subsets of the data that are independent from the set of training materials. This ensures to find optimal parameters for the kernel and the model regularization in terms of generalization while avoiding overfitting.
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9.2. Metal-Insulator classification

The first and foremost important descriptor of superconductivity is the metallicity of a system, and, due to the magnitude of the band gap in relation to typical phonon energies, no superconductivity whatsoever could occur in semiconductors or insulators. In our predictions, no explicit distinction is made between the latter two cases, as we label every material with a finite band gap in the Kohn-Sham spectrum as an insulator.

Distinguishing metals from insulators poses a classification problem, to which we apply a support vector machine (SVM) that finds a separating hyperplane in feature space, while maximizing the space between the two classes [86]. Crystal structures are represented as PRDF feature matrices (Equation 6.1), in conjunction with a Gaussian radial basis function kernel (Table 3.1). Training and tests have been performed on the full spd dataset, and in addition on the sp subset. A perfect separation of insulators from metals be acheived in neither case. By shifting the classification threshold, sensitivity vs. specificity, i.e., the trade-off between correctly detected insulators and metals incorrectly classified as insulators can be adjusted. For example, our classifier is able to detect 85.0% of the insulators while only mistaking 7.3% of the metals as insulators on the whole spd data set. This tradeoff is characterized by the limiting curve, termed receiver operating characteristic (ROC), and is represented in Figure 9.1a. The area under the ROC curve (AUC) provides a measure for the cumulative error, as it approaches unity in the case of a perfect classification. In Figure 9.1b, the learning curve of our SVM predictor is presented, which indicates how strongly the cumulative prediction error, measured as $1 - \text{AUC}$, reduces with the size of the training set. A monotonical decrease of error with

![Figure 9.1: Metal-insulator classification by an SVM, employing a Gaussian kernel, with input in PRDF representation](image-url)
9.3. Fermi density of states as a regression problem

The prediction of continuous labels, such as the numerical value of the density of states at Fermi level (DOS$_F$), poses a regression problem in ML terminology. We employ kernel ridge regression (KRR, section 3.4.2) for this prediction, which also provides an estimate of the predictive variance which can serve as a measure of how well a material of interest is represented in the training set.

As in the case of the metal/insulator classification, the full spd material set and its sp subset are considered separately for the DOS$_F$ regression.

The mean absolute errors of the predictions of the two crystal representations outlined in chapter 6 are collected in Figure 9.1, evaluated considering three different kernel functions: the linear kernel corresponds to a direct evaluation of the inner products in input space, while Gaussian and Laplacian kernels perform an implicit mapping to the corresponding radial basis function (RBF) feature spaces Table 3.1. Furthermore, we list the mean predictor, which always predicts the average DOS$_F$ value of the training set, as a simple baseline. Both representations yield models that are significantly better than the mean predictor.

Figure 9.2 illustrates how the error decreases steadily with increasing number of materials used for training, with the mean absolute error (MAE) as an error metric, the same which was employed in our KRR optimization. However, the PRDF features con-
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**Figure 9.3.** Comparison between predicted and calculated DOS \( F \) for spd systems. The background density distribution refers to the cross validation systems. Dots are additional systems (see legend) of far larger size than those used for training.

Consistently outperform the B+CM description, which is why the further analysis will focus on the PRDF representation, with the slightly better performing Laplacian kernel.

The higher complexity of the spd systems can be clearly observed in the learning curves, which show how much better the prediction problem can be solved as a function of the available data. The mean error is much lower in sp materials. Furthermore, the learning curves are steeper, i.e., increasing the training set size within the restricted materials class improves the prediction accuracy rapidly. One origin of this higher complexity lies in the growing dimensionality of the input space: given \( N_{el} \) possible chemical elements in all material compositions, \( \text{dim}(X) \propto N_{el}^2 \). Furthermore, by including materials with d electrons, the physics becomes more rich. Due to both reasons, much more training data is required to achieve an improvement comparable to that of sp systems.

Furthermore, when comparing the learning curve in Figure 9.2 with the metal/insulator classification one Figure 9.1b, the increased complexity of the regression problem, when compared to the classification one, can be clearly observed from the slopes and asymptotic behaviours of the curves.

The cross-validated prediction of DOS \( F \) for spd systems is shown in Figure 9.3, as a density plot of computed versus predicted values. It is evident that the density is accumulated along the diagonal of the plot, demonstrating that the machine is giving meaningful predictions, while the average error is smaller than 6% of the DOS value range. Thus this result represents another proof of principle that a complex output of the Kohn-Sham equations can be predicted directly by means of machine learning – albeit the considerable variance of errors.
From Figure 9.2 it is clear that, in order to increase the prediction accuracy, the size of the training set should be increased, possibly at the limits of present computing facilities. Instead of a brute-force approach, the problem may become less costly by using an active learning scheme, e.g., by extending the set where the predictive variance is higher. We still expect that in order to obtain highly accurate results the computational cost will be large. Can the proposed approach still be useful at the present accuracy level?

To answer this question we first point out that ML is at least 2 or 3 orders of magnitude faster than any direct computational approach, this means that a fast ML scan may always be of use as a preliminary step before consuming precious resources on detailed calculations. Second, a remarkable feature of the PRDF representation is that it is not fixed to a certain number of atoms in the unit cell during training and prediction. This means that once the predictor has been trained, it can be used to predict the properties of any other system. This is virtually independent from its size as long as it is well represented by the training set.

As a proof for this ability, we consider additional test systems, divided into 3 set: The first set (pink circles in Figure 9.3) contains only systems taken from the ICSD, chosen among those with between 30 and 80 atoms per unit cell that are well represented by the training set. Therefore, only ICSD materials with a relatively low predictive variance were chosen for calculation. The second set (orange triangles in Figure 9.3) contains a purely metallic alloy of lead and aluminum. All the systems in this set are crystals with 125 atoms per unit cell, differing by the Al/Pb concentration. The third set (black squares in Figure 9.3) is a solid solution of three atomic types in a diamond lattice: Carbon, Boron and Nitrogen, at different composition and a total of 45 atoms per unit cell.

Unlike the training systems, each of these involve a large computational cost, and would not be feasible without access to a computation facility. While the PbAl alloys are quite well predicted, some of the DOS_F for the large ICSD systems (mostly oxides) are overestimated, as well as some of the DOS_F of the CBN solid solution. Again, a clear diagonal accumulation is achieved. Nevertheless for these large systems, which the predictor has never been trained on, the average quality of the prediction of large systems is comparable to that of the much smaller, cross-validated systems.

9.4. Summary

In summary, we have investigated a machine learning approach for fast solid-state predictions. A set of LSDA calculations has been used to train predictors of both metallicity and DOS_F. We expect that our method can be extended to directly predict other complex materials properties as well. It certainly can be combined with other, more accurate, electronic structure techniques such as GW.

The accuracy of predictions depends strongly on how crystals are represented. We found that Coulomb matrices, while being successful for predicting properties in small organic molecules [127, 128] belonging to a, by the choice of constituent elements, small subspace of chemical compound space, are not suitable to describe crystal structures in
the comparatively large, coarsely sampled subspace relevant to this work.

Instead, we have proposed a representation inspired by partial radial distribution functions which is invariant with respect to translation, rotation and the choice of the unit cell.

Our results clearly demonstrate that a fast prediction of electronic properties in solids with ML algorithms is indeed possible. Although presently the accuracy leaves room for improvement, we consider the predictions useful for a first screening of a huge number of materials for properties within a desired value range. In a second step, high-accuracy electronic structure calculations are then performed on the promising candidates only. What makes the approach extremely appealing is that the PRDF representation allows to learn on small systems with low computational cost and then extrapolate to crystals with an arbitrary number of atoms per unit cell, for which conventional DFT calculations would be prohibitive.

9.5. Outlook

The presented machine learning approach to the prediction of electronic properties of crystal structures is definitely promising, while the presently achieved accuracy, evaluated by metal/insulator classification and DOS\(_F\) regression, still lies below the reliability required in a high-throughput search for superconductors; improvement is left open for future work.

For one, increased accuracy could be achieved by a significantly enlarged training set, which could span also non-equilibrium structures.

The choice of representing periodic elements as \textit{dimensions} within PRDF representation opens a path to develop an improved metric considering true chemical similarity of the periodic elements.

Moreover, the PRDF representation can be extended to encode also local, angular information by switching from an element-\textit{pair} to an element-\textit{tuple} (in the next-lowest order, \textit{triplet}) based approach. Given that such an approach was successful, and given that non-equilibrium configurations were present in the training set, the applicability of our method could be greatly extended, including the use-case of (conventionally computation expensive) structural relaxion, where forces and stress could be provided by a ML predictor.
10. Prediction of superconductivity from the descriptors

The descriptors of superconductivity (chapter 5) have been introduced to provide a computationally cheap estimate of the superconducting properties of a system. They have been computed for a dataset of 8,071 materials (section 7.4), with the obvious intention to identify or predict superconductors. In chapter 8, both magnets and insulators have been removed from the dataset, leaving 3,328 nonmagnetic metals as possible superconductors. The descriptors were then tested for their individual predictive capabilities.

In this chapter, we introduce a prediction scheme for superconductors, based on all descriptors, and establish its predictive power both on known superconductors and non-superconductors, and on a sample of the dataset.

A statistical analysis then examines relations between crystal structure, chemical composition and predicted superconductivity, inspired by Matthias’ rules to find new superconductors.

Some basic information on the predicted superconductors is collected in the final section 10.4.

10.1. Descriptor Validation Set

The descriptor validation set is a set of materials with known superconducting properties and descriptors of superconductivity. It can therefore be used to evaluate the quality of collective evaluation methods. Moreover, the relation between the descriptors of superconductivity and the calculated superconducting properties of these materials serves as an empirical basis to the classification scheme introduced later within this chapter.

In order to be suitable to this goal, the validation set needs to contain both

non-superconductors, which in the context of this work are defined as systems where a phonon-mediated pairing mechanism could not lead to $T_c > 1K$, or alternatively exhibit an electron-phonon interaction parameter $\lambda < 0.34$

and (phononic) superconductors, having as many different chemical compositions and crystal structures as possible.

Moreover, just out of curiosity, a small set of materials is included where the experimentally observed $T_c$ could not be explained by phononic mechanisms, such as layered ferropnictides and cuprate high-temperature superconductors. While the mechanism is non-phononic, as long as the electronic states are well described within the Kohn-Sham picture, and the energy scale of the interaction does not strongly differ from the phononic
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<table>
<thead>
<tr>
<th>Material</th>
<th>$\lambda$</th>
<th>$T_c$ [K]</th>
<th>Material</th>
<th>$\lambda$</th>
<th>$T_c$ [K]</th>
</tr>
</thead>
<tbody>
<tr>
<td>MgB$_2$</td>
<td>0.64</td>
<td>18.4</td>
<td>RbGe$_2$</td>
<td>1.64</td>
<td>10.3</td>
</tr>
<tr>
<td>CaC$_6$</td>
<td>0.90</td>
<td>20.1</td>
<td>BaSi$_2$</td>
<td>1.56</td>
<td>20.8</td>
</tr>
<tr>
<td>V$_3$Si (A15)</td>
<td>1.43</td>
<td>28.3</td>
<td>CaBeSi [40]</td>
<td>0.37</td>
<td>0.9</td>
</tr>
<tr>
<td>ZrN</td>
<td>0.75</td>
<td>15.8</td>
<td>BeB$_2$</td>
<td>0.24</td>
<td>0.0</td>
</tr>
<tr>
<td>TaC</td>
<td>0.66</td>
<td>9.2</td>
<td>FeSe</td>
<td>0.07</td>
<td>0.0</td>
</tr>
<tr>
<td>Al</td>
<td>0.43</td>
<td>2.0</td>
<td>LiFeAs</td>
<td>0.18</td>
<td>0.0</td>
</tr>
<tr>
<td>Sn</td>
<td>0.84</td>
<td>5.1</td>
<td>YBa$_2$Cu$_3$O$_7$ (YBCO7)</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>Nb</td>
<td>1.34</td>
<td>16.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pd</td>
<td>0.34</td>
<td>0.19</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(a) Widely known materials (b) Materials supplied by other projects within our research group

Table 10.1.: Example materials from the descriptor validation set. Non-phononic superconductors are highlighted in blue and materials with $T_c < 1$ K in red.

One, Fermi bond localization $b_F$ and Fermi density of states $\text{DOS}_F$ may be considered in a more general way: $b_F$ is a measure for the electronic scattering amplitude under any mechanism, which could be expressed as a perturbation of the self-consistent potential, localized within the bonding region; $\text{DOS}_F$, on the other hand, is a measure for the electronic phase space available for scattering processes.

10.1.1. Computational considerations

Within this work, superconductivity is treated at the level of isotropic Eliashberg theory in the Allen-Dynes approximation (subsection 2.2.6, (2.39)). The critical temperature is determined by the isotropic electron-phonon interaction parameter $\lambda$ and isotropic weighted averages $\langle \omega^2 \rangle$, $\omega_{\log}$ of the phonon frequencies. Coulomb repulsion is accounted for by the Morel-Anderson coulomb pseudopotential $\mu^*$, which is conventionally fitted to reproduce the experimentally observed $T_c$. Despite the simplification implied by an isotropic treatment, the computational complexity is still high, and dominated by the linear-response phonon calculations (section 1.2) necessary to obtain $\lambda$, $\langle \omega^2 \rangle$, and $\omega_{\log}$. Evaluating $T_c$ for a single material demands weeks of researchers time. In consequence the validation set is comparatively small, consisting of 75 materials. Furthermore, it is statistically biased, as some classes of materials are overrepresented. Moreover, as the number of phonon modes and therefore the computational complexity of electron-phonon calculations scales as $O(N_{at}^3)$ with the number of atoms per primitive cell $N_{at}$, materials with small unit cells dominate the validation set. In consequence, simple structures are strongly represented, potentially limiting the variety of superconducting behaviour observable within the validation set.
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<table>
<thead>
<tr>
<th>Material</th>
<th>coll_code</th>
<th>$\mathbf{\lambda}$</th>
<th>$T_c$ [K]</th>
<th>Material</th>
<th>coll_code</th>
<th>$\mathbf{\lambda}$</th>
<th>$T_c$ [K]</th>
</tr>
</thead>
<tbody>
<tr>
<td>AuTe$_2$ HP [160]</td>
<td>66626</td>
<td>1.22</td>
<td>4.2</td>
<td>KO$_2$</td>
<td>38138</td>
<td>0.53</td>
<td>0.7</td>
</tr>
<tr>
<td>BC$_5$ [161]</td>
<td>166555</td>
<td>0.83</td>
<td>43.0</td>
<td>Ag$_2$O</td>
<td>20368</td>
<td>0.50</td>
<td>2.0</td>
</tr>
<tr>
<td>Be$_2$B [162]</td>
<td>20384</td>
<td>0.66</td>
<td>19.8</td>
<td>CaIn</td>
<td>619377</td>
<td>0.52</td>
<td>1.2</td>
</tr>
<tr>
<td>InAs HP [163]</td>
<td>43972</td>
<td>0.83</td>
<td>6.8</td>
<td>CuAlS$_2$ HP</td>
<td>165739</td>
<td>1.23</td>
<td>25.7</td>
</tr>
<tr>
<td>PbS HP [164]</td>
<td>77865</td>
<td>1.65</td>
<td>22.3</td>
<td>CuAlSe$_2$ HP</td>
<td>165741</td>
<td>0.90</td>
<td>9.9</td>
</tr>
<tr>
<td>PbSe HP [165]</td>
<td>77870</td>
<td>1.59</td>
<td>12.4</td>
<td>CuAlTe$_2$ HP</td>
<td>165743</td>
<td>0.43</td>
<td>1.4</td>
</tr>
<tr>
<td>PIn HP [166]</td>
<td>53104</td>
<td>1.13</td>
<td>16.1</td>
<td>LiPb</td>
<td>104762</td>
<td>0.78</td>
<td>3.2</td>
</tr>
</tbody>
</table>

Table 10.2.: Descriptor validation set: example ICSD non-magnetic metals, spanning non-superconductors and superconductors, as predicted by our descriptors of superconductivity (see text). Non-superconductors are highlighted in red. In case a scientific reference could be found, the respective table row is printed in black and includes the citation; remaining, prospective superconductors are highlighted in green. In all cases, the ICSD collection code (unique identifier within ICSD) is reported, describing the material prior to the structural relaxation performed within the present work.

10.1.2. Origin

Due to the high computational cost, an initial set of materials was assembled by Antonio Sanna from materials studied in previous projects and unpublished data. Data from previous projects cover widely known phononic superconductors, such as the hexagonal layered structures MgB$_2$ and CaC$_6$, zirconium nitride ZrN and members of the A15 phases, such as V$_3$Si or Nb$_3$Sn. Moreover, a set of elemental superconductors, such as Al, Pb or Nb, and some high-pressure phases of metalloids and nonmetals has been included. A subset of this class is presented in Table 10.1a.

Less widely known materials provided by current research projects cover different high-pressure phases of S, the families of layered dixeranides and disilicides [159], and layered materials, such as CaBeSi and BeB$_2$, which served as additional reference points in the analysis of the superconductivity in MgB$_2$.

The superconductivity prediction scheme, which will be described in section 10.2, had been parametrized with the initial materials. It was then applied to the nonmagnetic metals found by our high-throughput calculations (cf. section 8.1). Materials were selected on the basis of these predictions, and explicit calculations of $\mathbf{\lambda}$ and $T_c$ were made. As the number of non-superconductors within the initial set was low, we intentionally included a set of predicted non-superconductors, testing the scheme for false negative predictions, meaning superconductors predicted as non-superconductors. The predictor was refined based on the new data, iteratively improving the quality of predictions based on the findings within groups of new materials added to the validation set.

In order to further explore our hypothesis of DOS$_F$, $b_F$ and $\bar{\nu}_F$ being descriptors of superconductivity, materials with large (in relation to the initial materials) individual values in each of the three have been included: following our hypothesis, unless significant values are present in the respective other two descriptors, such materials are expected to be non-superconductors (example materials are marked in red in Table 10.2).
Furthermore, materials have been included that lie within badly sampled regions, with \((\text{DOS}_F, b_F, \bar{v}_F)\) far from previous materials. Materials that were found to be dynamically unstable were discarded: the present work is concerned with the prediction of superconductivity in existing structures, and other methods for the prediction of crystal structures do exist [134–138].

As the database used during our research (ICSD) was built from scientifically published data, no implicit claims on the novelty of superconductivity in such materials can be made; scientific references regarding superconductivity for predicted superconductors were frequently found. In Table 10.2, a subset of the materials introduced by our search is presented, marked by black (if scientific references to superconductivity in the material could be found) and green (in case that no conclusive reference could be found).

### 10.2. Prediction scheme

After having defined the descriptor validation set, we will now introduce a simple prediction scheme for superconductivity, based on the descriptors density of states at Fermi level \(\text{DOS}_F\) (section 5.2), Fermi bond localization \(b_F\) (section 5.3) and isotropic Fermi velocity \(\bar{v}_F\) (section 5.4). We base our considerations on the isotropic, mass-independent electron-phonon interaction parameter \(\lambda\) (2.12).

#### 10.2.1. Importance of Fermi velocity

Special attention must be paid to the Fermi velocity \(\bar{v}_F\), as it was introduced as a measure to detect systems which are expected to be poorly described within LDA Kohn-Sham DFT due to stronger electronic correlation effects.

However, a strict separation of well- and poorly described systems by the means of \(\bar{v}_F\) cannot be defined; therefore, \(\bar{v}_F\) could not be used as a trivial exclusion criterium (section 8.1), while, on the other hand, no theoretical justification for its impact on \(\lambda\) was presented. On this basis, we decided to include \(\bar{v}_F\) simply as an additional dimension in the collective evaluation.

#### 10.2.2. Fermi DOS and bond Localization

In chapter 5, both density of states at Fermi level \(\text{DOS}_F\) and Fermi bond localization \((b_F)\) were introduced as descriptors of superconductivity, joined by a discussion of their relation to the isotropic electron-phonon coupling parameter \(\lambda\). We use the well-known relation \(\lambda \propto \text{DOS}_F\) (section 2.3.2). In section 5.3.1, a connection between \(b_F\) and the matrix elements of the electron-phonon interaction was made, concluding a monotonously rising dependence of the deformation potential, i.e. the scattering amplitude under unit deformation and \(b_F\), which was subsequently quantified (Figure 5.3, right panel) within a simple model system. However, the corresponding scaling function within Kohn-Sham systems is unknown, and a good approximation would require detailed data for a training set far larger than the validation set. Using a linear approximation, our estimate is
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simply the product

\[ \text{DOS}_F \cdot b_F, \]

which was sufficient for our predictions on the validation set.

10.2.3. Graphical representation

These considerations suggest also a scheme for the graphical representations used during our analysis of \( \text{DOS}_F \cdot b_F \): essentially, \( \text{DOS}_F \cdot b_F \) and \( \tilde{v}_F \) require independent axis, the same is true for \( \lambda \), which is supplied by detailed calculations performed outside the framework of our descriptors, and has, due to this, the character of a label. Therefore, materials will be presented in a two-dimensional scatter plot, with each point representing a material \( m_i \). The coordinates of each point are determined by \( \text{DOS}_F(m_i) \cdot b_F(m_i) \) and \( \tilde{v}_F(m_i) \), while information about \( \lambda_i \) is provided by the color of the associated point if applicable. As \( \text{DOS}_F \cdot b_F \) differs by orders of magnitude between different materials, logarithmic axis scaling is applied.

10.2.4. Application to the descriptor validation set

The descriptor validation set is graphically represented in Figure 10.1. While being, as previously discussed, far from a complete description of the electron-phonon coupling or critical temperature \( T_c \), the relation of the simple product of \( \text{DOS}_F \) and \( b_F \) to superconducting properties can be observed.

First of all, most of the best phononic superconductors, such as \( \text{MgB}_2 \), \( \text{TaC} \) or \( \text{ZrN} \), accumulate towards the top right of Figure 10.1, in the region of both high \( \tilde{v}_F \) and \( b_F \cdot \text{DOS}_F \).

Also known high-temperature, non-phononic, superconductors, including both pnictides and cuprates do lie within the region of high \( b_F \cdot \text{DOS}_F \), but in regions of low \( \tilde{v}_F \), where the Kohn-Sham LDA is unreliable. We will dismiss this fact in the following, as no predictive theory for such superconductors does exist, and thus no connection between superconductivity and descriptors based on Kohn-Sham electronic properties can be established.

Soft-phonon driven layered germanides and silicides

A certain class of superconductors is, however, not so well described within this scheme: superconducting layered \textit{germanides}, the most prominent being \( \text{RbGe}_2 \), with an expected \( T_c \) of 10.3 K [159], and layered \textit{silicides}; although \( \lambda \) is large in some of these structures, they appear shifted towards the lower left in the Figure 10.1. However, there is a clear physical interpretation for this shift: the paradigm of superconductivity being driven by the large deformation potential in covalent bonds does not apply to these systems.

Instead, superconducting pairing is driven by soft (low frequency) phonon modes. In turn, the magnitude of the electron-phonon matrix elements \( g_{k,k+q,\nu}^{n,n'} \), Equation 1.31, is strongly enhanced by the prefactor \( \omega^{-1/2} \), which covers the intrinsic amplitude of
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Figure 10.1: Prediction graph for the Descriptor validation set. Color indicates the value of $\lambda$. Good phononic superconductors accumulate in the region of high DOS$_F$ · $b_F$, and above the range of $\bar{v}_F$ indicating strong correlation. The empirically determined separator (10.1) between superconductors and non-superconductors is denoted as a dark-red line.
nuclear motion, while the deformation potential, described by $b_F$, is defined for unit displacement.

Essentially, such soft phonon modes open a second way to achieve superconductivity. But despite the large value of $\lambda$, superconductivity is typically weak in such systems, due to the low energy provided by phonons within scattering processes, which seriously restricts the phase space available to phonon-induced electronic transitions (chapter 5). Therefore, such systems are not of primary interest when searching for superconductors with a high critical temperature.

However, the problem of our present descriptors observed on this class of systems emphasizes the importance of phonon frequencies. An improved set of descriptors should therefore also provide an estimate for such effects, either by predicting the presence of such modes, or by a prediction of the actual magnitude of the frequency-dependent intrinsic-amplitude factor contributing to $g_{n,k+q,\nu}$. Given that such a description could be achieved, also systems where soft phonons do provide a secondary pairing channel (section 2.2), in presence of a primary, deformation potential driven one.

10.2.5. Predictor

Based on empirical observation within validation set, a classification curve, which establishes an approximate border between good phononic superconductors and the remaining systems, has been determined. While, in principle, the problem could also be solved by a machine learning classifier, such as the support vector machine (subsection 3.4.1), within an appropriate feature space, we refrain from such an approach both due to the very limited size of the validation set and the statistical bias.

Observing the distribution of superconductors and non-superconductors within the validation set, we define the simple analytical function

$$s(DOS_F, b_F) := \frac{a}{\sqrt{DOS_F \cdot b_F}} + v_{F,\text{min}}$$

with the two adjustable parameters $a$ and $v_{F,\text{min}}$ to separate superconductors from non-superconductors. The offset $v_{F,\text{min}}$ has been included in order to compensate for the asymptotic $DOS_F \cdot b_F$ limit, as $\bar{v}_F$ was included as a descriptor in order to avoid molecular and possibly other strongly correlated systems, which may not be well-described within LDA Kohn-Sham DFT. Predictions about if a material will be superconducting are made on the basis of a material’s position relative to the function by

$$\Theta(\bar{v}_F - s(DOS_F, b_F)).$$

As mentioned in section 10.2.4, a whole class of materials, the soft-phonon driven superconductors, is not well-described, due to the missing estimate of phonon frequencies within our descriptors of superconductivity. During the determination of the model parameters, we do therefore associate far lower weight to all systems within this class.

The results of applying the classification Equation 10.2 to the validation set are presented in Table 10.3. Like in all of this chapter, the labeling of a material as a superconductor or non-superconductor has been solely performed on the basis of the computed lambda.
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<table>
<thead>
<tr>
<th></th>
<th>superconductors (positive)</th>
<th>non-superconductors (negative)</th>
</tr>
</thead>
<tbody>
<tr>
<td>false</td>
<td>3</td>
<td>12 (8 silicides/germanides)</td>
</tr>
<tr>
<td>true</td>
<td>28</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 10.3.: Classification performance of Equation 10.2 within the validation set.
The comparatively high number of false negatives (superconductors classified as non-superconductors) has its origin in the low weight of soft-phonon driven systems used during the determination of the model parameters, as we know that this class is both not well-described by our approach and of low practical relevance (section 10.2.4).

The overall correct classification rate within the validation set is 79%; the dominant part (50%) of all false classifications has its origin in the false-negatives within the subset of soft-phonon driven germanides and silicides. Without this subset, the correct classification rate is approximately 90%.

The high correct classification rate measured within the validation set is a confirmation of our method, and encourages its application within a high-throughput search. Indeed, a subset of the validation set materials (marked by triangles in Figure 10.1) was actually introduced on the basis of a preliminary predictor (10.1) determined on the basis of the initial validation set materials (marked by circles). The predictor presented here corresponds to that original one, after the application of minor refinement in a and $v_{F,\text{min}}$ based on the datapoints added within this process.

10.3. Application to the high-throughput dataset

We applied the simple predictor (10.2), parametrized on the descriptor validation set, to the nonmagnetic metals of the dataset (Figure 10.2). The predictor excludes 76% of the materials from being good superconductors, as they lie in regions of either too low DOS_F $\cdot$ $b_F$ to be superconductors with notable $T_c$, or too low $v_F$ to be reliably described within LDA Kohn-Sham DFT. Superconductivity is predicted for 750 structures.

This fact is a major result for high-throughput methods in the context of superconductivity, as it allows to focus in-depth calculations to a relatively small subset of systems.

From a second, statistical point of view, Figure 10.2 does also provide an indication of why no materials with properties similar to MgB_2 with its exceptional phonon-mediated $T_c$ have been discovered (neglecting the special role of anisotropy): measured by our descriptors, there are very few systems with comparable properties (DOS_F $\cdot$ $b_F$, $v_F$). Two of them, both high-pressure phases of III $-$ V semiconductors, have been included in the validation set (cf. Figure 10.1).

In the following, we present a short analysis of the relation between chemical/structural properties and our descriptors, which was inspired by the empirical rules to find new superconductors established by B.Matthias (outlined in chapter 5). To be more specific, based on the assumptions that (a) our scheme predicts superconductors (supported by the low error rate when applied to the validation set), and (b) ICSD consists of a repre-
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**Figure 10.2.** Prediction of superconductivity by (10.2). Dots represent the nonmagnetic metals from our high-throughput search, color corresponds to the prediction. Initial validation set materials (10.1.2) are displayed as circles, color corresponds to $\lambda$.

**Figure 10.3.** Fraction of materials within each chemical subclasses (left panel) predicted as superconducting, and statistical data of the distributions of the descriptors of superconductivity within the chemical subclasses (center panel: mean, right panel: median and 3rd quartile).

sentative sample of materials, we compare the probability of predicted superconductivity within selected subsets of the materials.
10.3.1. Effect of chemical composition

As a first part of the analysis, we split compounds (elemental solids are a special case, and will be presented explicitly in subsection 10.4.2) into subsets according to chemical criteria, on the basis of expected relevance regarding our descriptors of superconductivity; the classes are defined by bonding character, as expected by from simplified chemical considerations, as intermetallic with at least one metalloid (Metalloid-IM), intermetallic without any metalloid element (NoMetalloid-IMs) and non-intermetallic (Not-IM). The first distinction is made due to the increase in covalent bond character in the presence of metalloids. A further separation has been made based on the presence of transition metals (TMs). The relative number of predicted superconductors has been computed in each of the 6 classes and is displayed in the left panel of Figure 10.3.

The presence of TMs in a compound has no effect whatsoever in Metalloid-IMs: 20% of both sp and TM systems are predicted to be superconducting. Again independent of the presence of TMs, the fraction of predicted superconductors among NoMetalloid-IMs is 3% larger than in Not-IMs. However, the NoMetalloid-IMs are classified at a significantly higher fraction of 25% as superconductors, compared to the fraction of 18% within the same class and in the absence of TMs.

We continue our analysis by applying statistical methods to the subsets. The distributions of $\text{DOS}_F, b_F$ and $v_F$ (chapter 8) are heavily tailed and asymmetric, i.e. far from normal, therefore a description by mean and standard deviation is of limited use. Therefore we use the following quantities in statistical analysis:

**Mean**

**Median**  upper bound of the lowest 50% as a measure for the body

**3rd Quartile**: lower bound of the highest 25% as a measure for the tail

Moreover, as non-negligible statistical correlation between $b_F$ and $\text{DOS}_F$ was found (section 8.5), the statistical measures are applied to the product of both quantities.

The mean descriptor values obtained on the different subsets are displayed in the central panel of Figure 10.3, while median and 3rd quartile are displayed in the right panel. The mean $b_F \cdot \text{DOS}_F$ observed on the sp Metalloid- and NoMetalloid-IMs is very close (note the logarithmic axis scale) and about an order of magnitude lower than in all other materials; $\bar{v}_F$-mean in the two classes is about 20% larger than in the remaining systems. However, all subset means are fairly close to the separator, which implies some difficulty in the explanation of the fractions of predicted superconductors.

At this point, we focus on the other two statistical quantities, the median and the 3rd quartile, displayed in the right panel of Figure 10.3: it is fairly obvious from the almost identical median values that the main body of $b_F \cdot \text{DOS}_F$ distribution in all sp systems is rather similar. The NoMetalloid-IM $\bar{v}_F$-median is strongly enhanced over the other two sp classes, reflecting the low number, or even complete absence of systems in the low-$\bar{v}_F$ regime, confirming the expected behaviour. Larger median $b_F \cdot \text{DOS}_F$ can be observed in the three TM classes (again indicating the lower frequency of low-$b_F \cdot \text{DOS}_F$ systems), while median $\bar{v}_F$ is very similar to the sp Metalloid-IMs and Not-IMs.
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The 3rd quartile finally reveals the reason for the significant differences in SC classification frequency: the difference in the fractions of predicted superconductors is mostly related to the high-value tail of the $b_F \cdot \text{DOS}_F$ distribution, as the 3rd quartile defines the lower bound for the highest 25% of a distribution and thereby provides an estimate of the high-value tail.

Classification properties in Oxides and Halides

The results of the filtering process can be also used to revisit the “rules for finding new superconductors” formulated by B. Matthias, presented in chapter 5. One of the rules reads “Stay away from Oxygen”, which reflects within our classification method as a fraction of predicted superconductors of 18% observed on nonmagnetic, metallic oxygen compounds, which lies significantly below the overall fraction of 24%. The lower fraction of such compounds being predicted as conventional superconductors is mainly a result of their accumulation within the range of low Fermi velocities (Figure 10.4), suggesting unreliability of LDA Kohn-Sham DFT in such compounds. Note that this statement does not imply a causal connection to Matthias’ rule, as $\bar{v}_F$ had been introduced as a descriptor out of methodological reasons.

Another chemical subclasses of nonmagnetic metals experiencing a similarly low fraction of predicted superconductors are materials containing halogens. Such materials tend to exhibit larger $\bar{v}_F$ than the oxygen compounds, but are declassified mostly due to low $S_{\text{dlp}}$.

Conventional superconductors belonging to both classes are rather uncommon, therefore we suggest a systematic study on the 10 halides and 34 oxides predicted by our method.
(a) Fraction of predicted superconductors within the symmetry subclasses; color corresponds to lattice system. Gray background indicates statistical unreliability (low numbers of materials).

(b) Descriptive statistics in the symmetry subclasses, relative to the classification curve. Each subclass is represented by points $(F(\{vF\}), F(\{bF \cdot DOS_F\}))$, where $F$ is a statistical measure on the subset.

Figure 10.5.: Influence of space group symmetry on the fraction of predicted superconductors: space groups are summarized by the number of symmetry operations.

10.3.2. Influence of symmetry on the fraction of predicted superconductors

A further statistical observation of classification probability within subclasses of the nonmagnetic metals of the dataset is again inspired by one of Matthias’ rules, in which he suggests that high, and especially cubic symmetry has a positive effect on superconductivity.

Within our method, this effect is observable as a statistical correlation between fraction of predicted superconductors and symmetry: Figure 10.5 displays the fraction of materials predicted as superconductors for materials of different symmetry classes. In our representation, each of the classes summarizes space groups by their size, which corresponds to the number of symmetry operations applicable in a material. Each bar is subdivided by the lattice system in order to provide further information on the lattice and to indicate symmetries broken by the basis, i.e. the atoms in the unit cell.

As a first remark, there are very few low-symmetry materials available within the dataset, therefore statistics should be considered unreliable within the area highlighted with a gray background.

A trend consistent with Matthias’ observations is clearly observable: materials with high, especially complete cubic symmetry exhibit a significantly higher fraction of predicted superconductors than materials with lower symmetry (although one should be careful about the statistically badly sampled classes with 6 or less symmetry operations). The difference is striking: 36% of the systems with full cubic symmetry (48 symmetry operations) are predicted superconductors, while only 14% of the systems...
with 8 symmetry operations are considered superconducting. This range exceeds the one found among chemical subclasses (subsection 10.3.1), and in fact a secondary analysis taking into account the symmetry in each of the chemical classes shows exactly the same trend. Furthermore, also the fact that a significant number of elemental solids (subsection 10.4.2), a part of them high-pressure phases, exhibit cubic symmetry does only have minor impact on the high-symmetry fraction of predicted superconductors (excluding them would lower the fraction by about 3%).

It is therefore justified to conclude that higher symmetry is genuinely correlated with a higher probability of superconductivity, in agreement with Matthias’ rule.

In the right panel of the figure, statistical data for each of the subclasses is displayed; as can be observed on all statistical quantities within the subclasses, the main component of symmetry-related variation is orthogonal to the classification curve. As in the case of the chemical subclasses, the largest spread can be observed in the 3rd quartile (blue points), indicating that it is especially the high-value tail of the descriptor distributions which differs among the symmetry subsets. The different mean values in the subsets (displayed in gray) can be explained by the tail part of the distributions, too; the variation in the main body, as described by the median (displayed in red), on the other hand, is far too weak to explain the mean value variation.

10.3.3. Summary

In this section, classification properties of our method (section 10.2) have been evaluated. First of all, in conjunction with the filtering steps described earlier in section 8.1, the method allows to exclude more than 90% of all materials as (phononic) superconductors, with an expected prediction accuracy of 90% (subsection 10.2.5).

A subset of the empirical Matthias rules (chapter 5) corresponds to the pre-filtering process (8.1), such as the exclusion of magnets and insulators. The analysis within the present section shows that also the remaining rules are recovered in the form of statistical trends: the presence of oxygen significantly lowers the probability of superconductivity, while higher symmetry correlates with a higher probability to find a superconductor.

Furthermore, an analysis of different chemical classes provides suggestions for a future search for superconductors, exploring chemical compound space beyond the boundaries of the inorganic crystal structure database (ICSD): the highest fraction of superconductors is predicted among systems which (a) are composed solely of metal elements and (b) contain at least one transition metal.

Having now established classification properties of our method, the following section will focus on the properties of the predicted superconductors.

10.4. Predicted superconductors

The previous sections introduced our method to predict superconductors on the basis of computationally cheap first-principles calculations, and a semi-empirical classification scheme. Basic properties of the scheme were evaluated statistically by application to a set of materials from a database.
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<table>
<thead>
<tr>
<th>class</th>
<th>elemental</th>
<th>binary</th>
<th>ternary</th>
<th>quaternary</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{sc}$</td>
<td>125</td>
<td>464</td>
<td>157</td>
<td>4</td>
</tr>
<tr>
<td>$p_{sc}$</td>
<td>45.0%</td>
<td>26.7%</td>
<td>14.2%</td>
<td>17.4%</td>
</tr>
</tbody>
</table>

**Figure 10.6.** Distribution of predicted superconductors among elemental, binary, ternary and quaternary solids. $p_{sc}$ is the probability of a nonmagnetic metal, belonging to the given class, to be predicted as superconducting. The overall probability of a NM metal from our dataset being predicted superconducting is 23.8%.

The central result of that application is a set of 750 materials, which were predicted to be superconductors. In this section, we present an overview over this set, also introducing single examples, families of materials and trends.

*Detailed* data on all compounds, such as chemical composition and crystal structure can be found in Appendix B, which may directly serve as an inspiration for future in-depth studies of selected materials.

### 10.4.1. Distribution among elemental, binary, ternary and quaternary solids

For the following steps of the description of our predicted superconductors (PSCs), it is convenient to separate the set of materials by the number of different elements in the chemical composition into elemental, binary, ternary and quaternary solids (Figure 10.6). First of all, quaternary solids do provide two orders of magnitude less materials than any of the other three classes, a fact that is mainly related to the maximal primitive cell size of 7 atoms within the dataset.

The values $p_{sc}$ denoted below the segments of Figure 10.6 are the frequency of PSCs within the corresponding subset of the nonmagnetic metals. The fraction among elemental (45%) and binary (27%) solids is significantly higher than the overall one (24%), while a significantly lower fraction of materials composed of more than 2 different chemical elements qualifies as superconductors: in the original dataset, binary and ternary systems were contributing both very similar numbers of materials, each about 47%, while the ternary systems contribute only 21% of the PSCs.

The difference in the fractions between elemental, binary, ternary and quaternary solids can be explained by the relation between prediction and symmetry already discussed in subsection 10.3.2: high values of $\text{DOS}_{F} \cdot b_{F}$ and $\bar{v}_{F}$ are statistically correlated to the number of symmetry operations; within our dataset, there is an upper bound $N_{at} \leq 7$ on the cell size, which seriously limits the possible symmetry of systems composed of a larger number of atoms (postponing the role of *stoichiometry* to subsection 10.4.5). This physically intuitive argument was confirmed by a corresponding statistical analysis.

In the following sections, we will first discuss the elemental solid PSCs, introduce general chemical features of the compounds and review the binary, ternary and quaternary subclasses.
Figure 10.7.: Elemental solids classified as superconductors by our method, and their position within the classification diagram. The shape of each point refers to the Bravais lattice, while the color refers to the class (metal, metalloid, nonmetal) and pressure/temperature of the phase, if such data is available. Superscript (H)P indicates (high) pressure phase. Numbers in the legend refer to the respective number of elemental solid PSCs.
10.4.2. Elemental solids

Structural phases of the periodic elements at various pressures and temperatures have been subject to very detailed research in the past and are therefore strongly represented within ICSD. As a consequence, among the 750 predicted superconductors (PSCs), there are 125 distinct elemental solids, which are different phases of 47 chemical elements. The elemental PSCs are displayed as a classification diagram in Figure 10.7.

The majority of those structures (84, corresponding to 67%) are elemental phases under pressure (indicated by a P or HP superscript), the largest subgroup consisting of metalloids and nonmetals, such as hydrogen and the relevant members of the p-block. The shape of each point corresponds to the Bravais lattice of the elemental solid; as can be read from the numbers provided in the legend box, the most PSCs are found having either face-centered cubic (cF) and hexagonal (hP) structure. The color of each point refers to the chemical class of the element (hue) and pressure (saturation) of the structure. Trends can be fairly easily read from the colors, listed in the order of \( \text{DOS}_F \cdot b_F \):

- **post-transition metals** are found in the region of low \( \text{DOS}_F \cdot b_F \) at high \( \bar{v}_F \), together with the group-12 transition metals Zn and Hg and Po at ambient pressure,

- **metalloids under pressure** follow, with a wider range of \( \bar{v}_F \),

- **nonmetals under pressure** are the next class, again enlarging the \( \bar{v}_F \)-range downwards,

- **transition metals** with and without applied pressure are found in the final region of \( \text{DOS}_F \cdot b_F \), while restricted to lower \( \bar{v}_F \); among them, also a low number of high-pressure alkaline- and alkaline earth metals can be found.

In the following discussion, we will use the data collected in [167] as a reference for the superconducting properties of elemental solids.

Owing to infrequently occurring numerical issues, which were discussed in in section 5.3.2, the Fermi bond localization \( b_F \) of 4 high-pressure phases of Pb, Mg, Rb and Pt is overestimated, resulting in their classification as superconductors (marked by a red surrounding circle in Figure 10.7).

A set of other elemental phases, marked by a brown surrounding circles, corresponds to apparently faulty entries in ICSD, as the computed pressure of the report structures, does by far exceed the pressures reachable by modern diamond-anvil cells, including a large error margin due to the LDA exchange-correlation approximation.

A third set of apparently false predictions, marked by yellow surrounding circles, are actually high-temperature structures, such as the nonmagnetic Fe\(^{7}\) with face-centered cubic (cF) structure, observed at about 1200 K. As a sidenote, superconductivity has actually been observed [168] in the one remaining iron high-pressure hexagonally closest packed structure.

The apparently false predictions of superconductivity in crystal structures unrealistic at low temperature illustrate the fundamental fact that our method has been designed to predict **superconductivity** at low computational cost; **stability** of a structure at a
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Figure 10.8.: Constituent elements of predicted superconductors. Color (and number in first row) corresponds to the absolute number of materials containing the given element, and as lithium is occurring 40% more often than any other element, it has been labeled in blue, while adjusting the colorscale to the remaining systems. A background pattern is used for each element not contained in any of the predicted superconductors.

given temperature and pressure has to be determined by other methods (in our high-throughput search, structural relaxation by damped dynamics is the first task performed on selected candidate materials).

These exceptions set aside, the classification by our method is in agreement with the data provided in [167]. Predicted superconductivity in Po (cP lattice) has been confirmed by first-principles calculations [169]; however, due to the difficulties (Po is a short half-life α emitter, isotope with largest half-life of 125 y is $^{209}$Po) for handling actual samples of Po, (a) experimental references could not be found and (b) the prediction is of little practical relevance.

As phonon calculations of elemental phases are in general computationally cheap, a subset of materials has been chosen for inclusion in DVS (marked by black surrounding circles). As can be read from Figure 10.1, predictions and computed $\lambda$ agree in all cases except for (a) the high-pressure Pb phase at the upper limit of $\bar{v}_F$ range due to the aforementioned reason and (b) the high-pressure $O_2$ phase on top of the curve in the high-DOS$_F \cdot b_F$ regime, which during structural relaxation obtains a $\bar{v}_F$ below the lower bound, implying that the originally sampled structure was non-equilibrium.

After having illustrated the predictions of elemental solids, we will now turn towards the compounds predicted to be superconducting.

10.4.3. Constituent elements of the predicted superconducting compounds

A coarse overview on the chemical composition of the 625 compounds predicted as conventional superconductors (PSCs) is presented in Figure 10.8, in the form of the periodic table of elements, where the number of PSCs containing a given element is both
First of all, the effects of the filtering descriptors (section 8.1) can be observed in the absence of any noble gas compound, as all of them are insulators; this result is expected from basic chemical considerations. Moreover, the majority of block-center $f$- and $3d$ transition metal compounds had been filtered due to magnetism (cf. Figure 8.2), which was also an expected result; therefore, combined with the classification described in the present chapter, only 3 lanthanides and 2 actinides occur in PSCs.

Lithium is the element found in more predicted superconductors than any other one, starting a diagonal trend of frequently found elements which extends into the $d$-block: Li, Mg, Sc, Zr and Ta are all found more frequently within predicted superconductors than the original distribution within the dataset would suggest (cf. Figure 7.7); in principle, due to its chemical similarity to Ta, Nb could be seen as part of the same trend.

It is surprising to find a significant number of gold and platinum systems among the predicted superconductors, surprising because few such superconductors are known in practice. We therefore choose to compute the superconducting properties of one such system, AuTe$_2$ under pressure, in order to assess if these predictions could be an artefact, i.e. a false-positive, of our classification scheme. The material was found both to be structurally stable and superconducting, which confirms the validity of the proposed classification scheme, and further research showed experimental evidence of superconductivity in this system [160]. A single confirming example, of course, does not suffice for a statistical conclusion; therefore future research should be performed on this class.

Copper, part of 45 PSC compounds, is the next frequently found transition metal; while most famously known for its role in the cuprate high-temperature superconductors, all such CuO$_2$ layered cuprates have been discarded on the basis of a too low $\overline{v}_F$, characterizing them (correctly) as strongly correlated systems, which could not be correctly described within LDA. Out of the remaining 45 Cu-compounds, the CuAl(S,Se,Te)$_2$ compounds under pressure with Cu$_2$MnAl structure (Figure B.7) and CuAl$_2$ (structure type in Figure B.2) have been selected as members of DVS, all of which have been confirmed as superconductors.

The $5p$ metals and metalloids contribute on a similarly high level (each around 7%) as Al, and slightly higher at the $2p$ metalloids and nonmetals, which are found in about 6% of the predicted superconductors.

### 10.4.4. Influence of chemical composition and pressure on the distribution of predicted superconductors

After introducing an overview about the abundance of each periodic element among the predicted superconducting (PSC) compounds, we will now review the position of materials on the more coarsely defined chemical classes we introduced in subsection 10.3.1; however, within this section, instead of the statistical quantities, the actual distributions are reviewed.

Keeping the 125 elemental phases aside, which were presented separately in subsection 10.4.2, the chemical composition of the vast majority of PSCs does contain at least
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Figure 10.9.: Distribution of predicted superconductors with respect to the classification curve for intermetallic and non-intermetallic compounds. The former have been further divided by absence or presence of metalloids (B, Si, Ge, As, Sb and Te). Filled circles correspond to low- or ambient pressure phases; empty circles to pressurized phases. Darker color is used in the absence of transition metals.

one metal (611) or, in absence of the latter, metalloid (13 materials) atom within their chemical composition; only one example not containing any metal or metalloid atom, a rocksalt-structure high-pressure phase of SeS (cf. Figure B.1) exists among all PSCs, and was found to be unstable.

An important fact about the predicted superconducting compounds is the presence of at least one transition metal atom in 539 of the 625 compounds (86%). Compared to the \(sp\) nonmagnetic metals, of which 17.5% are classified as superconductors by our method, transition metal compounds are also classified with higher probability (22.7%) as superconductors. In this section, while discussing the influence of chemical composition on the position of a material, the presence of transition metals is found to lead to higher \(DOS_F\) and \(b_F\) among the predicted superconductors. As a sidenote (cf. subsection 10.3.1): the mean of both quantities (over the whole set of nonmagnetic metals) is about 70% higher in TM compounds compared to \(sp\) ones, while the \(\bar{v}_F\) mean is about 20% lower.

The distance of a point \((DOS_F \cdot b_F, \bar{v}_F)\) representing a material from the separator corresponds to the reliability of our prediction. Moreover, empirical data obtained on the descriptor validation set does support, up to the unknown amplitude factor (discussed in section 10.2.4), the relation between the strength of the electron-phonon interaction \(\lambda\) and \((DOS_F, b_F)\).

On the other hand, materials with larger \(\bar{v}_F \gg 1.0\) are underrepresented within DVS, therefore classification is also expected to be less reliable in this region.

Due to all three reasons, materials found to the north-east of the separator and within well-characterized \(\bar{v}_F\)-range, are predicted to be superconductors with increased confidence. The first question to be answered is: what influence does the chemical composition have on the position of the corresponding point? A second question which occurred after discovering that a good number of high-pressure phases were predicted to be superconducting: how is the relation between pressure and the position of the point?

While the sheer number of materials is too large for an in-depth discussion within this
section (chemical composition and crystal structure of PSC compounds is presented in Appendix B), trends can be demonstrated within more coarsely cut chemical classes:

In Figure 10.9, data for predicted superconductors belonging to three classes is presented: Intermetallic compounds, further subdivided into those without and those with metalloids as constituent elements, and non-intermetallic compounds. Coarse information about pressure is represented by the shape of each point: given that high pressure is indicated by either information found within ICSD or within our DFT calculations, the corresponding point is drawn as an empty circle; all other cases are indicated by filled circles.

Pressure does have a strong influence on our descriptors: in all three cases, the upper right of the figure is dominated by high-pressure phases, having significant $\bar{v}_F$ and $\text{DOS}_F \cdot b_F$ simultaneously.

Comparison of the three subfigures clearly shows that compounds solely consisting of metals (the first group) are predominantly found very close to the separator and at higher $\bar{v}_F$; therefore, they represent less promising candidates than those which contain metalloids or nonmetals.

The introduction of metalloid atoms leads to a significant shift towards materials lying within the medium $\bar{v}_F$ range, and large $\text{DOS}_F \cdot b_F$ (MgB$_2$ does belong to this class, and is represented by the dark-red filled point about the center of the figure). Addition of nonmetals (including halogens) to the chemical composition leads to a further increase of materials found in the desired region. Both results reflect the hypothesis of superconductivity being enhanced by the presence of localized Fermi bonds, which we outlined in section 5.3: the formation of bonds with covalent character at ambient pressure occurs in the presence of metalloids and nonmetals with increased frequency, while the metallic constituents provide the doping necessary to achieve partial filling of these localized bond states, the necessary condition for phonon-induced transitions among them.

As a further detail, in Figure 10.9 the brightness of the respective color corresponds to the presence (dark color) or absence (brighter color) of transition metals (TMs) within the compound. As mentioned earlier, the vast majority of predicted superconductors does contain TMs. While the effect of TMs is present within all three panels, it can be most easily observed in the left panel, i.e. in the absence of metalloid and nonmetal atoms: stronger localization at low pressure can only be observed in the presence of TMs; their absence results in lower localization and $\text{DOS}_F$, but increased Fermi velocity. This observation suggests that the $d$ and $f$ states provide channels for Fermi charge localization in the absence of metalloids and nonmetals. Furthermore, as the position of TM-, metalloid- and nonmetal-free materials lies close to the upper edge of the curve (where the parametrization of the separator could not be properly refined due to the lack of training examples), a notable rate of false positives among them is expected.

**10.4.5. Stoichiometry and compounds**

The 464 binary compounds represent the largest group of predicted superconductors; the distribution among different stoichiometries is presented in Figure 10.10a. Ternary
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<table>
<thead>
<tr>
<th>Stoichiometry</th>
<th>$AB$</th>
<th>$AB_2$</th>
<th>$AB_3$</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{sc}$</td>
<td>259</td>
<td>157</td>
<td>41</td>
<td>7</td>
</tr>
<tr>
<td>$p_{sc}$</td>
<td>34.1%</td>
<td>22.8%</td>
<td>23.6%</td>
<td>6.3%</td>
</tr>
</tbody>
</table>

**a)** Binary PSCs; for comparison: 26.7% of the binary nonmagnetic metals are PSCs.

<table>
<thead>
<tr>
<th>Stoichiometry</th>
<th>$ABC_2$</th>
<th>$ABC$</th>
<th>$ABC_3$</th>
<th>$AB_2C_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{sc}$</td>
<td>100</td>
<td>23</td>
<td>19</td>
<td>15</td>
</tr>
<tr>
<td>$p_{sc}$</td>
<td>39.7%</td>
<td>6.7%</td>
<td>13.7%</td>
<td>5.1%</td>
</tr>
</tbody>
</table>

**b)** Ternary PSCs; within this class, 14.2% are PSCs.

**Figure 10.10.** Distribution among stoichiometries of predicted superconductors

Compounds are with 157 members the second largest group, and their distribution among stoichiometries is presented in Figure 10.10b.

In both panels, the number of predicted superconductors having the given stoichiometry are printed below the bar segments, alongside the corresponding fraction within the subset. Starting with 40% among $ABC_2$ compounds, the probability of superconductivity gets successively lower in $AB$ (34%), $AB_3$ (24%), $AB_2$ (23%), $ABC_3$ (14%) and the remaining ones, which are predicted with around 5% probability to be superconducting, which, as in subsection 10.4.1 is correlated with the symmetry of materials having the given stoichiometry, when the maximal cell size is limited to 7 atoms.
Conclusion

This goal of this work has been the development of strategies for the application of high-throughput methods to search for better superconductors. The main difficulty is that while ab-initio, predictive theories for superconductivity exist \([36, 37, 47, 170, 171]\) their computational cost is too high to be applied in this context.

A first attempt has been to adopt machine learning methods to skip computationally expensive calculations completely. Our results, although promising, show that the accuracy of these prediction methods still leads to an error bar that is too high to provide reliable predictions in the subtle field of superconductivity.

The strategy must therefore be the formulation of *descriptors of superconductivity*, quantities which allow to identify superconductors at low computational cost (in the order of a Kohn Sham electronic structure calculation). In this work we have constructed and discussed a set of such descriptors for phonon-driven superconductivity. Some of them are trivial exclusion criteria (such as magnetism), while others are less obvious. The most important one we have constructed in this work is the ‘so called’ Fermi bond localization (section 5.3), that correlates well with the strength of the electron phonon coupling.

This first generation of descriptors has been computed on a set of about 8000 materials from the ICSD, and validated on a set of about 80 materials, leading to an accuracy of about 80%. This accuracy is already quite high and therefore the method can be considered ready for predictive approaches. As future development it will be important to test beyond the domain of existing materials and move to new ones, i.e. to combine its predictive power with modern in silico synthesis methods \([134–138]\).

Looking forward to this future application, in light of statistical analysis performed on the ICSD data, in this work we have also investigated how the existing experimental knowledge can be practically used for the prediction of new structures. This has lead to the formulation of a scale of similarity between chemical elements (in line with the original idea of Pettifor \([140, 148]\) in the 80s).

We believe that this work poses the basis for future developments and for improving the role of theoretical methods in the search of new, better superconductors.
Part III.

Appendix
A. Computational implementation

A.1. Implementation of the Bader Fermi Bond Localization

A.1.1. Grid approximation of Bader atomic volumes

We employ a grid method [172] for the Bader analysis of $\rho$, where the analytical description of the surface is substituted by an assignment of grid points to the Bader atomic volume, i.e. the result of the analysis is

$$A(r_i) \quad \text{(atom index within the unit cell) for each grid point } r_i.$$  \hspace{1cm} (A.1)

In cases when an atom has a periodic replica of itself as nearest neighbour, this method would not succeed (in the case of a monatomic crystal, no surface at all would be detected, as all grid points are assigned to the same atom index). We perform the analysis on a $2 \times 2 \times 2$ supercell in order to circumvent this limitation.

Furthermore, the method relies on the presence of maxima in the charge density close to the nuclei, an assumption that is not necessarily fulfilled when the nuclear Coulomb potential (and the electronic core states) is replaced by a pseudopotential, especially in the case of alkaline and alkaline earth metals. In our calculations, we reconstruct the core charge either by the data present for non-linear core correction (NLCC), or in its absence, by narrow Gaussians ($\sigma = \frac{1}{2}r_{\text{covalent}}$) centered at the nuclei, which are normalized to reconstruct $\frac{4}{5}$ of the pseudized core charge (both parameters have been determined empirically by analysis of the NLCC charge represented on the grids commonly found in our calculations). The changes in the total charge density, and more importantly its gradient, are negligible in the surface regions, which in turn means that it has negligible effect on the outcome of the grid-based bader analysis.

A.1.2. Approximation of the Bader surface on a grid

However, our goal is to find an approximation for the Bader surface $B$ on the discrete grid in order to perform our bond localization analysis (5.10). A single grid point is associated to a finite volume, therefore we approximate the surface integral by a volume integral

$$b_F \approx \lim_{\varepsilon \to 0} \int_{B_{\varepsilon}} |\nabla \rho(r)| \, dV / \int_{B_{\varepsilon}} dV$$
on a small shell $B_\varepsilon$ around the bader surface. We compute $b_F$ by discretizing the integral via the mid-point rule, which reduces the expression to the arithmetic mean

$$b_F \approx \frac{1}{n_b} \sum_{i=1}^{n_b} |\nabla \rho(b_i)|$$

(A.2)

over all $n_b$ grid points $b_i$ within $B_\varepsilon$. In our calculations, $\{b_i\}$ is determined from $A(r_i)$ (A.1) by the result of an adaptive-mask finite-difference Laplacian convolution $\tilde{L}(r_i)$.

### A.2. High-throughput search with Quantum Espresso

We employ Quantum Espresso [173] (QE), a comprehensive electronic structure code, in our high-throughput search for superconductors, in which we did also implement the bond-localization method described in section A.1.

In this section, we report relevant information on Quantum Espresso. Furthermore, we describe mechanisms developed by us in order to improve the reliability of the computations, including automatic error recovery.

#### A.2.1. Input creation

The crystal structure and computational parameters, such as the $k$-point sampling, the choice of pseudopotentials, the size of the plane-wave basis and the real-space grid point densities, need to be specified to QE by means of a simple text file, in the following called “QE input”. Manually writing such text files for thousands of materials is impractical, therefore the creation of QE input has been automatized in our work.

**Crystal structure from ICSD**

As mentioned in section 7.1, ICSD describes a crystal structure by spacegroup and Wyckoff positions of the atoms, accompanied by lattice parameters (such as lengths and angles), which can be exported in the format of a Crystallographic Information File (CIF) by utilities provided by the manufacturer.

Quantum Espresso, on the other hand, requires a description by a complete set of coordinates of atoms within the primitive cell, and the type of the Bravais lattice with the associated parameters.

The necessary conversion between the two conventions is handled by the program cif2cell [174], which performs the conversion between ICSD/CIF and the input format used by some other electronic structure codes such as elk [175], and was extended within the context of our work to include support for QE.

**Brillouin zone sampling**

In order to obtain accurate results from Kohn-Sham DFT calculations, the grid of $k$-points employed for sampling the first Brillouin zone (1BZ) is required to be adapted to
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Material Monkhorst-Pack grid

<table>
<thead>
<tr>
<th>Material</th>
<th>Monkhorst-Pack grid</th>
</tr>
</thead>
<tbody>
<tr>
<td>MgB\textsubscript{2}</td>
<td>$24 \times 24 \times 18$</td>
</tr>
<tr>
<td>CaBeSi</td>
<td>$20 \times 20 \times 16$</td>
</tr>
<tr>
<td>Nb\textsubscript{3}Sn</td>
<td>$12 \times 12 \times 12$</td>
</tr>
<tr>
<td>KO\textsubscript{2}</td>
<td>$22 \times 18 \times 18$</td>
</tr>
<tr>
<td>Al</td>
<td>$28 \times 28 \times 28$</td>
</tr>
<tr>
<td>Pb</td>
<td>$22 \times 22 \times 22$</td>
</tr>
</tbody>
</table>

Table A.1.: Examples for Brillouin zone samplings generated by our method, which are used by our calculations in conjunction with a fixed Gaussian smearing of 0.02 Ry

Each individual crystal structure. In our calculations, the Monkhorst-Pack-method [56] is used for sampling the 1BZ by the means of an unshifted (i.e. including the $\Gamma$ point), regular grid, parametrized by the number of sampling points $N_{k_1}$, $N_{k_2}$, $N_{k_3}$ along each of the reciprocal axis $b_1$, $b_2$ and $b_3$.

In conventional calculations, these three parameters are determined by means of convergence tests: for a fixed smearing width $\sigma$, the convergence of a quantity under increasing $N_{k_i}$ is observed, giving an estimate for the accuracy achieved by each grid setup. Based on this data, a tradeoff is then made between required computation time and achievable accuracy.

In the context of our high-throughput search for superconductor the computational resources required for such tests would largely exceed the available ones. We note, however, that at this stage a higher accuracy is of lower priority.

A simple estimator for the 1BZ sampling grids has been employed in this work, based on the assumption that the number of sample points along one reciprocal axis should be proportional to the length of that particular axis:

$$N_{k_i} = \lceil p_k \cdot |b_i| \rceil^2,$$

i.e. in our case, the number of sampling points along each axis is taken as the closest even integer, larger or equal then the length of that axis times a proportionality factor $p_k$. The value of the factor $p_k = 18.37$ has been determined empirically by convergence tests on a small set of materials, taking also the number of states close to $E_F$ into account, as the present implementation of the bond localization does not include an interpolation scheme for Kohn-Sham wave functions and the resulting densities. We perform all our calculations with a Gaussian smearing of 0.02 Ry, which we employed also for this convergence test. A few examples of grids generated by the described method are reported in Table A.1.

Exchange-correlation functionals and magnetism

Our calculations employ spin-resolved local density approximation (LSDA) as exchange-correlation (xc) functional, mostly due to computational constraints. For one, evaluation of an LSDA functional involves less computational effort than some of the more complex xc functionals, including the ones from the generalized gradient approximation (GGA) family; furthermore, GGA functionals tend to require denser direct-space grids for an
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accurate evaluation of the charge density gradients, leading to a further increase of the computational complexity.

Collinear LSDA is used whenever \( d \) and \( f \) transition metals are present in a system; the local spin polarization on each of the transition metal used for the initial symmetry breaking is initialized to a ferromagnetic configuration. While the result of such a setup may only lead to ferromagnetic solution, breaking symmetries in order to allow also antiferromagnetic solutions, which may require the expansion of the original unit cell into supercells, is deemed to be too (computationally) expensive in the context of this work.

In the absence of \( d \) and \( f \) transition metals, the conventional local density approximation (LDA) exchange-correlation functional is used, due to a neglectable number of known pure \( sp \) systems exhibiting a spin-polarized ground state, and the resulting significantly lower computational complexity.

Pseudopotentials, basis size and direct-space grids

Quantum Espresso (QE) represents Kohn-Sham states expanded in a plane-wave basis set. In order to achieve convergence with a finite-sized basis set, the nuclear coulomb potentials are replaced by pseudopotentials much softer than the \( Z/|r| \) coulomb potential, which contain a non-local, i.e. \( l \)-dependent component [176, p. 22ff].

We chose the set of norm-conserving LSDA pseudopotentials generated at Fritz-Haber-Institute (FHI) [177] for our high-throughput search for superconductors, as this is a consistent set covering most of the periodic table. Convergence of the bond localization with the size of the basis (parametrized as a kinetic energy cutoff \( e_{\text{cut}} \)) has been tested on elementary compounds for all pseudopotentials; a relative error of less than 20% is reached for \( e_{\text{cut}} = 100 \) Ry in the majority of the elementary compounds. Exceptions are located in the \( f \)-block of the periodic table, where nevertheless the relative errors lie below 30%. This value, which indirectly also determines the size of the representing the density, has then been chosen for all of our high-throughput calculations.

Parallelization options

Another related topic is the automatic setup of parallelization options: Quantum Espresso can perform a simulation on many processors simultaneously, via the message passing interface (MPI). The necessity of such a parallelization mainly depends on the computational complexity of the problem, determined by the number of bands (i.e. Kohn-Sham states) and the dimensions of both real and reciprocal space grids. Throughput, measured as the \( \frac{1}{T_{\text{wall}}} \), does not scale linearly with the number of processes \( N_{\text{proc}} \) working on the solution of the problem, i.e. running in parallel on twice the number of processors does take longer than half of the original time. Involving too many, relative to the size of the problem, processors in its solution may actually increase \( T_{\text{wall}} \) due to the time processes spend communicating with each other. Most high-performance

\(^1 T_{\text{wall}} \) is the so-called wall-clock-time, i.e. the real time consumed during the solution of the Kohn-Sham equations
computing facilities, such as the one used in this work, are organized as clusters, where many independent nodes, each containing a comparatively small \((N_{\text{node}}^{\text{CPU}} < 30)\) number of processors, are interconnected by a network. Two sources of machine-related errors arise from such a setup: failure of a single node, and failures of the network. One can easily see that the total probability of failure of a calculation due to machine-related problems is dominated by two terms

\[
P_{\text{job}}^{\text{fail}} = p_{\text{node}}^{\text{fail}} N_{\text{nodes}} + p_{\text{connection}}^{\text{fail}} N_{\text{nodes}} (N_{\text{nodes}} - 1)
\]

with

\[
N_{\text{nodes}} \approx \left\lceil \frac{N_{\text{proc}}}{N_{\text{node}}^{\text{CPU}}} \right\rceil,
\]

which emphasizes again the desirability of a minimal number of processes.

Moreover, the time spent on a single job does not play a major role in a high-throughput search (with the exception of runtime limits imposed by the policy of the computing facility; most facilities limit the runtime of an individual computation job to a few hours or days). Keeping this in mind, we define an automatic setup empirically:

\[
N_{\text{proc}} = \max(2 ^ \lceil \log_2 (N_{\text{bands}}/6) \rceil, 2),
\]

where the computational complexity is estimated from the number of Kohn-Sham states \(N_{\text{bands}}\) and a power-of-two number of processes is enforced, with a minimum of 2 processes per job due to a restriction on single-process jobs imposed by the computation facility. Figure A.1 illustrates the resulting dependence of \(N_{\text{proc}}\) on \(N_{\text{bands}}\).

We note that the \(N_{\text{proc}}\) determined by our estimator is not optimal for QE’s default parallelization method, which suggests \(N_{\text{proc}}\) to be a divisor of the real-space-grids’ third dimension. Further development, taking into account also this optimization, is left open for future work. However, in the context of the comparatively small systems, on which we performed the high-throughput search at this stage, we consider our method as sufficient.

**A.2.2. Error detection and recovery: the Job Supervision Framework (JSF)**

In a high-throughput search, thousands of calculations need to be performed. Manually detecting and solving errors in such a large number of computational jobs is fundamen-
tally impossible, both due to limits of human time, and the fact that such a repetitive
and therefore subjectively boring task implies an increase in human error.

In this section, we present our methods developed for this work, which allow for a
high level of automation of the tasks of error detection and error recovery. We call this
part of the work the Job Supervision Framework (JSF). While the problems mentioned
in the following may seem abstract and rare at first, the short analysis on our dataset
presented in subsection A.2.3 demonstrates the relevance of these issues.

**Origins of errors**

The errors observed in the preparation of our high-throughput search can be traced back
to three main origins.

**Numerical problems** may arise within the Quantum Espresso suite of electronic struc-
ture codes, such as failing convergence during the self-consistent solution of the Kohn-
Sham equations. Furthermore, this class includes problems within the grid-based Bader
volume partitioning scheme, which we employ in the context of the Fermi bond
localization quantification.

**Machine problems** are a second possible origin of failure during computation jobs.
Under this label, we summarize all failures unrelated to numerical problems, happening
on a lower level than the numerical computation, such as crashes of the high-performance
compute nodes, the network interconnect used by parallel (MPI) jobs or the file system
where large, temporary files such as potentials and wave functions are stored.

**Resource request problems** are related to underestimated resource requests at sub-
mission time, as computation jobs may be aborted by the cluster’s batch system due to
excessive (beyond the requested limits) resource usage, such as memory or computation
time.

**Detection and solution of numerical problems**

Numerical problems are comparatively easy to identify, as Quantum Espresso writes the
respective information directly in its status messages. These status messages are anal-
yzed by JSF, which in turn adjusts the numerical parameters and restarts the calculation.
The most frequently encountered numerical problems and their solution are:

**Failing convergence** of the self-consistent KS cycle is caused by a too large step width
(mixing coefficient) during the optimization; lowering the coefficient solves these issues
(but slows down the convergence significantly).

**Failure when diagonalizing** the KS-Hamiltonian in a step of the KS self-consistency
cycle can be solved by using the less efficient, but more stable *conjugate gradient* method
and/or increasing the size of the basis set and direct-space grids.
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Direct space grid dimensions are computed automatically from the cell vectors and the kinetic energy cutoff $e_{\text{cut}}$ within QE. However, the resulting grid may not be commensurate with the fractional translation component of non symmorphic symmetry operations, which are in turn marked as non-applicable. While this leads to a mere increase of computation time in the self-consistent calculation, the tetrahedron interpolation scheme as implemented in QE at the time of this writing fails in such cases. JSF overrides QE’s automatism in such cases, and explicitly creates direct space grids commensurate with the translation components.

Detection and solution of machine problems

At the beginning of each job, JSF performs tests on the compute nodes assigned to it, including the network interconnection used in parallel calculations, and the storage device used to store large files. Diagnostic messages of the numerical codes are analysed regarding failure of the file system or network interconnection. Furthermore, the actual progress of the numerical codes is monitored in real time: an upper bound for the required time per iteration in the self-consistent KS cycle is established from empirical data (an order of magnitude larger than observed in any calculation); in case there are any compute nodes that are excessively overloaded or erroneous, this upper bound is violated.

If any of the aforementioned criteria are met, the respective computation job is aborted and rescheduled for future execution; no adjustments are made to the computational parameters or requested resources, as the origin of such errors lies within the machine.

Detection and solution of resource request problems

Messages received from the cluster scheduler are processed in order to detect excessive resource usage, such as computation time or memory. Based on this information, JSF automatically adjusts the resource request and reschedules the job for future execution.

Plausibility and consistence of the generated data

In a final step, the results of each calculation are checked for plausibility and consistence, such as the presence of data for each of the desired energy levels. Moreover, when computing the Fermi bond localization, the distance of the Bader surface to any atom is checked against a threshold, in order to detect the (infrequent) failures in the grid-based Bader volume analysis, while at the same time avoiding spurious contributions from the charge localized at the atomic sites.

A.2.3. Evaluation

The JSF framework, described in this section, was employed to supervise calculations on 8,212 materials within our high-throughput search, and performed very well: as shown in Figure A.2, computational jobs for 2,439 materials actually were affected by errors. JSF was in fact able to fully automatically solve the vast majority of the errors: computations
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Figure A.2.: Performance of the JSF’s automatic error detection and recovery mechanism: each computation job/material is assigned to only one class (sorted by precedence); in case of multiple errors in one job, the error with the highest precedence determines the assignment.

succeeded in 2,297 materials due to the error recovery mechanisms. A more in-depth analysis shows that 6,447 errors occurred in total, the vast majority (4,965) classified as machine-related, which leads to the conclusion that these 2,297 calculations had a strong overlap with temporary failure of the infrastructure of the computation facility.

A sample of the 142 materials with permanent, i.e. uncorrectable errors was investigated, and showed unrealistic crystal structures, especially in terms of interatomic distances. It is therefore safe to assume that these errors are caused by problematic entries in ICSD.

An analysis of the properties of the 8,069 materials, where calculations were successful, is presented in chapter 8.
B. Structure maps of superconducting compounds

Within this appendix, the compounds predicted as superconducting by our method are presented (the elemental solids were presented separately in subsection 10.4.2, therefore they are not duplicated here).

Basic data on the distribution among binary, ternary and quaternary compounds was outlined in section 10.4, also anticipating a small subset of the information presented within this appendix.

The first section introduces the concept of representing large numbers of materials via structure maps, which are employed for the description of the predicted superconductors in the following sections.

B.1. Representation used in the later sections

B.1.1. Subdivision of the set of predicted superconductors

625 compounds in total are predicted to be superconducting by our method. As this number is quite large, too large to be described at once in a way easily accessible to the reader, a split into subsets is performed and each of the subsets will be described separately in the following sections.

As outlined within section 10.4, we choose to subdivide the set of predicted superconducting compounds by

- the number of different elements in their chemical composition (binary, ternary and quaternary systems)
- the stoichiometry of the chemical formula ($AB$, $AB_2$, ...)

as such a subdivision allows for a compact representation of the subclasses via structure maps, which will be explained in the next subsection.

In case clarity could be improved by it, a further subdivision, is performed based on a chemical classification:

- Intermetallic systems, which do not contain metalloids,
- Intermetallic systems, which do contain metalloids,
- Non-Intermetallic systems.
B. Structure maps of superconducting compounds

B.1.2. Structure maps

Structure maps are compact representations of the relation between chemical composition and crystal structure, which were originally introduced by Pettifor [140] and are now commonly used within the high-throughput community.

Each coordinate axis in such a representation is a one-dimensional mapping of the periodic table of elements; two-dimensional coordinates do therefore refer to pairs of chemical elements. Within this work, the chemical scale $\chi$ from the original reference [140] is used as a 1d-map; $\chi$ is a phenomenological scale, which provides an ordering based on approximate chemical similarity. While in principle also the nuclear charge $Z$ does provide a 1d-map of periodic elements, not much insight could be gained from the resulting diagrams, as elements close in $Z$ are not necessarily chemically similar.

Compounds are represented as points in such a coordinate system, where the shape of the point is defined by the structure prototype (such as rocksalt or wurzite). In binary compounds, $x$ and $y$ coordinates correspond to the two comprising elements; in ternaries, the third element is represented by the color of a point. Each structure map is accompanied by a classification curve diagram, described in the main body of this thesis (section 10.2), where each subclass material is marked by a point; point shape and color correspond correspond to those used in the structure map. A subset of the classification curve points is explicitly labeled with the chemical formula of the material, highlighting candidates for in-depth studies, either as they are expected to be good superconductors, or are in the direct vicinity of the separator and are good candidates for future refinement of the method. A small subset had been included in the descriptor validation set (section 10.1).

Summarizing, each point in a structure map does fully (modulo pressure-induced variations of the lattice parameters) describe a compound: chemical composition can be read from $x$, $y$ and optionally color axes, while the shape of each point encodes the crystal structure.

B.2. Predicted superconductors: structure maps
**Intermetallic AB compounds which do not contain metalloids**

<table>
<thead>
<tr>
<th>Structure type</th>
<th>NaCl</th>
<th>CsCl</th>
<th>NiAs</th>
<th>CuFePt₂</th>
<th>AuCu</th>
<th>other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage</td>
<td>45.2%</td>
<td>41.1%</td>
<td>73.3%</td>
<td>51.9%</td>
<td>63.6%</td>
<td>18.3%</td>
</tr>
<tr>
<td>Overall</td>
<td>34.1%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Intermetallic AB compounds which contain metalloids**

**Non-Intermetallic AB compounds**

Figure B.1.: Predicted binary superconductors in $AB$ stoichiometry. Compounds are subdivided by chemical composition. Left column: structure map of the subset. Right column: classification diagram. Point color for metalloid-intermetallic and not-intermetallic compounds corresponds to element $B$, i.e. the $y$ coordinate of the structure map. Structure prototypes and point shape legend is presented in lowest part of figure.
Figure B.2.: Predicted binary superconductors in $AB_2$ stoichiometry; Top panel: structure map, element $A$ is found on $x$-axis, element $B$ on $y$-axis. Point color is either black, or defined by the metalloid/nonmetal atom (legend below structure map). Classification curves are presented in middle row, split by the chemical class of the $B$ element. Final row displays structure prototypes.
Figure B.3.: Predicted binary superconductors in $AB_3$, $AB_4$, $AB_5$ and $A_2B_3$ stoichiometries; $x$ coordinate corresponds to element $A$, $y$ coordinate to element $B$. Point shape displays stoichiometry and/or structure prototype. Color corresponds to metalloid/nonmetal in chemical composition.

Figure B.4.: Predicted ternary superconductors in $ABC$ stoichiometry. Elements $A$ and $B$ correspond to $x$ and $y$ coordinates, element $C$ determines color.

Figure B.5.: Predicted superconductors in $ABC_3$ stoichiometry. Elements $A$ and $B$ correspond to $x$ and $y$ coordinates, element $C$ determines color.
Figure B.6.: Predicted superconductors in $AB_2C_2$ stoichiometry. Elements $B$ and $C$ correspond to $x$ and $y$ coordinates, element $A$ determines color.

Intermetallic $ABC_2$ compounds which do not contain metalloids

Intermetallic $ABC_2$ compounds which contain metalloids

Non-Intermetallic $ABC_2$ compounds

Figure B.7.: Predicted superconductors in $ABC_2$ stoichiometry. Elements $A$ and $B$ correspond to $x$ and $y$ coordinates, element $C$ determines color.
Figure B.8.: Predicted quaternary superconductors. Point shape refers to stoichiometry and/or structure type.
C. Publications

Parts of this thesis have already been published:


*K.T. Schütt and H. Glawe contributed equally to this work.
†Corresponding authors; these authors jointly directed the project.
Bibliography


[7] Y. Kamihara, T. Watanabe, M. Hirano, and H. Hosono. Iron-Based Layered Superconductor La[O1−xFx]FeAs (x = 0.05 – 0.12) with Tc = 26 K. Journal of the American Chemical Society, 130: 3296–3297, 2008. DOI: 10.1021/ja800073m


Bibliography


168


Zusammenfassung

Diese Arbeit befasst sich mit der Entwicklung theoretischer und numerischer Verfahren, die eine Suche nach neuen Supraleitern per Hochdurchsatz-Methode (HTM) ermöglichen. HTMs untersuchen tausende Materialien auf eine gewünschte Eigenschaft hin. Die Untersuchung jedes einzelnen Materials erfolgt per numerischer Simulation; daher hat die Rechenzeit jeder einzelnen Simulation einen großen Einfluss auf die Leistungsfähigkeit der HTM. Obwohl es numerische ab-initio-Verfahren zur Bestimmung der Supraleitung einzelner Materialien gibt, erfordern diese bei weitem zu viel Rechenzeit, um sie innerhalb einer HTM direkt anzuwenden.

Die Vorhersage neuer Supraleiter gliedert sich in drei Aufgabenstellungen, nämlich die beschleunigte Vorhersage (i) neuer Kristallstrukturen, die thermodynamisch oder zumindest dynamisch stabil sind, und die bisher nicht synthetisiert wurden (ii) einfacher elektronischer Eigenschaften, wie Leitfähigkeit und dem Fehlen magnetischer Instabilität (iii) der Stärke der paarbildenden Wechselwirkung, und damit der Möglichkeit einer hohen kritischen Temperatur $T_c$; in dieser Arbeit behandeln wir konventionelle Supraleitung, bei der Phononen die vermittlende Rolle spielen.

Im Kern dieser Arbeit behandeln wir Aufgabenstellung (iii), indem wir Deskriptoren der Supraleitung herleiten, die, obwohl ihre Auswertung wenig Zeit erfordert, ausreichend Information bereitstellen, um Materialien für tiefergehende Studien auszuwählen. Unser Ansatz, solche Deskriptoren zu entwickeln, basiert sowohl auf theoretischen Überlegungen als auch auf empirischen Daten, wobei wir den Zusammenhang zwischen beidem anhand von Modellen verdeutlichen. Mit Hilfe unserer numerischen Implementierung führen wir eine Hochdurchsatzsuche durch, die unsere Deskriptoren für eine Bibliothek bekannter Materialien auswertet, und identifizieren vielversprechende Kandidaten. Eine Stichprobe untersuchen wir mit rechenzeittensiven Verfahren, um die Deskriptoren zu validieren.

Wir behandeln Aufgabenstellung (ii), indem wir Methoden für maschinelles Lernen (ML) entwickeln, die elektronische Eigenschaften eines Materials direkt anhand der Kristallstruktur vorhersagen. Dazu führen wir eine neue Darstellung von Kristallen ein, die wichtige Symmetrien periodischer Systeme berücksichtigt. Wir werten diese Vorhersagen anhand unserer Hochdurchsatzsuche aus.
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