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Abstract
This thesis presents a systematic study of charge-transport and -recombination mecha-
nisms via paramagnetic states in hydrogenated amorphous silicon (a-Si:H).The structural
disorder of this prototypical amorphous semiconductor induces localized states within
the band gap that act as traps and recombination centers for charge carriers, detrimen-
tally influencing the electronic material properties. Gaining insight into the nature of
such loss mechanisms is thus crucial to develop a better understanding of the relation
between structural and electronic properties of amorphous semiconductors in general,
and of the functioning of a-Si-based technological applications like photovoltaic devices
in particular.

The tool of choice to study the influence of localized states on the electronic material
properties is electrically detected magnetic resonance (EDMR). This technique combines
the power of electron paramagnetic resonance (EPR) to identify and characterize para-
magnetic species on a microscopic level with current detection, providing selectivity to
those species involved in electronic transitions. Due to its high sensitivity, EDMR fur-
ther allows to probe current-limiting spin-dependent processes in fully processed devices.
This capability will be exploited to conduct EDMR experiments on both the bulk a-Si:H
film samples and operating a-Si:H solar cells.

Using a combinination of EDMR and EPR techniques, we directly probe the funda-
mental charge-separation mechanism in a-Si:H. For the first time, we conclusively prove
the existence of both EDMR and EPR fingerprints of strongly localized light-generated
excitonic states in a-Si:H. We will investigate their impact on electronic properties and
provide evidence for their key role in the separation process of light-generated charge
carriers, which is of central importance for the operation of photovoltaic devices.

In the scope of this work, we also describe and develop EDMR methodology, which is
not only limited to a-Si:H, but can be applied to all kinds of organic and inorganic mate-
rials that exhibit spin-dependent conductivity. In particular, we present a novel EDMR
detection scheme that can be used to separate the resonances of different paramagnetic
species based on their spin state.

This work has to be seen in the context of a vast amount of previous research in the
field of disordered solids in general and a-Si:H in particular. We will review results of
earlier studies in light of our new findings and thereby will be able to give answers to
long-standing questions concerning the microscopic nature of transport and recombina-
tion channels in a-Si:H. Since many of the structural and electronic properties of a-Si:H
are universal features of disordered solids, our results do not only concern technological
applications of a-Si:H, but are also of basic scientific interest regarding current-limiting
processes in amorphous semiconductors.
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Kurzfassung
Die vorliegende Arbeit untersucht Ladungstransport- und -rekombinationsprozesse in
hydrogenisiertem amorphen Silizium (a-Si:H). Als Prototyp eines ungeordneten Halb-
leiters sind die strukturellen und elektronischen Eigenschaften von a-Si:H maßgeblich
durch das Fehlen kristalliner Ordnung bestimmt. Dies führt zur Ausbildung lokalisierter
Zustände, die als Elektronenfallen und Rekombinationszentren den Ladungstransport
stark beeinträchtigen können. Um die Auswirkung struktureller Unordnung auf elektro-
nische Materialeigenschaften im Detail zu verstehen, ist es unablässig, Transportmecha-
nismen auf nanoskopischer Ebene zu untersuchen.

Die dafür idealeMethode ist elektrisch detektierteMagnetresonanz (EDMR).Diese auf
Elektronenspinresonanz (EPR, engl.: electron paramagnetic resonance) beruhende Spek-
troskopiemethode vereint die Möglichkeit, paramagnetische Zentren zu identifizieren
und auf atomarer Ebene zu charakterisieren, mit elektrischer Detektion. Dadurch misst
EDMR gezielt paramagnetische Zustände, die an elektronischen Transport- oder Rekom-
binationsprozessen beteiligt sind. Da EDMR zudem hochempfindlich ist, können Expe-
rimente sogar an vollständig prozessierten optoelektronischen Bauelementen, wie etwa
Solarzellen, durchgeführt werden.

Sowohl EDMR als auch EPR wurden in dieser Arbeit eingesetzt, um direkten expe-
rimentellen Zugang zum Ladungstrennungsmechanismus lichtinduzierter Elektronen-
Loch-Paare in a-Si:H zu erhalten. Erstmalig konnte so eindeutig die Existenz von stark ge-
koppelten, lokalisiertenExzitonennachgewiesenund ihr Einfluss auf elektronischeTrans-
porteigenschaften untersucht werden. Die Ergebnisse zeigen, dass Exzitonen eine Schlüs-
selrolle in der Trennung lichtinduzierter Ladungsträger einnehmen, die für die Funkti-
onsweise von Solarzellen von zentraler Bedeutung ist.

Im Rahmen dieser Arbeit wurden außerdem Methodiken entwickelt, die auch für die
Untersuchung anderer Halbleitermaterialen angewendet werden können, die spinabhän-
gige Leitfähigkeit aufweisen. Insbesondere wird eine neue EDMR-Detektionsmethode
präsentiert, die eine Identifizierung verschiedener paramagnetischer Zentren auf Basis
des zugrundeliegenden Spinzustands ermöglicht.

Diese Arbeit steht im Kontext einer umfangreichen Forschungshistorie an a-Si:H. Frü-
here Ergebnisse konnten auf Basis dieser Arbeit neu bewertet werden, wobei Antwor-
ten auf lange bestehende Fragestellungen in Bezug auf die nanoskopische Beschaffenheit
elektronischer Transportprozesse in a-Si:H gefunden werden konnten. Da viele struk-
turelle und elektronische Eigenschaften von a-Si:H ungeordnete Festkörper im Allge-
meinen betreffen, sind die Ergebnisse nicht auf technische Anwendungen von a-Si:H
beschränkt, sondern auch von grundlegendem wissenschaftlichen Interesse für das Ver-
ständnis elektronischer Prozesse in amorphen Halbleitern.
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Symbols
Values of fundamental constants refer to the recommendations by the Committee on Data
for Science and Technology (CODATA), taken from the most recent version [1].

Δ Spin-pair symmetry change (eq. 2.62)
Ω Rabi-nutation frequency in SI units (eq. 2.73)
ℜ, ℑ Real and imaginary part of a complex number
α Normalized nutation-frequency coefficient (eq. 2.75)
β Flip angle of a microwave pulse (eq. 2.18)
χ Magnetic susceptibility
η Resonator filling factor
γ Gyromagnetic ratio, γ = gμB /ℏ
λ Spin-orbit coupling constant
δij Kronecker delta
μ Magnetic dipole moment
μ, μr Absolute and relative magnetic permeability
μe,h Charge-carrier mobility of electrons and holes
μ0 Magnetic constant, μ0 = 4π ⋅ 10−7 N /A2

μB Bohr magneton, μB = 927.400 999 4(57) ⋅ 10−26 J /T
μN Nuclear magneton, μN = 5.050 783 699(31) ⋅ 10−27 J /T
ν (Microwave) photon frequency
νΔ, ζ Abbreviations used for description of EDMR (eq. 2.50)
ν0 Larmor frequency, ν0 = gμBB0 /h
ν1 Microwave-field strength in frequency units, ν1 = gμBB1 /h
Δν Larmor-frequency separation
δν0 Resonance-frequency offset, δν0 = ν0 − ν
ω Angular frequency vector, |ω| = 2πν
ϕ Spin-mixing angle (eq. 2.48)
ψ Wavefunction
σ Conductivity
τ Time constant, dephasing time
τL Charge-carrier lifetime
ε, εr Absolute and relative permittivity
ε0 Electric constant, ε0 = 8.854 187 817 … ⋅ 10−12 F /m
ξ Localization length of an electronic state
A Hyperfine-coupling tensor (section 2.3)
Ax,Ay,Az,A∥,A⟂ Principal values of A for rhombic and axial symmetry
aiso Isotropic hyperfine-coupling constant (eq. 2.34)
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Symbols

B0 Static magnetic-field vector
B1 Microwave magnetic-field vector
Beff Effective magnetic-field vector in the rotating frame (eq. 2.15)
Bm Modulation amplitude
Bmin,Bmax Half-field resonance positions (eq. 2.40)
ΔB0 Spectral line width (FWHM)
ΔBpp Peak-to-peak line width
D Zero-field splitting/dipolar interaction tensor (sections 2.3.3 and 2.3.4)
d Dissociation rate
D,E Axial and rhombic dipolar hyperfine coupling
D0,D−,D+ Energy states of an amphoteric (dangling-bond) defect
Dx,Dy,Dz Principal values of D
e Elementary charge, e = 1.602 176 620 8(98) ⋅ 10−19 C
ex, ey, ez Cartesian-coordinate unit vectors
Ei Energy level of a state |i⟩
Eij Transition energy between states |i⟩ and |j⟩
EC,EV Conduction- and valence-band mobility edges
EF,EF,n,EF,p Fermi-level, quasi-Fermi levels for electrons and holes
fm Modulation frequency
G Generation rate of photo-excited charge carriers
g Landé g-tensor (section 2.3.1)
g Isotropic Landé g-value
gx, gy, gz, g∥, g⟂ Principal values of g for rhombic and axial symmetry
ge Free-electron g-value, ge = 2.002 319 304 361 82(52)
gN Nuclear g-value
h, ℏ Planck constant, h = 2πℏ = 6.626 070 040(81) ⋅ 10−34 J s
𝓗0, 𝓗1 Static and oscillatory spin Hamiltonians
I Electric current
I Nuclear-spin vector
i Imaginary unit, i2 = −1
I,mI Nuclear-spin quantum numbers
Iα(x) ,Kα(x) Modified Bessel functions of the first and second kind
ΔI EDMR current change
J Exchange coupling between electron spins (section 2.3.4)
k Boltzmann constant, k = 1.380 648 52(79) ⋅ 10−23 J /K
L Orbital angular momentum
m Mass
M,Mx,My,Mz Spin-magnetization vector, M = (Mx, My, Mz)
me Electron rest mass, me = 9.109 383 56(11) ⋅ 10−31 kg
M0 Thermal-equilibrium magnetization (eq. 2.7)
n Orientation vector
nS,NS Spin density and absolute number of spins
P (Microwave) power
pS, pT, pD, pQ Singlet/triplet and doublet/quartet transition probabilities
Q Resonator quality
ΔQ Integrated charge of the EDMR current ΔI /I
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R Gas-flow ratio
𝓡 Redfield relaxation operator (eq. 2.55)
r Position or distance vector
r, θ,ϕ Spherical polar coordinates
R(α, β, γ) Euler rotation matrix with Euler angles α, β, γ
S,mS Electron-spin quantum numbers
S, Sx, Sy, Sz Electron-spin vector, S = (Sx, Sy, Sz)
𝓢, 𝓢cr, 𝓢an Stochastic spin-pair creation and annihilition operators (eq. 2.55)
T Dipolar hyperfine-coupling tensor (section 2.3.2)
T Temperature
t Time
T, ρ Axial and rhombic dipolar hyperfine coupling (eq. 2.36)
Tx,Ty,Tz Principal values of T
T1,T2 Longitudinal and transversal spin-relaxation times
tP Microwave-pulse length
U Correlation energy
U0,U1 Unitary transformation matrices (eqs. 2.47 and 2.70)
UC Coulomb-interaction energy
V Electric voltage, volume
VB Bias voltage applied to an EDMR sample
W Lattice-relaxation energy
w Weighting factor
x, y, z Cartesian coordinates
Z Impedance
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CT Charge-transfer (state)
CW Continuous wave
DB Dangling bond
DB-PAS Doppler-broadening positron-annihilation spectroscopy
DC Direct current
DEER Double electron-electron resonance
DFT Density-functional theory
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EDMR Electrically detected magnetic resonance
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EPR Electron paramagnetic resonance
eq. Equation
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FFT Fast Fourier transform
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fig. Figure
FTIR Fourier-transform infrared (spectroscopy)
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HFI Hyperfine interaction
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C H A P T E R 1

Introduction

Hydrogenated amorphous silicon (a-Si:H) is one of themost thoroughly studied semicon-
ducting materials in recent decades. This extensive research on a-Si:H has been driven
not only by technological applications, but also by basic scientific interest in the structural
and electronic properties of disordered solids. In this respect, a-Si:H can today be consid-
ered as the prototypical disordered covalent system. Amorphous silicon is also amongst
the most important materials for electronic applications, ranging from TFT displays in
modern multimedia devices [2] to state-of-the-art solar-cell panels [3].

Considering the huge technological success and the vast amount of research, a surpris-
ingly large number of unanswered questions remain concerning the microscopic struc-
ture and the nature of fundamental electronic properties of a-Si:H. A prominent exam-
ple with major impact on the performance of a-Si-based optoelectronic devices is the
Staebler-Wronski effect (SWE) [4, 5], which causes light-induced degradation of the elec-
tric conductivity. Despite more than 40 years of active research, the detailed physical
origin of the effect remains a puzzle. Controversial discussions even concern the fun-
damental structure of a-Si:H. In particular, the widely accepted model of a continuous
random network for the structural topology of a-Si has recently been questioned [6].

Many of the properties of a-Si:H turn out to extend far beyond this particular mate-
rial and apply to disorded solids in a more general sense. This concerns especially the
impact of disorder-induced localized states on electronic transport. The structural dis-
order causes a number of localized states within the energy gap of a-Si:H. However, this
property is not specific to a-Si:H, but is a universal feature of disordered semiconduc-
tors [7]. Localized electronic states can act as electronic traps and provide recombination
pathways for charge carriers, thereby determining most of the electronic material prop-
erties. Understanding the microscopic physical mechanisms at work is thus of crucial
importance not only regarding a-Si:H, but concerning disordered solids in general.

An ideally suited tool for the investigation of localized electronic states is electron para-
magnetic resonance (EPR) spectroscopy. If singly occupied by a trapped charge carrier,
localized states become paramagnetic and the electron spin can be utilized as a probe in
magnetic-resonance experiments. A particular strength of EPR is that it is not only able
to identify paramagnetic species based on their characteristic g-value, but is also sensi-
tive to local interactions of the electron spin with, for instance, other electrons or nuclei.
Thereby, EPR can also provide valuable information regarding the microscopic structure
of localized electronic states. In fact, much of today’s knowledge about disorder-induced
localized states is based on a broad range of EPR investigations.

The most prominent paramagnetic state in a-Si:H is the dangling-bond (DB) defect.
After being first detected by EPR in the late 1960s [8, 9], the DB defect has probably been
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CHAPTER 1 Introduction

the most extensively studied paramagnetic center in any disordered solid. EPR studies
on a-Si:H were able to unambiguously link the above-mentioned SWE to an increased
DB density [10, 11], illustrating the impact of paramagnetic defect states on the material
properties of a-Si:H. The structural model for the DB defect is a three-fold undercoordi-
nated bonding site in the amorphous network and has evolvedmainly based on a number
of detailed EPR investigations. Nevertheless, it took almost 30 years of controversial dis-
cussion [12–15] until this model became established. With this in mind, it is apparent
why the understanding of other types of defects and many of the electronic transport
mechanisms associated with localized states is still much more rudimentary.

In their role as trap states and recombination centers for excess charge carriers, lo-
calized gap states detrimentally affect the electronic transport properties of amorphous
semiconductors. Even more specific insight into the nature of such loss mechanisms can
be gathered from electrically detected magnetic resonance (EDMR). This technique di-
rectly probes spin-dependent charge-carrier transport and recombination channels via
paramagnetic states. EDMR is thus selective to those paramagnetic species that actually
influence electronic transport. Since the first observation of spin-dependent conductivity
changes in a-Si:H by Solomon et al. [16] in 1977, many studies have utilized EDMR to in-
vestigate the nature of disorder-induced transport and recombination processes [17]. Due
to its high sensitivity (by orders of magnitude higher than conventional EPR), EDMR can
even be applied to fully processed devices like thin-film solar cells.

A major step that further promoted the application range of EDMR spectroscopy was
the development of pulsed EDMR (PEDMR) detection schemes by Boehme and Lips [18,
19] in 2002. With modern EPR spectrometers, the full arsenal of pulsed-EPR techniques
today can be translated into electrical detection sequences. Employing electrical readout
of coherent spin effects provides much more specific information concerning the nature
of spin-dependent electronic transport and recombination processes. Such experiments
include PEDMR nutation measurements, capable of disentangling processes involving
different spin species [20, 21], or double-resonance techniques, which can identify elec-
tron spin-spin couplings [22–24] or interactions with surrounding nuclei [25].

In this work, we will employ modern PEDMR techniques to gain new insights into
electronic transport and loss channels in a-Si:H. We will thereby not only reevaluate pre-
vailing models for spin-dependent conductivity, but also identify new transport channels
via paramagnetic states that influence the fundamental charge-separation mechanism in
a-Si:H. Our results will be set into the perspective of previous research, attempting to
answer a small share of the multitude of unanswered questions that remain for this tech-
nologically and scientifically important material. In the following, the structure of this
thesis will be briefly outlined.

Chapter 2 summarizes the fundamental principles of EPR and EDMR spectroscopy. This
includes the basic description of paramagnetic states in terms of the spin Hamiltonian as
well as the theoretical principles of PEDMR experiments. A special emphasis will be put
on the relation between pulsed EPR and EDMR detection schemes, laying the basis for
the different PEDMR experiments employed within this work.

Chapter 3 gives an overview of structural and electronic properties of a-Si:H. In partic-
ular, we will focus on the role of disorder-induced localized states and summarize the
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results obtained from previous magnetic-resonance studies. Moreover, we will discuss
evidence for transport and recombination channels that has emerged from other exper-
imental techniques, such as photoconductivity and -luminescence measurements. This
short review will facilitate the interpretation of the experimental results presented in the
following chapters.

Chapter 4 discusses the types of samples and experimental procedures employed in this
work. We will describe both the design and preparation of a-Si:H film, powder and fully
processed solar-cell samples and the experimental setups used for EPR and EDMR ex-
periments. In addition, we will describe common data-acquisition and -processing tech-
niques that have been employed to measure and analyze the experimental data.

Chapter 5 presents multifrequency PEDMR experiments on undoped a-Si:H films car-
ried out at X-band frequencies (9.6GHz) and a recently developed high-field/-frequency
EDMR setup operating at 263GHz/9.4T [26]. By employing such a multifrequency ap-
proach, wewere able to disentangle paramagnetic species based on their differentmagnetic-
field-dependent and -independent resonant fingerprints. We further present the results of
temperature-dependent PEDMR experiments, which illustrate the presence of distinctly
different spin-dependent transport and recombination channels in different temperature
regimes.

Chapter 6 contains the largest share of experimental results obtained in the course of this
work and forms the heart of this thesis. Here, we will present a comprehensive PEDMR
study that provides detailed insight into the transport processes in a-Si:H at low temper-
atures (T = 10 K). In particular, we will, for the first time, show unambiguous evidence
for the presence of strongly coupled excitonic states in a-Si:H. Such triplet excitons (TEs)
have been claimed to be involved in charge-tranport mechanisms in a-Si:H already in the
1990s [27, 244]. However, conclusive evidence has as yet been missing. We will give an-
swers to this long-standing issue by unraveling the nature of a spin-dependent recombina-
tion channel mediated by TEs. By combining PEDMR with transient-EPR experiments,
we will further show that TEs play a central role for charge separation in a-Si:H and are
thus of crucial importance for technological applications like photovoltaic devices. In the
course of this study, we employed a number of advanced PEDMR techniques and de-
veloped a novel electrical detection scheme that allows to separate EDMR signatures of
different spin states. The methodology used in this chapter is not limited to a-Si:H, but is
applicable to all kinds of semiconductors and may thus be of wider use.

Chapter 7 takes a deeper look into the nature of the non-radiative recombination chan-
nel via dangling-bond defects. Pulsed EDMR techniques will be utilized to elucidate the
detailed physical recombination mechanism, which is known to be the major current-
limiting loss channel in a-Si:H under ambient conditions and thus significantly influences
the performance of a-Si:H-based electronic devices.

Chapter 8 summarizes the results obtained from different types of a-Si:H EDMR and EPR
samples and assesses them in the context of previous results in the large research field of
a-Si:H. Moreover, future research strategies to resolve remaining questions that emerged
in the course of this thesis will be discussed.

3





C H A P T E R 2

Basic principles of EPR and EDMR
2.1 Electron paramagnetic resonance 5
2.2 EPR detection schemes 7
2.3 Spin Hamiltonian 14
2.4 Broadening of EPR lines 21
2.5 Electrically detected magnetic resonance 22
2.6 Summary and conclusion 37

The heart of this work is the analysis role of defect states in amorphous silicon on
charge-transport properties of the material. The tools of choice for this study are
magnetic-resonance techniques, in particular, electron paramagnetic resonance (EPR)
and electrically detected magnetic resonance (EDMR). While EPR is already capable
of providing detailed insights into the electronic and atomic structure of paramagnetic
states on a microscopic level, EDMR even allows to directly probe spin-dependent
charge-transport pathways via paramagnetic states in real devices, such as silicon-
based solar cells. This chapter reviews the fundamental principles of these methods
and thereby lays the basis for the experiments presented in subsequent chapters.

2.1 ELECTRON PARAMAGNETIC RESONANCE

Electrons carry an instrinsic angular momentum, the electron spin S, and an electric
charge −e, giving rise to a magnetic dipole moment1

μ = γℏS = g −eℏ
2me

S = −gμBS. 2.1

The proportionality factor γ = gμB /ℏ is the gyromagnetic ratio, with the Planck constant
ℏ = h /2π, the Bohr magneton μB = eℏ/2me, the electron rest mass me, and the Landé
g-factor. The latter can be understood as a quantum-mechanical correction factor ac-
counting for the electron behaving differently from a classical charged particle. For an
isolated, non-interacting electron, referred to as the free electron, ge ≈ 2.002 319. If the
electron is bound to an atomic orbital, its g-factor is shifted from the free-electron value
due the additional orbital angular momentum (see section 2.3.1).

Carrying a magnetic moment, the free electron is paramagnetic. In presence of an
externalmagnetic field, μ aligns to the field vectorB0. Since the electron spin is quantized,
with S = 1/2 and the two possible spin states expressed by the magnetic quantum number
mS = ±1/2, only two orientations are possible: μ can either align parallel (mS = −1/2) or
antiparallel (mS = +1/2) to B0. While these two spin states are energetically degenerate in
absence of a magnetic field, the interaction with B0 will lift this degeneracy. The energy
associated with this Zeeman interaction is given by the Hamiltonian

𝓗EZ = −μTB0 = gμBSTB0 = gμBSzB0 = mS gμBB0, 2.2

where Sz is the electron-spin component along the z-direction, which is (arbitrarily) de-
fined along the magnetic-field vector B0 = B0ez. The presence of a magnetic field thus
1Note that we follow the common convention of EPR literature and define spin operators as dimensionless multiples of the Pauli matrices,
differing from the quantum-mechanical definitions by a factor of ℏ.
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CHAPTER 2 Basic principles of EPR and EDMR

TABLE 2.1 Commonmicrowave bands and associated frequency ranges used in EPR spectroscopy. The EPR frequencies
listed relate to common resonance frequencies of commercial EPR spectrometers. Resonance fields are calculated based
on eq. 2.3 for the free electron (g = ge). Spin polarizations are calculated according to eq. 2.4 for the listed resonance
frequencies/magnetic fields at room temperature (T = 300 K) and liquid-helium temperature (T = 4 K).

Waveband
designator a)

Frequency
range (GHz)

Typical EPR
frequency (GHz)

Resonace
field (mT)

Polarization
at 300K (%)

Polarization
at 4 K (%)

L 1–2 1.0 36 0.008 0.6
S 2–4 3.5 120 0.03 2
X 8–12 9.6 340 0.08 6
Q 33–50 34 1200 0.3 20
W 75–110 94 3400 0.8 51
mm 110–300 263 9400 2.1 92

a) Waveband designators and frequency ranges are according to the IEEE standard letter designations for radar-frequency bands [28].

leads to an energy splitting ΔE = gμBB0 = ν0 /h between the two spin states, where ν0 is
referred to as the Larmor frequency. Between these two Zeeman levels, magnetic dipole
transitions with ΔmS = ±1 can be induced through absorption (or emission) of electro-
magnetic radiation of frequency ν if the photon energy hνmatches the energy-level split-
ting, that is, if

ΔE = gμBB0 = hν, (that is, ν = ν0). 2.3

At a given irradiation frequency and magnetic field, the appearance of EPR is hence de-
termined by the Landé g-factor. As described above, this value deviates from the free-
electron value ge for real-world samples depending of the microscopic environment of
the paramagnetic state. In EPR spectroscopy, the g-factor acts as a fingerprint that is
used to identify different paramagnetic states by their resonance positions.

A typical EPR experiment uses microwave (MW) irradiation at a fixed frequency and
the magnetic field B0 is swept to match the resonance condition if ν0 = ν. The MW spec-
trum ranges from about 1 GHz to 300GHz and is subdivided into different frequency
bands. Themost commonmicrowave bands used in EPR spectroscopy are listed in tab. 2.1
together with the resonant magnetic fields for the free electron. The vast majority of
EPR experiments are conducted at X-band (ν ≈ 9.6GHz), while the highest commeri-
cally available frequency is at 263GHz, where superconducting magnets are required to
reach to required resonant field of more than 9T.

The intensity of an EPR line is governed by the probability of a transition between the
Zeeman levels induced by absorption of a MW photon. This transition probability de-
pends on the population difference ΔN = N↓ − N↑ between the two spin states. At ther-
mal equilibrium, energy-level populations obey Boltzmann statistics, and the population
difference is determined by the energy splitting and the thermal energy kT,

ΔN
NS

= N↓ − N↑
N↓ + N↑

= 1 − exp (−ΔE /kT)
1 + exp (−ΔE /kT) , 2.4

where k denotes the Boltzmann constant andNS the total number of spins occupying both
Zeeman levels. The relative population difference expressed in eq. 2.4, often referred to
as spin polarization, depends on two experimental parameters: (i) temperature and (ii)
the Zeeman splitting ΔE at resonance, which is determined by the MW frequency. For
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2.2 EPR detection schemes

the free electron, at X band (ν = 9.6GHz, B0 = 340mT), the polarization is only about
0.08 % at room temperature (T = 300K). This means that the two spin states are almost
equally populated. The spin polarization, and thus the MW-absorption probability, can
be substantially increased by conducting the experiment at cryogenic temperature and/or
higher frequency and magnetic field: at liquid-helium temperature (T = 4K), the polar-
ization rises to almost 6 %, while at ν = 263GHz and B0 = 9.4T, it is already around 2 %
at room temperature and increases to more than 90 % at T = 4K. This illustrates, how
the sensitivity of EPR, which is already a highly sensitive method by itself, can be further
pushed by choosing the experimental conditions.

Equation 2.4 contains information about another key property of EPR: As the intensity
of an EPR signal is proportional to ΔN, it is also proportional to NS, the total number of
paramagnetic states,

ΔN = 1 − exp (−ΔE /kT)
1 + exp (−ΔE /kT) NS ≈ ΔE

2kT
NS (for ΔE ≪ kT). 2.5

Thus, EPR is not only able to identify paramagnetic species by their g-value, but is also
capable to quantitatively measure the concentration of these species within the sample
volume. Together with its high sensitivity and its destruction-free nature, this renders
EPR a unique characterization tool, employed in various branches of both science and
industry.

2.2 EPR DETECTION SCHEMES

Different excitation schemes exist for the measurement of EPR. The majority of EPR ex-
periments are carried out by applying continuous low-powerMW irradiation and detect-
ing the EPR-induced absorption of MW energy. To record EPR spectra, the resonance
condition (eq. 2.3) is changed by adiabatically sweeping1 either the MW frequency or the
magnetic field, while the respective other parameter is held constant. This type of EPR ex-
periment is referred to as continuous-wave EPR (CWEPR). Alternatively, the spin system
is imposed to a short (ns to µs) high-power MW burst inducing a strongly non-thermal
spin magnetization due to the coherent excitation of the spin ensemble. After the MW
pulse, the spin system will freely evolve while emitting MW photons, which are detected
as an EPR signal. This class of experiments is referred to as pulsed EPR (PEPR). In the
following, we will briefly discuss the detection principle of CW and PEPR, which also
apply to many of the EDMR experiments presented throughout this thesis.

2.2.1 Continuous-wave EPR
The spin polarization in presence of an applied magnetic field (eq. 2.5) gives rise to a net
equilibrium magnetization

M0 = 1
V

NS

∑
i= 1

μi = M0 ez ≈ −NS
gμBB0

2kT
ez, 2.6

1Non-adiabatic passage conditions, resulting in passage effects, which are exploited for EPR detection schemes such as rapid-scan EPR [29],
are not discussed in the scope of this work.
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CHAPTER 2 Basic principles of EPR and EDMR

oriented along themagnetic-field vectorB0. ResonantMWexcitation induces transitions
between spin states and thereby leads to a change of the bulk magnetization. Under con-
tinuous MW irradiation and steady-state conditions (adiabatic changes of B0 or ν), this
magnetization change is expressed by 1

Mx =
δν0ν1T

2
2

1 + δν20T
2
2 + ν21T1T2

M0, 2.7a

My = ν1T2

1 + δν20T
2
2 + ν21T1T2

M0, 2.7b

Mz =
1 + δν20T

2
2

1 + δν20T
2
2 + ν21T1T2

M0, 2.7c

where δν0 = ν0 − ν is the resonance offset between the Larmor frequency ν0 and the MW
frequency ν and ν1 = gμBB1 /h denotes the amplitude of the MW magnetic field B1 in
frequency units.

The time constants T1 and T2 denote the longitudinal and transversal relaxation times,
describing the return of the non-equilibrium magnetizationM to its thermal equilibrium
state M0. The longitudinal relaxation or spin-lattice time T1 describes the relaxation of
Mz due to locally fluctuating magnetic fields causing energy transitions between the spin
states. Such fluctuations arises due to energy exchange between the electron spins and the
lattice by absorption or stimulated emission of phonons [30]. The transversal or spin-spin
relaxation time T2 describes the loss of coherence between the spin magnetic moments
due to local interactions between individual spins (spin flip-flops). If the MW excitation
is weak with respect to spin relaxation (ν1 ≪ 1 /√T1T2), eq. 2.7 reduces to

Mx =
δν0ν1T

2
2

1 + δν20T
2
2
M0, 2.8a

My = ν1T2

1 + δν20T
2
2
M0, 2.8b

Mz = M0. 2.8c

In this case, the magnetization vector M is only slightly deflected from its equilibrium
state M0 = M0 ez, with the components Mx,y being proportional to both the spin polar-
ization (M0) and the incident MW-field strength B1. Due to the linearity to B1, the regime
ν1 ≪ 1 /√T1T2 is also called the linear-power regime. In the opposite case (ν1 ≫ 1 /√T1T2),
the steady-statemagnetization vanishes (Mx,Mz,Mz → 0) and theEPR signal is quenched.
This is referred to as saturation.

The magnetization components Mx and My created by resonant MW absorption, give
rise to a change of the sample susceptibility χ, expressed by the complex transverse sus-
ceptibility

χ = μ
B1

(Mx − iMy), 2.9

1Equation 2.7 represents the steady-state solution of the Bloch equations (eq. 2.19), which are discussed in the following section.
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2.2 EPR detection schemes

where μ = μrμ0 denotes the magnetic permeability. The change of the sample susceptibil-
ity is detected as the EPR signal. Technically, this is usually accomplished by placing the
EPR sample into aMWcavity (also referred to asMWresonator), which is resonant at the
MW frequency ν. Microwaves are coupled into the cavity by matching the impedance of
the MW transmission line to the impedance of the resonator (critical coupling). A change
of the sample susceptibility results in a change of the resonator impedance, spoiling the
coupling to theMW transmission line. As a result, MWpower is reflected from the cavity,
which is converted into a signal voltage using a MW diode.

The real (dispersive) part of χ (ℜ(χ) ∝ Mx) changes the inductance of the cavity, which
results in a shift of the resonator frequency. In a typical EPR spectrometer, this frequency
shift is, however, componensated by an automatic frequency-control (AFC) device. The
imaginary (absorptive) susceptibility (ℑ(χ) ∝ My) causes the impedance change detected
as the EPR signal. The resulting signal voltage is given by [31]

VS = ηQℑ(χ)√Z0P, 2.10

where P is the MW power (√P ∝ B1), Z0 is the impedance of the MW transmission line,
and Q and η denote the resonator quality and filling factor.

To enhance the sensitivity of a CWEPR experiment, usually phase-sensitive detection
is employed. Therefor, a small modulation Bm is superimposed onto the external mag-
netic field, oscillating at frequency fm (typically in the kHz range). For small modulation
amplitudes and frequencies that are slow with respect to relaxation ( fm ≪ 1 /T1), the spin
ensemble can be estimated as a linear system and the EPR signal will be modulated at
the same frequency fm. The signal is then processed by a lock-in amplifier, which acts as
a narrow band-pass filter at frequency fm. A byproduct of lock-in detection is that the
EPR spectral line shape is transformed to its first derivative. The same phase-sensitive
detection scheme is also employed for CWEDMR experiments.

2.2.2 Pulsed EPR
Pulsed EPR comprises a large variety of experiments, which allow to specifically address
certain interactions of the spin system with its surrounding and disentangle overlap-
ping EPR signals stemming from different paramagnetic centers by introduced additional
parameter dimensions. Examples of such experiments include pulsed ENDOR [32] or
ESEEM [33], which probe the interactions between electron and nuclear spins, double-
resonance techniques like DEER [34], sensitive to couplings between different electron
spins, or two-dimensional nutation experiments, which can be utilized to separate the
EPR signatures of different spin centers by their characteristic nutation frequency [35].
Many of the available PEPR experiments have been translated into electrical and opti-
cal detection schemes. The basic principles of PEPR thus also form the basis for many
PEDMR experiments, which make up the core of this work.

The common ground of all PEPR techniques is the excitation of the spin ensemble with
a series of short high-power MW pulses. This pulse sequence is followed by a free evolu-
tion of the spin magnetization, giving rise to coherent emission of MW irradition, which
can be observed on a nanosecond time scale. Strongly non-equilibrium spin magneti-
zations are obtained, such that a description of these experiments in terms of eq. 2.8 is
clearly not possible. However, a basic understand of the effects of a MW pulse on the spin
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CHAPTER 2 Basic principles of EPR and EDMR

ensemble can be gained by classically describing the motion of M under the influence of
a strong B1 MW field.

The motion of the magnetization vector in presence of an arbitrary (potentially time-
dependent) magnetic field B(t) is described by the classical torque equation

dM
dt

= γB(t) × M. 2.11

This equation ofmotiondescribes a counter-clockwise precessión ofM about themagnetic-
field axis at frequency γB(t). In presence of MW irradiation, the effective magnetic field
is B(t) = B0 + B1(t), where B0 = B0ez is the externally applied static magnetic field and
B1(t) is the MW field, oscillating at frequency ω = 2πν. For the moment, let us assume a
circularly polarized MW field, rotating counter-clockwise within the xy-plane, that is,

B1(t) = B1 [cos (ωt) ⋅ ex + sin (ωt) ⋅ ey]. 2.12

Due to the rotation ofB1, themagnetization vectorwill follow a complex three-dimensional
nutation trajectory. It is therefor convenient to describe the motion of M in a reference
frame, where B1 is time-independent, that is, a frame rotating about the z-axis at fre-
quency ω in the same direction as M and B1. This coordinate transformation into the
rotating frame is illustrated in fig. 2.1. Mathematically, the transformation is obtained
from the relation

dM = dM|rot + ω dt × M ⇔ dM
dt |rot

= dM
dt

− ω × M, 2.13

where ω = ωez denotes the angular frequency vector describing the rotation of the new
reference frame. To obtain the equation of motion of M in the rotating frame, we plug
eq. 2.11 into eq. 2.13, yielding,1

dM
dt

= (ω0 − ω + ω1) × M, where ω0 = γB0 ez and ω1 = γB1 ex. 2.14

This describes a so-called Rabi nutation about an effective magnetic field

Beff = B0 − ω /γ + B1, 2.15

tilted from the z-axis by an angle

θ = arctan(
ν1
δν0 ), 2.16

where ν1 = gμBB1 /h is the precession frequency about B1 and δν0 = ν0 − ν denotes the
resonance offset between the Larmor-precession frequency about B0 and the MW fre-
quency. The frequency of this nutation (Rabi frequency) is given by

Ω = √ν21 + δν20. 2.17

1From now on, we will omit the explicit label of the reference frame, and refer to the rotating frame, when describing pulsed EPR and EDMR
experiments in the classical vector picture.
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2.2 EPR detection schemes

For resonant MW excitation (δν0 = 0), the magnetization vector nutates about B1 at fre-
quency Ω = ν1. During a MW pulse of length tP, the magnetization is thus rotated about
the x-axis by a flip angle

β = 2πΩtP = 2πν1tP. 2.18

If the magnetization is in thermal equilibrium before the pulse (M = M0 = M0ez), a flip
angle β = π/2 fully rotates the magnetization into the xy-plane. After the MW pulse, the
spins will freely evolve, according to eq. 2.14 (ω1 = 0). If, in addition, longitudinal (T1)
and transversal (T2) relaxation are taken into account, expressing eq. 2.14 in terms of the
magnetization components Mx,y,z yields the Bloch equations

dMx

dt
= −δωMy − Mx

T2
, 2.19a

dMy

dt
= δωMx − ω1Mz − My

T2
, 2.19b

dMz

dt
= ω1My − My − M0

T1
, 2.19c

which fully describe the dynamics of a two-level system, such as the free electron [30].
The signal arising from the complex transversal susceptibility χ = Mx − iMy during free
evolution takes the form

VS ∝ exp (iδωt) exp(−t /T2) 2.20

and is referred to as the free induction decay (FID). For δω = 2πδν0 = 0, the FID follows
a simple exponential decay (see fig. 2.2), from which the relaxation time T2 can be deter-
mined. This relaxation time, measured from an FID, is often denoted as T∗

2 . This is due
to the fact that transversal relaxation not only occurs due to spin-spin relaxation (T2), but
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FIGURE 2.1 Schematic illustration of the motion of the spin-magnetization vector M in the laboratory and the rotat-
ing frame. (a) In presence of a static external magnetic field B0, the magnetization precesses about B0 at the Larmor
frequency ω0 = 2πν0. (b) In a coordinate frame (x′, y′, z′) that rotates about the z-axis at frequency ω = 2πν, the pre-
cession frequency is given by the frequency offset δω = ω0 − ω. (c) A circularly polarized MW field B1(t), oscillating at
the MW frequency ν, becomes time-invariant in the rotating frame. The magnetization precesses about an effective
magnetic field Beff, tilted from the z-axis by an angle θ, at the Rabi-nutation frequencyΩ. (d) In the laboratory frame, the
motion ofM is a complex three-dimensional nutation, which can be visualized as a precession about Beff at frequency
ωeff = (ν20 + ν21 )1/2, superimposed by the precession of Beff about the z-axis at frequency ω = 2πν.
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also due to magnetic-field inhomogeneity and Larmor-frequency distributions (g-strain
section 2.4. The actual spin-spin relaxation time T2 can be determined from a spin-echo
decay measurement (see below).

Recording the FID as a function of the pulse lengths tP can also be used to measure
the Rabi frequency Ω. Such a Rabi-nutation experiment can be used to identify different
paramagnetic species with different spin-quantum numbers. This is because the Rabi
frequency of higher spin states (S > 1/2) will deviate from eq. 2.17, according to [36]

ΩmS,mS+1 = √ [S (S + 1) − mS (mS + 1)]ν21 + δν20, 2.21

for an EPR transition |S, mS⟩ ↔ |S, mS + 1⟩. In this work, we will only deal with S = 1/2
and S = 1 species. For the allowed EPR transitions (ΔmS = ±1), one obtains the on-
resonant Rabi frequencies (δν0 = 0)

ΩS=1/2 = ν1 and 2.22a

ΩS=1 = √2 ν1. 2.22b

Wewill follow this approach in chapter 6 to distinguish between EDMR signals stemming
from S = 1/2 and S = 1 species. If the spin state and g-value of the paramagnetic species
is known (e. g., when using a S = 1/2 reference sample), the observed Rabi frequency can
also be used to calibrate B1 = hν1 /gμB.

The rotating-frame vector picture provides a convenient framework to illustrate the
evolution of the spin magnetization during and after a series of MW pulses. We will use
this below to illustrate a final important concept, referred to as electron-spin echo, which
forms the basis of many PEPR and EDMR experiments. Before, however, we need to
reconsider the MW field B1, which we assumed to be circularly polarized for the deriva-
tion of the rotating frame. In pratice, linearly polarized MW fields are used in most EPR
setups. The validity of the rotating-frame picture can be shown by treating the linearly
polarized of amplitude 2B1 as a superposition of two opposingly directed circularly po-
larized fields B↺

1 and B↻
1,

B1(t) = 2B1cos (ωt) = B↺
1 (t) + B↻

1 (t), 2.23a

where

B↺,↻
1 (t) = B1 [cos (ωt) ⋅ ex ± sin (ωt) ⋅ ey]. 2.23b

After transformation into the rotating frame the counter-clockwise component B↺
1 will

be time-invariant, while B↻
1 will now rotate at frequency 2ω. The double-frequency com-

ponent is thus off-resonant by approximately B↺
1 and can be treated as a perturbation.

Considering the time-averaged Hamiltonian, it will lead to a shift of the resonance fre-
quency by a few kHz (referred to as the Bloch-Siegert shift [37]), which is usually negligi-
ble compared compared to the GHz resonance frequencies. The linearly polarized MW
field can thus be replaced by a circularly polarized field of half the amplitude, known as
the rotating-wave approximation, and the motion of M can be described in the rotating
frame.

The rotating-frame transformation does not only serve illustrative purposes. It also
represents the actual detection frame of the PEPR signal. This is due to the employment of
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2.2 EPR detection schemes

a so-called quadrature-detection scheme, which uses a double-balanced mixer that mixes
the MW output from the resonator with two reference signals. The two references are de-
coupled from the MW and phase-shifted by 90° with respect to each other. The resulting
signal voltage can be expressed as

VS ∝ Mx − iMy, 2.24

that is, the transversal magnetization (or susceptibility) in the rotating frame. Other than
inCWEPR, the PEPR signal voltage is directly detected, with the use of a lock-in amplifier.
Moreover, both the real (dispersive) and the imaginary (absorptive) signal are detected
by means of the quadrature scheme.

While the detection of an FID represents the most simple PEPR experiment, most
PEPR detection schemes involve a sequence of multiple pulses. Most of these pulse se-
quences are based on the detection of electron-spin echoes. The basic excitation scheme
for the observation of a spin echo is the so-called Hahn-echo sequence [38] and consists
of two pulses with flip angles π /2 and π, separated by a dephasing time τ, as illustrated in
fig. 2.2. The first π /2 pulse rotates the magnetization from its thermal-equilibrium state
(fig. 2.2b) into the xy-plane (fig. 2.2c). During the free-evolution period τ, spin pack-
ets precess with their respective resonance-offset frequencies δω about B0. Due to field
inhomogeneities and a distribution of g-values, spin packets precess at different frequen-
cies, such that phase coherence is lost (fig. 2.2d). The second pulse flips the fan of spin-
magnetization vectors from +y to −y (fig. 2.2e). This effectively inverts the precession
direction: spin packets with higher precession frequencies δω will now lag in phase be-
hind those with lower precession frequencies. As a result, all spin packets will refocus
at time τ after the second pulse and form an echo of the original spin coherence, flipped
by an angle of π. Coherent emission gives rise an EPR signal, which is referred to as the
electron-spin or Hahn echo.

FID

Spin echo
τ τ

π/2 π

Time

(a)

x

y

z(b)

x

y

z(c)

x

y

z(d)

x
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z(e)

x

y
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FIGURE2.2 Illustrationof the evolutionof the spinmagnetization and thedetectedEPR signals during a two-pulseHahn-
echo experiment. (a) Pulse sequence and EPR response as a function of time. (b–f) Evolution of the spin-magnetization
vectorM (red) in the rotating frame. (b)Before the first pulse, the spin system is in thermal equilibrium (M = M0 = M0ez).
(c) Thefirstπ /2pulse (B1 = B1ex) flips themagnetization into the xy-plane, giving rise to an EPR signal. (d)During the time
interval τ, individual spin packets due to a distribution of Larmor frequencies. The resulting EPR signal is an exponential
FID. (e)Asecondπpulse flips thedephasedmagnetizationpackets, inverting thedephasingdirection. (f)After the second
time interval τ, the dephased spin packets have refocussed, which is detected as a coherent spin echo.
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The illustration in fig. 2.2 neglects relaxation effects. During the evolution periods
τ, spin-spin and spin-lattice relaxation will occur. Spin-spin relaxation contributes to
the dephasing of spin packets, however, due to spontaneous spin flip-flops instead of
precession-frequency differences. Thus, coherence loss due to spin-spin relaxation can-
not be refocussed by the second pulse. Recording the spin-echo intensity as a function of
τ thus allows to measure the spin-spin relaxation time T2.

The Hahn-echo sequence forms the basis of many PEPR and EDMR experiments. It is
beyound the scope of this work to give an overview of the wide range of available PEPR
detection. Comprehensive reviews can be found in the literature (e. g., ref. [30]). A sum-
mary of the practical aspects of PEPR experiments has recently been given by Stoll [39]. In
section 2.5, we will establish the connection between the basic PEPR concepts discussed
in this section and the translation into EDMR detection schemes. Before, however, we
will introduce the different interactions of paramagnetic centers with their surrounding,
affecting the resonance frequencies observed in an EPR or EDMR experiment.

2.3 SPIN HAMILTONIAN

The previous section described the idealized situation of a free electron, whose sole mag-
netic interaction is with an externally applied magnetic field. The energies of the spin
states were given by the Hamiltonian in eq. 2.2, leading to a single resonance line at
gμBB0 = hν. For real-world paramagnetic species, however, EPR spectra are in general
more complex as electrons in atoms or molecules are subject to a variety of magnetic in-
teractions with their local environment, such as interactions between multiple electrons
(fine structure) or with nearby nuclear dipole moments (hyperfine structure). The result-
ing energy states can lead to a large set of allowed EPR transitions, producing spectra with
a multitude of line components.

The energies of all possible states within the ground state of a paramagnetic species are
described by the static spin Hamiltonian. For a system with an effective electron spin S
and m nuclei with spins Ii, this can be written as [40]

𝓗0 = 𝓗EZ + 𝓗ZFS + 𝓗HFI. 2.25

The three terms in eq. 2.25 describe the electron Zeeman interaction (𝓗EZ), which has
already been introduced in section 2.1, the zero-field splitting (𝓗ZFS) and the hyperfine
interactions between the electronand nuclear spins (𝓗HFI). Further contributions to the
spin Hamiltonian, such as nuclear Zeeman and quadrupole interactions, have been ne-
glected in eq. 2.25, as those contributions are of minor significance for this work. A com-
prehensive treatise of all possible contributions to the static spin Hamiltonian is to be
found in the literature (see refs. [30, 41, 42]). In addition, eq. 2.25 is limited to a single-
spin system, such that additional terms due to exchange or dipolar couplings with other
electron spins have been omitted. These contributions will, however, be discussed in sec-
tion 2.5, when we will deal with pairs of spins for the description of EDMR.

In the following, we briefly address the different interaction terms in eq. 2.25 individ-
ually and discuss the EPR parameters associated with them. The theoretical principles
presented in this section form the basis for all EPR and EDMR experiments presented
within this work.
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2.3 Spin Hamiltonian

2.3.1 Electron Zeeman interaction
In section 2.1, we derived the Zeeman interaction term, 𝓗EZ = geμBSTB0, for the case of
the free electron, where ge is the isotropic g-value of the free electron. In general, how-
ever, the interaction of a paramagnetic centers with an external magnetic can dependent
on the relative orientation of S and B0 due to asymmetries in the wavefunction or the sur-
rounding crystal field. Such anisotropies are taken into account by replacing the scalar
g-value with a 3 × 3 interaction matrix g. The general expression for the electron Zeeman
term then becomes

𝓗EZ = μBSTgB0. 2.26

The interaction matrix g is commonly referred to as the g-tensor, although, strictly speak-
ing, g itself is not a tensor in the physical sense. However, the experimentally observed
g-value for a given orientation n = B0 /B0 is [41]

g (n) = √nT (gTg)n , 2.27

and this measurable quantity √gTg is a symmetric second-rank tensor. In the following,
we will refer to this quantity as the g-tensor. The symmetric g-tensor, while not being
diagonal in general, can be diagonalized via a rotational transformation R(α, β, γ) to its
principal axis system:

gdiag = RT(α, β, γ) gR(α, β, γ) =
⎛
⎜
⎜
⎝

gx
gy

gz

⎞
⎟
⎟
⎠

2.28

The g-tensor can thus be fully characterized be its three real principal values gx, y, z and the
three so-called Euler angles α, β, γ that define the orientation of its principal axis system.
In EPR, the latter is usually regarded as the molecular frame and all interaction tensors
are referred to this frame.

The orientation of B0 with respect to the molecular frame can be expressed with two
polar angles θ and ϕ, such that B0 = B0 (sin θ cosϕ, sin θ sinϕ, cos θ). The observed ef-
fective g-valueis then given by

g(θ, ϕ) = √(gx sin θ cosϕ)2 + (gy sin θ sinϕ)2 + (gz cos θ)2. 2.29

Based on the symmetry of the paramagnetic center, three types of g-tensor anisotropies
can be distinguished: (i) For cubic symmetry, g is isotropic with g = gx = gy = gz and
the same EPR spectrum is observed for all orientations. (ii) For axial symmetry, two
principal g-values g⟂ = gx = gy and g∥ = gz are observed for perpendicular and parallel
orientation of B0 with respect to the symmetry axis. The experimentally observed ef-
fective g-value in this case is determined by the angle θ between B0 and the symmetry
axis: g(θ) = (g2⟂sin2 θ + g2∥cos2 θ)

1/2. (iii) A more complex structures of the paramag-
netic center, where the axial symmetry is lifted, is referred to as rhombic symmetry. In
this case, the three principal values gx, y, z are non-degenerate and the observed g-value
depends on both polar angles θ and ϕ as described by eq. 2.29.

For a crystalline sample, where all paramagnetic sites exhibits the same orientation,
the g-tensor anisotropy can be directly measured by rotating the sample and recording
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CHAPTER 2 Basic principles of EPR and EDMR

the effective g-value as a function of θ and ϕ. If a sample, however, is present in the form
of a powder or when dealing with disordered materials such as a-Si, the orientation of an
individual paramagnetic center is random. For truely disordered samples, all orientations
occur with equal probability and a distribution of all possible orientations is observed at
once. Examples of the resulting characteristic EPR spectra, referred to as powder patterns,
are shown in fig. 2.3 for the three cases of an isotropic g-value (fig. 2.3a) and a g-tensor
with axial (fig. 2.3b) and rhombic (fig. 2.3c) anisotropy.

Theprincipal g-values of real paramagnetic centers, for example, defect states in silicon,
deviate from the free-electron value ge. This is due to an interaction of the electron-spin
magnetic moment with the orbital angular momentum of the charge carrier by means
of spin-orbit coupling. Although, for a non-degenerate electronic ground state, the or-
bital angularmomentum is quenched (L = 0), a perturbation arises from the ground state
being mixed with excited states, such that an orbital momentum L is admixed into the
ground state. The Hamiltonian given in eq. 2.26 can then also be written as

𝓗EZ = μB (LT + geST)B0 + λLTS. 2.30

The first part is the electron Zeeman term including the admixed orbital angular mo-
mentum, and 𝓗SO = λLTS is the spin-orbit interaction, where λ is the spin-orbit coupling
constant. By means of second-order perturbation theory and comparison with eq. 2.26,
an expression for gij, the elements of g, can be derived [42]:

gij = geδij + 2λ∑
n≠0

⟨0|Li|n⟩ ⟨n|Lj|0⟩
E0 − En

, 2.31

where |0⟩ and |n⟩ denote the wavefunctions of the ground state and the nth excited state
with energies E0 and En, respectively. Thus, the smaller the energy gap between the
ground state and the excited states, and the larger the spin-orbit coupling, the larger the
deviation of the principal values of g from the free-electron value ge. For all paramagnetic
centers discussedwithin this work, only small g-value are observed (Δg < 0.01). However,
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FIGURE 2.3 Simulated X-band (ν = 9.6GHz) EPR powder spectra for different g-tensor symmetries. Absorption spec-
tra are shown for (a) an isotropic g-tensor with g = 2.0055, (b) an axially symmetric g-tensor with g⟂ = 2.0065 and
g∥ = 2.0042, and (c) a rhombicg-tensorwith principal valuesgx = 2.0079, gy = 2.0061 andgz = 2.0034. Theseg-values
correspond to the principal values found for the dangling-bond defect in a-Si:H [148]. Note that g-strain has been ne-
glected for the simulations, such that the simulated spectra do not resemble the actual EPR signature of DB defects.
Instead, the spectra have been convolved with a field-independent Gaussian line width of 0.05mT. Simulations have
been carried out using the EasySpin [43] MATLAB toolbox.
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2.3 Spin Hamiltonian

for sufficiently strong doping and large λ, it is possible to obtain strong g-value shifts for
paramagnetic states in amorphous silicon [44].

For disordered materials such as amorphous silicon (see chapter 3 for details), g-values
are not sharply defined, as indicated by fig. 2.3. Owing to the disorder, variations of the
local structural and electronic environment of paramagnetic states result in a distribution
of g-tensors, commonly referred to as g-strain (Δg). Due to themagnetic-field dependence
of the Zeeman interaction, g-strain leads to a broadening of the EPR spectrum that is pro-
portional to B0. Thereby, field-dependent g-strain broadening counteracts the resolution
enhancement obtained by carrying out EPR experiments at high MW frequencies and
magnetic fields. On the other hand, multifrequency/-field experiments can be used to
distinguish between g-strain and other field-independent broadening mechanisms (see
also section 2.4). We will employ this strategy in chapter 5, where multifrequency EDMR
is used to separated signals stemming from different paramagnetic states by the field de-
pendencies of the respective spectral line widths.

2.3.2 Hyperfine interaction
The hyperfine interaction (HFI) between an electron spin S and a nuclear spin I is de-
scribed by the Hamiltonian

𝓗HFI /h = STAI, 2.32

where A denotes the hyperfine-coupling tensor. Note that, as for the g-tensor discussed in
the previous section, A itself is only a 3 × 3 matrix, but the observable √ATA is a sym-
metric second-rank tensor, which we will refer to as the tensor A (see also ref. [41]).

The HFI can be split apart into the isotropic Fermi contact interaction and the electron-
nuclear dipolar interaction, such that

A = aisoI3 + T, 2.33

where I3 denotes the 3 × 3 identity matrix, aiso is the isotropic hyperfine-coupling con-
stant and T the anisotropic dipolar coupling tensor. The former is given by [45]

aiso = 2
3
μ0 geμB gNμN |ψ0 (0)|2, 2.34

where μ0 is the magnetic constant, gN and μN denote the nuclear g value and the nuclear
magneton, respectively, and |ψ0 (0)|2 is the electron spin density at the position of the
nucleus (r = 0). For the simplest case, of an electron spin with S = 1/2 coupled to a single
nuclear spin I = 1/2, HFI results in a splitting of each of the twoZeeman levels (mS = ±1/2)
into two levels that belong to the two nuclear-spin states (mI = ±1/2). This leads to two
allowed EPR transitions with ΔmS = ±1 and ΔmI = 0, separated by aiso.

The electron-nuclear dipolar coupling tensor T is a traceless, symmetric 3 × 3 matrix
with the elements [45]

Tij =
μ0
4π

geμB gNμN ⟨ψ0 |
3rirj − δijr2

r5 |ψ0⟩ , 2.35

where r is the distance vector between the nucleus and the electron. As for the g-tensor
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CHAPTER 2 Basic principles of EPR and EDMR

in eq. 2.28, the symmetric tensor T can be diagonalized by a rotational transformation
R(α, β, γ) to its principal axis system:

Tdiag = RT(α, β, γ)TR(α, β, γ) =
⎛
⎜
⎜
⎝

Tx
Ty

Tz

⎞
⎟
⎟
⎠

=
⎛
⎜
⎜
⎝

−T + ρ
−T − ρ

2T

⎞
⎟
⎟
⎠
. 2.36

In this expression, the three principal values Tx, y, z have been replaced by an axial com-
penent T = Tz /2 and a rhombic component ρ = (Tx − Ty) /2. This substitution is valid
since T is traceless (trA = aiso). Within this work, we will only consider isotropic or axi-
ally symmetricHFIs (ρ = 0). Axial symmetry is, for example, found in amorphous silicon
for the HFI of dangling-bond defects with 29Si nuclei (I = 1/2) [46]. In this case, the hy-
perfine tensor consists of only two principal values A⟂ = Ax = Ay and A∥ = Az with

A⟂ = aiso − T,
A∥ = aiso + 2T.

2.37

Within this work, we will not perform detailed analysis of HFIs. However, hyperfine
terms will be used, when simulating EPR and EDMR spectra, stemming from paramag-
netic species such as the dangling-bond defect, that are known to exhibit HFIs. Further
theoretical details and summaries of spectroscopic techniques to disentangleHFIs in EPR
spectra can be found in recent EPR literature [32, 33, 45, 47].

2.3.3 Zero-field splitting
In the previous sections, we have limited the discussion to electron spins with S = 1/2. In
this work, however, we will also deal with higher spin systems, in particular with strongly
coupled S = 1/2 spins forming a triplet state (S = 1). In such a case, the dipolar coupling
between the electron spins lifts the degeneracy of the ground state. This field-independent
interaction is refered to as zero-field splitting (ZFS) and leads to a fine-structure term

𝓗ZFS /h = STDS, 2.38

where D is the traceless, symmetric ZFS tensor. Similar to the tensors g and A discussed
in the previous sections, D can be diagonalized to its principal axis system, such that

Ddiag =
⎛
⎜
⎜
⎝

Dx
Dy

Dz

⎞
⎟
⎟
⎠

=
⎛
⎜
⎜
⎝

−D /3 + E
−D /3 − E

2D /3

⎞
⎟
⎟
⎠
. 2.39

As in the previous section for the hyperfine-coupling tensor, the three principal values
Dx, ,y ,z have been substituted by an axial ZFS parameter D and a rhombic ZFS parameter
E that reflect the symmetry of the spin system. For cubic symmetry, D = E = 0; for axial
symmetry, D ≠ 0 and E = 0; and for rhombic symmetry, both D ≠ 0 and E ≠ 0. The
effect of ZFS on the Zeeman levels is shown in fig. 2.4a for an S = 1 system, assuming axial
symmetry (E = 0). Thediagram shows the energy levels as a function ofmagnetic field for
both perpendicular (black) and parallel (red) orientation of themagnetic-field vectorwith
respect to theZFS z-axis. Averaging over all possible orientation leads to the characteristic
powder spectrum shown in fig. 2.4b, referred to as Pake pattern, which arises due to the
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2.3 Spin Hamiltonian

orientation-dependent resonance fields of the ΔmS = ±1 transitions (marked by the black
and red arrows in fig. 2.4a).

The simulated spectrum in fig. 2.4b shows an additional small contribution at lower
magnetic field. The presence of this line is due an EPR transition between the mS = ±1
states of the triplet manifold (dashed arrows in fig. 2.4a). Such forbidden ΔmS = ±2 tran-
sitions becomeweakly allowed in the presence of ZFS, as the dipolar interactions between
the spins lead to off-diagonal elements in the Hamiltonian that mix the mS = ±1 states
[48]. The position and shape of this resonance is described by the two magnetic-field
values Bmin and Bmax, corresponding to the resonance fields at perpendicular and parallel
orientation between B0 and the principal axes of D, as illustrated in fig. 2.4c. These field
values are given by [48]

Bmin = hν
2gμB √1 − 4

3 (
D*

ν )
2
, where D* = √D2 + 3E2, and 2.40a

Bmax = hν
2gμB √1 − (

D
ν )

2
. 2.40b

Since the resonance position is close to hν /2gμB for D, E ≪ ν, this transitions is often
referred to as half-field resonance. From fig. 2.4 it is evident that the half-field resonance
is much less affected by anisotropy than the full-field Pake pattern, resulting in a much
narrower line shape. In addition, field-dependent line-broadening effects (g-strain) are
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FIGURE 2.4 (a) Energy-level diagram of an S = 1 triplet state with an axially symmetric D-tensor (D = 3000MHz, E = 0,
g = 2) for perpendicular (blue) and parallel (red) orientation of the D-tensor principal axes with respect to the external
magnetic field. Vertical arrowsmark the allowed (ΔmS = ±1) resonant EPR transitions at aMW frequency of9.6GHz. The
dashed arrows indicateweakly allowedΔmS = ±2 transitions. (b) Simulated powder EPR absorption spectrum, obtained
for the energy-level distribution shown in fig. a by averaging over all orientations. The characteristic spectral shape is
referred to as Pake pattern. (c) Enlarged view of the half-field resonance resulting from the ΔmS = ±2 transitions.
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CHAPTER 2 Basic principles of EPR and EDMR

significantly smaller at lower magnetic field. Therefore, Bmin can often be determined
accurately in order to estimate the D-value based on eq. 2.40. In chapter 6, we report
the first-time observation of an electrically detected half-field resonance in amorpous
silicon, and use the line shape, determined by Bmin and Bmax, to estimate the D-value of
the associated S = 1 triplet state.

2.3.4 Weak coupling between electron spins
In the previous section, we discussed the spin Hamiltonian of strongly coupled spins that
are treated in a total-spin basis (e. g., S = 1 for two coupled S = 1/2 spins). Spin-dependent
transport and recombination processes giving rise to EDMR occur between weakly cou-
pled paramagnetic states (see section 2.5), which are still described by their individual
spins. In general, the interaction between two coupled spins SA and SB is described by
the Hamiltonian

𝓗AB /h = −JSTASB + STADABSB. 2.41

The first term describes the isotropic exchange interaction, which results from an orbital
overlap of the paired spins. Typically, exchange interaction becomes relevant for spin-
spin distances below about 15�A [49]. Exchange interaction splits the formerly degenerate
total-spin states of the coupled pair by an energy J. If the ground state is the higher spin
state (S = 1 for SA = SB = 1/2), the coupling is referred to as ferromagnetic (J > 0), while
the opposite case of a low-spin (S = 0) ground state and an excited high-spin state is re-
ferred to as antiferromagnetic (J < 0) [50].1

The second term in eq. 2.41 denotes the dipolar coupling, which has already been dis-
cussed in the previous section for the case of strongly coupled spins described as a single
total-spin state S > 1/2. Considering the case of two S = 1/2 states, the description as a
single isolated S = 1 state (eq. 2.38), and the dipolar-coupling term of the individual spins
(eq. 2.41) are related by STDS = 2STADSB, that isDAB = 2D [50]. Under high-field condi-
tions (D ≪ gμBB0 /h) and using point-dipole approximation for the two spins, the dipolar
coupling term can also be written as

STADABSB = −D (3SzAS
z
B − STASB) = −D (3cos2 θ − 1), 2.42

where θ denotes the angle between B0 and the interspin-distance vector rAB. In its prin-
cipal axes frame, DAB can then be written as [30]

Ddiag
AB =

⎛
⎜
⎜
⎝

−D
−D

2D

⎞
⎟
⎟
⎠
. 2.43

In this case, the dipolar coupling strength D serves as a measure of rAB, according to [49]

D =
μ0 gA gBμ

2
B

4πh
r−3
AB (weak coupling, |J − D| ≪ Δν). 2.44a

1Different conventions exist for the exchange interaction in eq. 2.41. Amongst physicists, the notations +JSTASB or −JSTASB is typically used,
while the notation +2JSTASB or −2JSTASB is more common in the chemistry community.
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2.4 Broadening of EPR lines

As indicated, this expression is only valid in the limit of weak coupling, much smaller
than the Larmor separation Δν = |νA − νB|. In the strong coupling limit ( |J − D| ≫ Δν),
an additional factor of 3/2 has to be included, such that [49]

D =
3
2

⋅
μ0 gA gBμ

2
B

4πh
r−3
AB (strong coupling, |J − D| ≫ Δν). 2.44b

The prefactor arises when describing dipolar coupling in with a total spin S = SA + SB,
that is, STDS, instead using of the single-spin notation STADSB. In the strong coupling
case, the observed D-value is by a factor 3/2 larger than in the weak coupling case (com-
pare eqs. 2.39 and 2.43).1

In the course of thiswork, wewill use the relation between the dipolar coupling strength
and the spin-spin distance will given by eq. 2.44 to determine the distance distribution
of strongly coupled excitonic states discovered to play a key role in the charge-separation
mechanism in amorphous silicon (see chapter 6).

2.4 BROADENING OF EPR LINES

The spin Hamiltonian described in the previous section determines the transition fre-
quencies of an ensemble of identical electron and nuclear spins, also referred to as a spin
packet. Resonance lines observed in an EPR (or EDMR) spectrum, however, do not ap-
pear at sharp frequency/field positions but exhibit a line width determined by homoge-
neous and inhomogeneous broadening. As already mentioned above, these broadening
mechanisms (g-strain) can also dependent on the amplitude of the external magnetic
field. The field dependency of the spectral line width can thus provide valuable infor-
mation about the microscopic nature of the spin system.

Homogeneous broadening determines the line width of an individual spin packet and
results from the Heisenberg uncertainty principle (ΔEΔt ≥ ℏ). The lifetime of a spin
packet is determined by the spin-lattice relaxation time T1, such that the minimum ob-
servable line width is given by Δω ≥ 1 /T1. This type of homogeneous broadening is also
referred to as lifetime broadening.

In many cases, homogeneous broadening is determined not only by the lifetime, but
also by the spin-coherence, or spin-spin relaxation time T2. Spin-spin relaxation arises
due to local magnetic-field fluctuations, originating from, e. g., thermal motion and spin
flips of surrounding electron and nuclear spins. In this case, T2 restricts the homogeneous
line width. The resulting EPR line shape a single spin packet is then a Lorentzian with a
line width of 2 /T2. Further details concerning spin-relaxation mechanisms that lead to
homogeneous broadening can be found in standard EPR textbooks (see, for example,
refs. [30, 41]).

Inhomogeneous broadening refers to the superposition of resonances stemming from
different spin packets with a distribution of Larmor frequencies. The resulting EPR line
shape is the sum of the (homogeneously broadened) lines of all individual spin packets,
such that the inhomogeneous line width depends on the underlying distribution of Lar-
mor frequencies.
1This will also become evident in section 2.5.6, where we give explicit expressions for the eigenvalues and transition energies of a coupled
pair, both in the weak- and in the strong-coupling limit.
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CHAPTER 2 Basic principles of EPR and EDMR

The most dominant source of inhomogeneous broadening, especially in disordered
materials like amorhous silicon, is a distribution of the spin-Hamiltonian parameters.
This includes anisotropies of the interaction tensors (g, A, D), as illustrated in fig. 2.3,
and so-called strain effects, that is, a distribution of the principal interaction values due
to local disorder. Amorphous silicon is a prime example for this kind of inhomogeneous
broadening, as the structural disorder leads to a variation of bond lengths and angles
inducing a broad distribution of g-values (see chapter 3). For a normal strain distribution,
as it is often the case, a Gaussian line shape is observed.

Another common type of inhomogeneous broadening, referred to as unresolved HFI,
is observed if the electron spin interacts with many distant nuclear spin (for example, 1H
or 29Si in a-Si:H). The large number of HFI is not resolved in the EPR spectrum and leads
to an inhomogeneous broadening of the resonance.

The field dependency of the broadening mechanism is determined by the underlying
spin-Hamiltonian interaction. Since the electron Zeeman interaction is proportional to
B0, inhomogeneous g-strain broadening increases with B0, as opposed to inhomogeneous
broadening ofA (A-strain, unresolvedHFI) orD (D-strain) or homogeneous broadening,
which are field-independent. Multifrequency/-field experiments thus provide a viable
tool to separate different line-shape components based on the type of broadening.

2.5 ELECTRICALLY DETECTED MAGNETIC RESONANCE

Electron paramagnetic resonance is a powerful tool to identify paramagnetic species and
study their electronic structure. While in section 6.7 we will employ (transient) EPR to
elucidate the role of localized paramagnetic states in the charge-separation mechanism of
a-Si:H, the main focus of this work is the investigation of the microscopic nature of elec-
tronic transport and recombination channels. The tool of choice is therefor electrically
detected magnetic resonance (EDMR), which selectively probes those paramagnetic cen-
ters that are involved in current-limiting processes. Moreover, the sensitivity of EDMR
is by orders of magnitude higher than that of conventional EPR, reaching even towards
single-spin sensitivity [51, 52]. In this section, we will summarize the basic theoretical
concepts, laying the basis for the description of EDMR experiments.

The influence of EPR on the photoconductivity was first explored in 1966 by Schmidt
and Salomon [53], Maxwell and Honig [54] as well as Hirose et al. [55]. In the early 1970s,
Lépine and Prejean [56] detected spin-dependent recombination in silicon. They also
proposed a model that explained the spin-dependent recombination channel by an in-
creased capture cross section based on a change of the spin polarization. Lépine’s model,
as well as subsequent model that attempted to explain the observed resonant photocur-
rent changes [16, 57, 58], however, failed to predict the experimentally observed signal
magnitudes as well as temperature and magnetic-field dependencies. Finally, in 1978,
Kaplan, Solomon and Mott [59] (KSM) described spin-dependent recombination based
on the formation of intermediate weakly coupled spin pairs, which could explain the ex-
perimentally obtained results. Following these early studies, EDMR was employed to
investigate recombination mechanisms in various types of inorganic [16, 17, 60–63] and
organic [64–66] semiconductors as well as fully processed devices such as solar cells [57,
67–69], diodes [70, 71] or transistors [72].
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2.5 Electrically detected magnetic resonance

For more than two decades, EDMR was limited to field-swept continuous wave (CW)
experiments. It was only in 1999, when Hiromitsu et al. [66] reported the first time-
domain EDMR experiments, succeeded by the work of Boehme and Lips [18, 73, 74], who
studied the transient recombination dynamics after application of a resonant MW pulse.
This finally paved theway towards electrical readout of spin coherence bymeans of pulsed
EDMR (PEDMR) [19, 75, 76]. The model developed by Boehme and Lips for the theo-
retical description of PEDMR experiments was based on the original KSM intermediate-
pair model and treated both the cases of spin-dependent recombination [19] and hopping
transport [77]. It layed the basis for the development of broad range of electrical readout
techniques, such as electrically detected Rabi nutations [20], spin echoes [78], hyperfine
spectroscopy like ESEEM [23] and ENDOR [25], or pump-probe ED-ELDOR [22] and
-DEER [24] experiments. In addition, numerical and analytical methods were developed,
predicting the PEDMR signals of spin pairs under different coupling strengths [79–84].
Recently, Keevers et al. [85] further extended the theoretical description to spin pairs
comprising S = 1 triplet states.

The large pool of PEDMR techniques available today renders PEDMR the ideally suited
for the analysis of themicroscopic nature of spin-dependent transport and recombination
processes. Moreover, the development of new readout sequences, based on experiments
known fromPEPR, is straightforward, aswewill show in chapter 6 by the developments of
an electrical detection scheme of the so-called phase-inverted echo-amplitude-detected
nutation (PEANUT) experiment [35]. Pulsed EDMR is thus the tool of choice and pri-
marily employed technique thoughout this work. In the following, we will briefly sum-
marize the basic theoretical principles, based on the spin-pair models mentioned above
and the spin-interaction Hamiltonians discussed in section 2.3.

2.5.1 Spin-dependent electronic transitions
Electrically detected magnetic resonance probes transport and recombination channels
via localized paramagnetic states by their spin dependency. In general, transport of elec-
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FIGURE 2.5 Schematic illustration of spin-dependent pair processes via localized states in a-Si:H. (a) Spin-dependent
recombination of trapped electrons via mid-gap defect states. Transitions are Pauli-blocked for parallel spin orientation
(left) and become allowed if either one of the paired spins is flipped (right). (b) Spin-dependent hopping transport of
electrons (upper) and holes (lower) via localized band-tail states (see text for further discussion).
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trons and holes occurs in the extended conduction and valence band states, where the
spin state of an individual charge carriers is is not conserved for a long time and has little
influence on the conductivity. However, in disordered materials like amorphous silicon,
a large density of localized states exist that act as charge-carrier traps and recombina-
tion centers (see chapter 3). These states can be occupied by either one or two charge
carriers according to the Pauli-exclusion principle. Tunneling transport and recombina-
tion paths between nearby localized states thus become spin-dependent if both states are
singly occupied. This is schematically illustrated in fig. 2.5 for the two prominent exam-
ples of recombination and hopping transport via localized band-tail and mid-gap defect
states in amorphous silicon. When the spins of the neighbouring charge carriers are par-
allel to each other, the transition is blocked, whereas it becomes allowed for antiparallel
alignment.

Singly occupied localized states are paramagnetic and their spin states can therefor be
manipulated by means of EPR. Resonantly flipping either one of the two spins will affect
the transition probability between the adjacent states. This results in a resonant conduc-
tivity change, which is detected as the EDMR signal. Spin-dependent recombination in
amorphous silicon occurs between trapped electrons andmid-gap defect states (dangling
bonds, see section 3.2.1), followed by the capture of a hole, as shown in fig. 2.5a. This leads
to a decrease of the charge-carrier density and, as a result, to a quenching of the conduc-
tivity. For the case of spin-dependent hopping conduction (fig. 2.5b), an increased tran-
sition probability results in an enhanced charge-carrier mobility, which will be detected
by an increase of the conductivity.

As discussed in detail in chapter 3, transport and recombination via defects and band-
tail states plays a crucial role for the electronic properties of disordered semiconductors
like amorphous silicon. By means of EDMR, these microscopic transport channels can
be directly probed and assigned to defect states based on the EPR signature. This makes
EDMR the ideal tool to study and elucidate the impact of defect states on electronic trans-
port. In the following, we will summarize the theoretical concepts for describing EDMR
signal observed for spin-dependent recombination and hopping-transport channels. The
basis for this is the KSM spin-pair model [59] and the subsequent theory of PEDMR de-
veloped by Boehme and Lips [19, 76].

2.5.2 Spin-pair Hamiltonian
The essence of the KSM model [59], which also form the basis for the theoretical descrip-
tion of PEDMR by Boehme and Lips [19], is the localization of charge carriers into in-
termediate coupled spin pairs prior to a spin-dependent transition. After being trapped,
recombination or transport processes are exclusive between the coupled spins, that is,
dissociation of the pair is required before interactions with other charge carriers can oc-
cur. In presence of an external magnetic field B0, the static spin Hamiltonian of the pair
of spins A and B, with SA = SB = 1/2,1 is described by

𝓗0 /h = μB (STAgA + STBgB)B0 /h − JSTASB − D (3SzAS
z
B − STASB). 2.45

The first term describes the electron Zeeman interactions of the individual spins A and B
(section 2.3.1), while the other two terms denote the exchange and dipolar coupling be-
1Spin pairs comprising higher spin states are discussed in section 2.5.8.
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tween the two spins (section 2.3.4). For the sake of simplicity, we omitted HFIs, although
these can easily be incorporated, using the expressions given in section 2.3.2. In the fol-
lowing, we will further neglect g-tensor anisotropy to simplify the expressions using the
Larmor frequencies νA,B = gA,BμBB0 /h. The matrix representation in the product base
|ψ⟩ = ( |↑↑⟩, |↑↓⟩, |↓↑⟩, |↓↓⟩) reads

𝓗0 = h
2

⎛
⎜
⎜
⎜
⎝

2ν0 − J /2 − D 0 0 0
0 Δν + J /2 + D −J + D 0
0 −J + D −Δν + J /2 + D 0
0 0 0 −2ν0 − J /2 − D

⎞
⎟
⎟
⎟
⎠

, 2.46

where ν0 = (νA + νB) /2 is the mean Larmor frequency and Δν = νA − νB the separation
of Larmor frequencies of spinsA andB. For a coupled pair ( |J − D| > 0), theHamiltonian
is non-diagonal in the product base, but can be diagonalized into its energy eigenbasis by
a matrix rotation

𝓗en
0 = U†

0𝓗0U0 , where U0 =
⎛
⎜
⎜
⎜
⎝

1 0 0 0
0 cos ϕ sinϕ 0
0 −sinϕ cosϕ 0
0 0 0 1

⎞
⎟
⎟
⎟
⎠

2.47

and ϕ is the spin-mixing angle,

ϕ = 1
2
arctan J − D

Δν
. 2.48

The energy eigenvalues can be read from

𝓗en
0 = h

2

⎛
⎜
⎜
⎜
⎝

2ν0 − ζ 0 0 0
0 νΔ + ζ 0 0
0 0 −νΔ + ζ 0
0 0 0 −2ν0 − ζ

⎞
⎟
⎟
⎟
⎠

, 2.49

where we introduced the abbreviations

νΔ = √(J − D)2 + Δν2 and ζ = J /2 + D. 2.50

The corresponding energy eigenstates |ψen⟩ = U0
† |ψ⟩ are given by

|ψen⟩ =
⎛
⎜
⎜
⎜
⎝

|T+⟩
|2⟩
|3⟩

|T−⟩

⎞
⎟
⎟
⎟
⎠

=
⎛
⎜
⎜
⎜
⎝

|↑↑⟩
cosϕ |↑↓⟩ − sinϕ |↓↑⟩
sinϕ |↑↓⟩ + cosϕ |↓↑⟩

|↓↓⟩

⎞
⎟
⎟
⎟
⎠

2.51

With increasing coupling strength ( |J − D| ≫ Δν and ϕ → ±π/4), the mixed states |2⟩
and |3⟩ approach the pure triplet and singlet states

|S⟩ = ( |↑↓⟩ − |↓↑⟩) /√2 2.52a

|T0⟩ = ( |↑↓⟩ + |↓↑⟩) /√2 2.52b
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In the weak coupling limit ( |J − D| ≪ Δν and ϕ → 0), |2⟩ and |3⟩ simply represent the
product states |↑↓⟩ and |↓↑⟩, respectively. At intermediate coupling strengths, the states
exhibit a mixture of singlet and triplet content, depending on the amplitudes of J and D.

2.5.3 Spin-to-charge conversion
Above, we have derived the energy eigenstates and -values of a weakly coupled pair of
S = 1/2 spins. As qualitatively discussed in section 2.5.1, the spin dependency of an elec-
tronic transition giving rise to an EDMR signal is based on the Pauli-exclusion principle.
Therefor, the observable in EDMR is the spin-pair symmetry, in terms of singlet and triplet
content, other than in conventional EPR, where spin polarization is measured. Since the
basic assumption of the KSM model is that transitions can exclusively occur between the
coupled spin pair, the transition probability pi solely depends on the singlet and triplet
content of the pair’s eigenstate |i⟩,

pi = pS |⟨i|S⟩|2 + pT |⟨i|T⟩|2, 2.53

where pS and pT are the different transition probabilities of pure singlet (pairs with permu-
tation antisymmetry) andpure triplet (pairswith permutation symmetry) states (pS ≫ pT).
By inserting eqs. 2.51 and 2.52, one obtains for the four eigenstates:

pT+,T−
= pT and p2,3 = pS

2 (1 ∓ J − D
νΔ ) + pT

2 (1 ± J − D
νΔ ). 2.54

Note that we have not yet specified the nature of the spin-dependent transition. Equa-
tion 2.53 rather makes the general assumption that the transition probability is governed
by the permutation symmetry of the intermediate pair. Accordingly, the dynamics of a
spin-dependent transition is solely determined by the dynamics of the spin-pair ensem-
ble. The state of the pair ensemble is described by the density matrix ρ. Its time evolution
can be expressed by the stochastic Liouville equation, developed for the model of spin-
dependent recombination by Haberkorn and Dietz [86],

d
dt

ρ(t) = − i
ℏ [𝓗, ρ(t)] + 𝓢[ρ(t)] + 𝓡[ρ(t) − ρ0]. 2.55

Thefirst terms corresponds to thewell knownLiouville-von-Neumann equation, describ-
ing the quantum-mechanical state evolution in the Schrödinger picture. The stochastic
operator 𝓢 = 𝓢cr + 𝓢an describes external changes changes of the ensemble by creation
and annihilation of spin pairs. The third term, with the Redfield operator 𝓡, takes ac-
count the loss of spin coherence due to relaxation, as described by the Redfield relaxation
theory [87] (see, for instance, ref. [41] for details). In terms of the density matrix, the total
transition probability P(t) can be written as

P(t) = pS tr[|S⟩⟨S| ρ(t)] + pT
1

∑
i=−1

tr[|Ti⟩⟨Ti| ρ(t)]. 2.56

Using the formalism provided by eqs. 2.55 and 2.56 together with the static spin Hamil-
tonian derived in the previous section, we are now able to describe the dynamics of the
spin-pair ensemble and the resulting spin-dependent change of P(t). The final step is
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2.5 Electrically detected magnetic resonance

to translate the change of P(t) into a change of the measured conductivity. The latter is
determined by the density and the mobility of free charge carriers,

σ = e (neμe + nhμh), 2.57

where ne,h and μe,h denote the electron and hole densities and mobilities, respectively.
Depending on the type of the transition (e. g., recombination or hopping transport), a
spin-dependent increase of the transition probability may either result in a change of ne,h
(spin-dependent recombination) or μe,h (spin-dependent hopping) causing the conduci-
tivity change.

2.5.4 Spin-dependent recombination
Based on eq. 2.57, the conductivity change Δσ(t) = σ(t) − σ0 due to spin-dependent re-
combination can be expressed by the change of electron and hole densities Δne,h(t),

Δσ(t) = e [Δne(t)μe + Δnh(t)μh]. 2.58

The free electron density ne can only change by dissociation of the intermediate pair. The
dissociation probability d is assumed to be spin-independent (d = dS = dT). The hole
density, however, decreases after recombination of the spin pair. Accordingly, based on
eqs. 2.53 and 2.56, we can express Δne,h(t) as

Δne(t) = τLd
4

∑
i=1

Δρii(t) and Δnh(t) = −τL
4

∑
i=1

riΔρii(t), 2.59

where ri denotes the recombination rates of the spin-pair eigenstates given by eq. 2.53,
Δρii(t) = ρii(t) − ρ0ii is the eigenstate density change and τL the charge-carrier lifetime,
which is assumed to be equal for electrons and holes.1 Further, τL as well as the pair
generation rate G are considered to be constant and spin-independent. Inserting eq. 2.59
into eq. 2.58 yields the transient conductivity change

Δσ(t) = eτLdμe
4

∑
i=1

Δρii(t) (1 − ri
d
μh
μe ). 2.60

The above expression provides the link between the observed conductivity change dur-
ing an EDMR experiment and the time evolution of the underlying spin-pair ensemble,
expressed by eq. 2.55. Boehme and Lips [19, 76] explicitly solved eq. 2.60 under the as-
sumption of spin-independent charge-carrier generation ( {𝓢cr}ii = G /4) and spin-spin
relaxation (T2) being the fastest time scale. The resulting transient conductivity follows a
multi-exponential decay, according to

Δσ(t) = eτLdμeG
2rT {2 [

rT
d
μh
μe

− 1] exp[−(rT + d) t ]

− [
r2
d
μh
μe

− 1] [1 + J − D
νΔ ] exp[−(

r2
2

+ d + 1
T2 ) t ]

− r3
d
μh
μe [1 − J − D

νΔ ] exp[−r3t ]}Δ(t = 0), 2.61

1Equal electron and hole lifetime are used to simplify the equations. In reality, however, they may differ significantly.
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where r2,3 are linear combinations of rS and rT, as defined by eq. 2.54. The quantity

Δ(t = 0) = −
Δρ11,44(t = 0)

tr ρ0
=

Δρ22,33(t = 0)
tr ρ0

νΔ
νΔ ± (J − D) . 2.62

describes the spin density that has been shifted from the pure triplet states |T+⟩ and |T−⟩
into the mixed states |2⟩ and |3⟩, or in other words, the initial manipulation of the spin-
pair permutation symmetry. This manipulation is achieved by MW-induced transitions
between the spin states (see section 2.5.6). This direct dependency of the measured tran-
sient conductivity change on Δ(t = 0) forms the basis of all PEDMR experiments.

2.5.5 Spin-dependent hopping transport
Hopping transport refers to tunneling transitions between localized states. In amor-
phous silicon, hopping conduction through localized band-tail states in an energy range
kT around the (quasi-)Fermi level is the dominant charge-transport mechanism at low
temperature (T < 60K). At higher temperature, the increased thermal energy shifts the
transport path into the extended band states and hopping transport becomes insignifi-
cant (see chapter 3). A hopping transition between two states can become spin-dependent
based on the Pauli-exclusion principle if both states are singly occupied. Therefor, EDMR
can probe such hopping-transport channels. The model for spin-dependent recombi-
nation, described above, has been extended to spin-dependent hopping conduction by
Boehme and Lips [76]. The model follows the same scheme by assuming different transi-
tion rates pS and pT for singlet and triplet states, leading to different transition probabili-
ties for the eigenstates of the spin pair (eq. 2.54).

The model proposed by Boehme and Lips is based a pair site consisting of the nearby
states A and B, as illustrated in fig. 2.6. The intermediate spin pair is formed when both
states are singly occupied. Spin pairs are thus created by (spin-independent) hopping
transitions of charge carriers trapped in localized states in direct vicinity of the pair site
(fig. 2.6a) into the unoccupied pair state (fig. 2.6b). The associated pair-creation prob-
ability is p0. After formation, the weakly coupled pair is in a state |ψ⟩, as described in
section 2.5.2, and the spin-pair symmetry can be manipulated by EPR. To complete the
hopping process, either on of the two paired spins must dissociate into a second localized

p0

Pair creation

pa
pb

Spin-independent(c)

pi pc

Spin-dependent(d)

A B

|ψ⟩

|S⟩

U(a) (b)

(e)

FIGURE 2.6 Hopping transport through a spin-pair site (shaded blue area), based on the intermediate-pair model for
spin-dependent hopping conduction proposed by Boehme and Lips [76]. Two alternative hoppings paths exist resulting
in the samefinal state. Only the lower hoppingpath (fig. d) is spin-dependent (see text for further discussion). Illustration
adapted from refs. [76] and [88].
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2.5 Electrically detected magnetic resonance

state outside the pair site (fig. 2.6e). Two possible scenarios arise to reach this final state
(figs. 2.6c and d): In the upper path (fig. 2.6c), transport is Pauli-blocked for spin A,
but spin B can tunnel to the nearby state, followed by transition of spin A into the now
unoccupied state B. The associated probabilities are pa and pb, respectively, both being
spin-independent. The lower path (fig. 2.6d) refers to the case where the spin-pair sym-
metry is manipulated by EPR into a state with increased single content. A transition of
the spin trapped in state A into state B will then occur at the spin-dependent probability
pi (eq. 2.53). The hopping process is completed by a final spin-independent transition
of either one of the two spins into the external localized state (fig. 2.6e). Note that the
doubly occupied state formed after the spin-dependent transition (fig. 2.6d) is higher
in energy by the correlation energy U, arising from the Coulomb repulsion between the
two electrons (see section 3.2.1). A prerequisite for spin-dependent hopping thus is that
the average energy gap between the localized exceeds U [89]. This is certainly the case
in amorphous silicon, where band-tail states extended for into the mobility gap, whereas
the correlation energy of conduction-band-tail electrons and valence-band-tail holes is
on the order of 10meV and 100meV, respectively [90].

Considering the two possible channels for a hopping transition, the combined disso-
ciation probability after pair formation of the intermediate pair is given by [76]

di = papb
pa + pb

+ pipc
pi + pc

, where pi = pS |⟨i|S⟩|2 + pT |⟨i|T⟩|2. 2.63

Other than spin-dependent recombination, a hopping transitiondoes not affect the charge-
carrier density. The conductivity change instead is due to a change of the electron and hole
mobilities μe and μh,

Δσ(t) = e [neΔμe(t) + nhΔμh(t)]. 2.64

In the following, wewill only consider the electron term. Similar expressions are obtained
for spin-dependent hopping of holes.

The charge-carriermobilities change as a function of the total spin-dependent transition-
rate change ΔR = ∑i Δρiidi. Since the resulting mobility changes Δμe will be small with
respect to the steady-state mobilities μ0e, one can approximate Δμe by a first-order change
μe(ΔR) = μ0e + ∂μe /∂R. In analogy to eq. 2.60, we can thus express the conductivity change
in terms of the density matrix,

Δσ(t) = ene
∂μe
∂R

4

∑
i=1

Δρii(t)di. 2.65

The resulting conductivity transient takes the form [76]

Δσ(t) = ene
∂μe
∂R tr ρ0 {− 2 exp[−dT t ]

+ [1 + J − D
νΔ ] exp[−(

d2
2

+ 1
T2 ) t ]

+ [1 − J − D
νΔ ] exp[−d3t ]}Δ(t = 0), 2.66
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where the EPR-induced permutation-symmetry change Δ(t = 0) is given by eq. 2.62. As
for the case of spin-dependent recombination, the transient conductivity change follows
a triple-exponential decay, proportional to Δ(t = 0). Comparison of eqs. 2.61 and 2.66
further shows that opposite signs are obtained for spin-dependent hopping and recombi-
nation. The sign of the PEDMR signal can thus be used to distinguish between transport
and recombination channels.

2.5.6 Electrical detection of spin coherence
So far, we have discussed the time evolution of the spin-pair ensemble in terms of the
static spin Hamiltonian derived in section 2.5.2. Based on stochastic Liouville equation,
the dynamics of the ensemble and the spin-dependent change in conductivity can be de-
scribed. The starting point for the evolution is an initial non-steady-state density ma-
trix, obtained by coherent manipulation of the spin ensemble under MW irradiation. In
PEDMR experiments, this is done by applying either one or a sequence of short MW
pulses, which induce resonant transitions between the spin states. After this pulse se-
quence (t = 0), the ensemble is left with a state density ρ(t = 0) ≠ ρ0 and a an associated
permutation-symmetry changeΔ(t = 0). As we have seen in section 2.5.4, the subsequent
transient conductivity change is directly proportional to this EPR-induced manipulation
of the pair ensemble.

To include coherent MW excitation into the description, we need to consider to pres-
ence of the time-dependent MW field, oscillating at the MW frequency ν,

B1(t) = B1ex exp (−iωt), where ω = 2πν. 2.67

The Zeeman interaction between spins A and B and the magnetic field B1 gives rise to an
oscillatory spin Hamiltonian1

𝓗1(t) /h = ν1 (SxA + SxB) exp (−iωt) , where ν1 = γB1 /2π. 2.68

After transformation of 𝓗1(t) into the energy eigenbasis (eq. 2.47), the total spin Hamil-
tonian reads

𝓗en(t) = 𝓗en
0 + 𝓗en

1 (t), where 𝓗en
1 (t) = U†

0𝓗1(t)U0 . 2.69

The time-dependency of theHamiltonian can be removed by a coordinate transformation
into the rotating frame, which precesses at frequency ν about the z-axis (see section 2.2.2).
Mathematically, this transformation can be expressed as [30]

𝓗rot = U†
1𝓗

enU1 − U†
1
d𝓗en

dt
U1, where U1(t) = exp[−iω(SzA + SzB) t]. 2.70

Theresulting spinHamiltonion 𝓗rot = 𝓗rot
0 + 𝓗rot

1 in the rotating frame is time-invariant
(rotating-wave approximation, see section 2.2.2). The static Hamiltonian will be shifted
in energy, according to

𝓗rot
0 = 𝓗en

0 − hν (SzA + SzB), 2.71

1The g-value difference between spins A and B can be neglected since B1 ≪ B0. In eq. 2.68, we thus assume g = (gA + gB) /2 ≈ gA ≈ gB.
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whereas the time-independent driving-field Hamiltonian 𝓗rot
1 is given by

𝓗rot
1 = hν1

2

⎛
⎜
⎜
⎜
⎝

0 cosϕ − sinϕ cosϕ + sinϕ 0
cosϕ − sinϕ 0 0 cosϕ − sinϕ
cosϕ + sinϕ 0 0 cosϕ + sinϕ

0 cosϕ − sinϕ cosϕ + sinϕ 0

⎞
⎟
⎟
⎟
⎠

, 2.72

The diagonal elements of 𝓗0 in the energy eigenbasis, Ei = {𝓗en
0 }ii, represent the en-

ergies associated with the different spin states, whereas the off-diagonal elements of the
rotating-frame driving term, {𝓗rot

1 }ij, correspond to the transition amplitudes, which
indicate the probability of a transition |i⟩ → |j⟩ with energy difference Eij = Ej − Ei.

As shown in section 2.2.2, the presence of a B1-field leads to a spin precession about
the effective field Beff = B1 + 2π (ν0 − ν)ez /γ at the Rabi-nutation frequencyΩ. The Rabi
frequency is determined by the transition amplitude and takes the form

Ωij = √ (αijν1)2 + (νij − ν)2, 2.73

where

νij = (Ej − Ei) /h 2.74

denotes the transition frequency between states |i⟩ and |j⟩, and αij can be read off from
the off-diagonal entries of 𝓗rot

1 in eq. 2.72,

α2ij = (cosϕ ± sinϕ)2 = 1 ± sin 2ϕ. 2.75

To give explicit expression for transition frequencies and amplitudes, wewill in the follow-
ing distinguish the two cases of weak ( |J − D| ≪ Δν) and strong ( |J − D| ≫ Δν) coupling
of the spin pair.

Weak coupling For |J − D| ≪ Δν, one obtains a spin-mixing angle ϕ → 0, and the pair’s
eigenstates are simply the product states

|ψen⟩ =
⎛
⎜
⎜
⎜
⎝

|1⟩
|2⟩
|3⟩
|4⟩

⎞
⎟
⎟
⎟
⎠

=
⎛
⎜
⎜
⎜
⎝

|↑↑⟩
|↑↓⟩
|↓↑⟩
|↓↓⟩

⎞
⎟
⎟
⎟
⎠

2.76

and the rotating-frame Hamiltonian becomes

𝓗rot = h
2

⎛
⎜
⎜
⎜
⎝

2(ν0 − ν) − ζ ν1 ν1 0
ν1 Δν + ζ 0 ν1
ν1 0 −Δν + ζ ν1
0 ν1 ν1 −2(ν0 − ν) − ζ

⎞
⎟
⎟
⎟
⎠

. 2.77
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The allowed EPR transitions (ΔmS = ±1) excite either spin A or B and are given by

|↑↑⟩ ↔ |↓↑⟩, ν13 = νA − J /2 − D, 2.78a

|↑↓⟩ ↔ |↓↓⟩, ν24 = νA + J /2 + D, 2.78b

|↑↑⟩ ↔ |↑↓⟩, ν12 = νB − J /2 − D, 2.78c

|↓↑⟩ ↔ |↓↓⟩, ν34 = νB + J /2 + D. 2.78d

One thus obtains two resonances for each paired spin, centered at νA and νB and split by
2D + J. For weakly coupled pairs in EDMR, this splitting is usually negligible, such that
simply the separate resonances of spins A and B are observed.

The Rabi-nutation frequencies are obtained from the off-diagonal entries and are equal
for all transitions,

Ωij = √ν21 + (νij − ν)2 (αij = 1), 2.79

which correspoinds to the expected nutation frequency for an EPR transition of S = 1/2
states. During a MW pulse of length tP, the excited spin will accordingly precess at fre-
quency Ωij. This directly translates into a Rabi nutation of the spin-pair permutation
symmetry Δ. As a function of tP, the spin-pair state will be a linear combination of the
parallel, pure triplet states ( |↑↑⟩, |↓↓⟩) and the anti-parallel states with mixed singlet
and triplet content ( |↑↓⟩, |↓↑⟩). Boehme and Lips [19] have shown that the results pair
symmetry Δ(tP) is given by

Δ(tP) = 1
2 (

ν1
Ω)

2
[1 − cos (2πΩt)] (Δν ≫ ν1). 2.80

Recording the transient conductivity change as a function of the MW-pulse length thus
allows to measure electrically detected Rabi (ED-Rabi) nutations. The experimental pro-
cedure to record ED-Rabi nutations will be illustrated in chapter 6.

Equation 2.80 describes the ED-Rabi nutation in case of selective excitation of either
one of the two paired spins A and B. A special case arises for non-selective excitation,
where both spins nutate simultaneously. This occurs if the Larmor separation is less than
the MW excitation width, typically expressed by the criterion Δν ≪ ν1.1 The nutation of
Δ(tP) is then described by [88]

Δ(tP) = 1
4 (

ν1
Ω)

2
[3 − cos (4πΩt)] (Δν ≪ ν1). 2.81

The observed ED-Rabi nutation frequency is thus 2Ω. This doubling of the nutation fre-
quency under non-selective spin-pair excitation is also referred to as spin locking or spin
beating. The observation of spin locking has been used to identify spin-dependent trans-
port and recombination channels via weakly coupled pair in inorganic and organic semi-
conductors [91] and device such as solar cells [92, 93] or organic light-emitting diodess
(OLEDs) [21, 94]. Analytical expressions for the ED-Rabi spectra of weakly coupled spin
pairs, which also cover the onset of spin locking, have been given by Glenn et al. [82].
1Note that the excitation bandwidth of a MWpulse is determined by its length (≈ 1 /tP). Since the pulse length is changed during an ED-Rabi
experiment, the bandwidth is not well defined and thus expressed in terms of B1. In this thesis, we propose an alternative detection scheme,
which allows to control the excitation bandwidth during an electrically detected nutation experiment (see section 6.4 for details).
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Strong coupling For strong exchange or dipolar coupling ( |J − D| ≫ Δν and ϕ → ±π/4),
the eigenbasis of the coupled pair is the pure triplet-singlet basis

|ψen⟩ =
⎛
⎜
⎜
⎜
⎝

|1⟩
|2⟩
|3⟩
|4⟩

⎞
⎟
⎟
⎟
⎠

=
⎛
⎜
⎜
⎜
⎝

|T+⟩
|S⟩

|T0⟩
|T−⟩

⎞
⎟
⎟
⎟
⎠

2.82

and the spin Hamiltonian is given by

𝓗rot = h
2

⎛
⎜
⎜
⎜
⎝

2(ν0 − ν) − J /2 − D 0 √2ν1 0
0 3J /2 0 0

√2ν1 0 −J /2 + 2D √2ν1
0 0 √2ν1 −2(ν0 − ν) − J /2 − D

⎞
⎟
⎟
⎟
⎠

. 2.83

Due to spin conservation, transitions are now limited to the triplet manifold. As expected
from the selection rule ΔmS = ±1, only two non-zero transition moments found between
the |T+⟩ and |T−⟩ sublevels (mS = ±1) and the |T0⟩ state (mS = 0),

|T+⟩ ↔ |T0⟩, ν13 = (νA + νB) /2 − 3D /2, 2.84a

|T−⟩ ↔ |T0⟩, ν34 = (νA + νB) /2 + 3D /2. 2.84b

In the strong-coupling limit, thus only one set of resonance, centered about the average
Larmor frequency ν0 and split by 3D is observed, instead of the separate resonances of
spins A and B in the weak-coupling limit. Note also the factor of 3/2, indicating the larger
effectiveD-value of a strongly coupled pair (see also discussion in section 2.3.4). Averag-
ing over all orientations θ yields a Pake pattern, as shown in section 2.3.3.

The Rabi frequencies of both transitions, given by eq. 2.73 and the off-diagonal entries
in eq. 2.83, are

Ωij = √2ν21 + (νij − ν)2 (αij = √2), 2.85

corresponding to EPR nutation frequency expected for strongly coupled pairs forming an
effective S = 1 state (compare eqs. 2.21 and 2.22 in section 2.2.2).

As can be seen from eq. 2.84, EPR transitions between the eigenstates of a strongly
coupled pair will only shift density between the triplet sublevels. Therefor, the pair per-
mutation symmetry in terms of singlet and triplet content remains unchanged no spin-
dependent transport or recombination can be observed.1 The two cases of weak and
strong coupling can therefor be considered as boundaries, in between of which transi-
tion frequencies and amplitudes of the coupled pair are observed. Intermediate regimes,
where |2⟩ and |3⟩ are states withmixed singlet and triplet content have been treated both
analytically and numerically by Limes et al. [84].

An important case arises in the presence of strong exchange coupling (J ≫ Δν) but
vanishing dipolar interaction (D = 0). In this case, one obtaines transition frequencies
1An indirect resonant singlet population can be obtained via intersystem crossing (ISC). This is, for instance, then case of HFIs between the
paired spins and surrounding nuclei mixes the |T0⟩ and |S⟩ states and allows for a population shift [88]. Alternatively, an additional spin
could be coupled to the pair, allowing for additional spin-dependent transitions (see section 2.5.8).
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for the four transitions

|T±⟩ ↔ |2⟩, ν±,2 ≈ ν0 ± (J + Δν2 /4J) , 2.86a

|T±⟩ ↔ |3⟩, ν±,3 ≈ ν0 ± Δν2 /4J, 2.86b

and the single-transition √2ν1 Rabi frequency given by eq. 2.85. However, for J ≫ Δν, the
splitting between the |T±⟩ ↔ |3⟩ transitions becomes negligibly small and the transitions
are effectively driven under spin-locking conditions, independently of the B1 strength. A
multiple-transition analysis yields an on-resonant Rabi frequency of 2ν1 [83, 84]. Numer-
ical simulations predict this exchange-coupling induced 2ν1 component also in the pres-
ence of dipolar coupling, when J > D and a Pake distribution ofD-values is assumed [84].
As discussed above, a 2ν1 nutation frequency is also observed for weakly coupled pairs
under spin-locking conditions due to high B1 fields. Experimentally, double-frequency
components stemming from strongly exchange coupled or weakly coupled spins can be
distinguished by carrying out ED-Rabi measurements at low B1 strengths. Spin locking of
weakly coupled pairs will only be observed if the excitation window exceeds the Larmor
separation, whereas strong exchange coupling will always produce a 2ν1 component. This
fact has been exploited to disentangle spin-dependent processes involvingweakly coupled
polaron pairs and strongly exchange-coupled triplet-exciton states in organic semicon-
ductors [21, 94]. In section 6.4, we will also follow this approach to distinguish between
transport channels involving weakly and strongly coupled pairs in a-Si:H solar cells.

2.5.7 Electrically detected spin echoes
Above we have shown how spin coherence reflects in the spin-pair permutation symme-
try. This allows to record ED-Rabi nutations, which forms the basis of all PEDMR exper-
iments. The PEDMR toolbox is, however, not limited to single-pulse experiments. Over
the past decade, a diverse range of PEPR experiments, such as ESEEM [23], ENDOR [25]
or -DEER [24], have been translated into the respective EDMR equivalents. The common
pulse-sequence component of these PEPR experiments is the Hahn spin-echo sequence,
introduced in section 2.2.2. Electrically detected spin echoes have first been demonstrated
by Huebl et al. [78] in 2008, providing the key building block to translate PEPR sequences
into electrical-detection schemes.

The modified EDMR spin-echo sequence is schematically shown in fig. 2.7a. The first
two pulses constitute the EPRHahn-echo sequence, as shown in fig. 2.2. The correspond-
ing evolution of the spin-pairmagnetization vectors in the rotating frame is shown in figs.
2.7b–f, where we assume that the MW pulses are on-resonant for spins A (red) and off-
resonant for spins B (green). Spin-A packets will accordingly dephase and refocus during
the evolution periods τ1 and τ2 to form a spin echo in −y direction at time τ2 = τ1 after the
π pulse. Themagnetization of spin B is unaffected and remains at its thermal-equilibrium
position. In PEPR experiments, the spin-echo is observed due to the transversal suscep-
tibility change giving rise to coherent emission of MWs (see section 2.2.2). In EDMR,
the observable is the change in singlet and triplet content of the spin-pair state. One thus
needs to transform the xy-magnetization of spins A into singlet-triplet symmetry of the
spin pair. This is achieved by the final −π/2 read-out pulse, which projects the magne-
tization vector of spins A from the xy-plane onto the z-axis (fig. 2.7g). The effective flip
angle during the entire three-pulse sequence is π, giving rise to an EDMR transient as it

34



2.5 Electrically detected magnetic resonance

would have been after a single resonant MW pulse. However, only the efficiency of flip-
ping spins A is proportional to the spin coherence before at the time of the read-out pulse.
The permutation symmetry Δ(t = 0) at the end of the read-out pulse is thus proportional
to the spin-echo amplitude at time τ2.

The record the entire spin-echo electrically, the EDMR transient is recorded as a func-
tion of the read-out-pulse position τ2. Maximum signal intensity is observed for τ2 = τ1,
where the maximum echo intensity is observed. For τ2 < τ1, spins A have not fully re-
focussed, and for τ2 > τ1 spin packets have dephased again. In both cases the a lower
singlet-state content is observed after the read-out pulse, quenching the EDMR signal.
Recording the integrated charge ΔQ after the final pulse as a function of τ2 thus yields the
electrically detected spin echo. This method of stepwise scanning the echo amplitude is
also referred to as echo tomography [78, 95].

Electrically detected spin echoes are the basis for setting up new PEDMR detection
schemes. After creating spin coherence for either one of the paired spins, the spin en-
semble can be manipulated in the same way as in PEPR. The final spin coherence is then
read out by adding a final projection pulse. Using this recipe, basically any PEPR se-
quence can be translated into a respective EDMR experiment. In section 6.4.3, we will
demonstrate this concept by recording nutation-frequency-resolved EDMR spectra using
the so-called phase-inverted echo-amplitude-detected nutation (PEANUT) sequence [35],
which is a well-establish PEPR technique, but has not yet been employed for electrical
detection.

2.5.8 Spin-pair complexes involving more than two spins
For the theoretical description of EDMR, we have assumed a coupled pair of two S = 1/2
states. In this course of this work, however, wewill also discuss spin-dependent electronic
transitions that involve three instead of two coupled spins. An example is a three-particle
process via a doublet-triplet complex, that is coupled pair of a single S = 1/2 particle and a
strongly bound S = 1 state formed by another pair of S = 1/2 spins. Spin-dependent trans-
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FIGURE 2.7 Modified three-pulse sequence for the electrical detection of Hahn echoes. (a) Pulse sequence and exem-
plary EDMR transient as a functionof time. (b–f) Evolutionof the spin-magnetization vectors of spinsA (red) andB (green),
forming the KSM spin pair, during the two-pulse EPR Hahn-echo sequence. The MW pulses are assumed to be on res-
onance only for spins A. (g)Magnetization vectors after the final −π/2 read-out pulse, which projects xy-magnetization
into spin-pair symmetry. By measuring the integrated charge ΔQ of the EDMR transient ΔI(t) as a function of τ2, the
entire electrically detected spin echo can be recorded (“echo tomography”).
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CHAPTER 2 Basic principles of EPR and EDMR

port and recombination processes via such three-particle complexes have been reported
for both organic [21, 91, 96] and inorganic [97, 98] semiconductors. The theoreticalmodel
for PEDMR developed by Boehme and Lips, summarized in sections 2.5.2 to 2.5.6, has
recently been extended to coupled pairs of S = 1/2 and S = 1 states by Keevers et al. [85].
Here, we will only briefly review the basic concept of this model and refer to the original
article for a comprehensive treatise.

The spin dependency of electronic transitions between a doublet-triplet spin-pair com-
plex is schematically illustrated in fig. 2.8 for three spin configurations in presence of an
external magnetic field. Independent from the type of the electronic transition (e. g., hop-
ping transport or recombination), transitions between the S1 spins and the weakly cou-
pled S = 1/2 spin are Pauli-forbidden if all spins are aligned parallel, that is, if the total
spin state is an S3/2 quartet (fig. 2.8a). For anti-parallel alignment of the S1 spin with
respect to the S1 pair, a total-spin-1/2 doublet state is formed and electronic transitions
become Pauli-allowed. Such a transition could, for instance, be a tunneling hop of either
one of the strongly coupled spins into the singly occupied S = 1/2 state. The transition
probability thus depends on the doublet (|D⟩) and quartet (|Q⟩) content of the total spin
complex.

This already indicates the pathway for a theoretical description in analogy to themodel
for weakly coupled S = 1/2 states: Instead of considering different transition probabilites
pS and pT for singlet and triplet content of the spin-pair, the spin-state dependent transi-
tion probabilites are given by

pi = pD |⟨i|D⟩|2 + pQ |⟨i|Q⟩|2, 2.87

where pD and pQ are the doublet and quartet transition rates (pD ≫ pQ). Accordingly, the
total transition probibility can be expressed in terms of the density matrix,

P(t) = pD
1/2

∑
i=−1/2

tr[|Di⟩⟨Di| ρ(t)] + pQ
3/2

∑
i=−3/2

tr[|Qi⟩⟨Qi| ρ(t)]. 2.88

Theevolution of ρ(t) can then be derived from the stochastic Liouville equation (eq. 2.55),

✘
Pauli-forbidden

|T+⟩ |↑⟩

(a) Total spin S = 3/2

✔
Pauli-allowed

|T+⟩ |↓⟩

(b) Total spin S = 1/2

✔
Pauli-allowed

|T−⟩ |↑⟩

(c) Total spin S = 1/2

FIGURE 2.8 Illustration of spin-dependent electronic transitions between a weakly coupled spin pair consisting of a
strongly coupled triplet (S = 1) state and a third S = 1/2 spin. Three possible spin configurations are shown: (a) If all
spins are aligned parallel (|T+ ↑⟩ or |T− ↓⟩), transitions between the spin-pair states are forbidden due to the Pauli ex-
clusion principle. To total spin state is a quartet1 (|Q⟩, total spin S = 3/2). Flipping either the (b) S = 1/2 or the (c) S = 1
spin results in spin configurations |T+ ↓⟩ and |T− ↑⟩, respectively, forming a total doublet state (|D⟩, total spin S = 1/2).
Transitions between the paired electronic states become Pauli-allowed. Configurations where mS = 0 for the triplet
manifold (|T0 ↑⟩ and |T0 ↓⟩, not shown) exhibit mixed doublet and quartet content.
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2.6 Summary and conclusion

based on the static spin Hamiltonian, which is given by

𝓗0 /h = μB (STAgA + STBgB)B0 /h + STADASA − JABS
T
ASB + STADABSB 2.89

for SA = 1 and SB = 1/2. The first two terms correspond to the electron-Zeeman inter-
actions, the second term is the ZFS of the triplet state and the last two terms denote the
exchange and dipolar interaction between the two spin states. The matrix representation
of this Hamiltonian in the product base is a 6 × 6 matrix. In analogy to section 2.5.2 the
spinHamiltonian can be diagonalized into its energy eigenbasis by a unitarymatrix trans-
formation. After including the oscillatory Hamiltonian accounting for the MW field B1,
transition frequencies and amplitudes can be read from the diagonal and off-diagonalma-
trix elements. Explicit expressions and a transition analysis for different coupling regimes
can be found in ref. [85].

The model sketched above was originally developed in view of spin-dependent recom-
bination mediated by triplet-exciton/polaron (TEP) complexes, observed in organic semi-
conductors and devices like OLEDs and solar cells [21, 91, 96]. However, it applies to
spin-dependent transport and recombination processes via three-spin complexes also in
inorganic semiconductors like amorphous silicon. Recently, a similar spin-dependent
Auger-like recombination process has been reported microcrystalline-silicon thin-film
solar cells [98]. In the scope of this work we will identify a comparable spin-dependent
transport channel also in the EDMR signatures of amorphous silicon, which can be de-
scribed based on the theoretical model developed by Keevers et al.

2.6 SUMMARY AND CONCLUSION

In this chapter, we have summarized the basic principles of EPR and EDMR spectroscopy,
thereby laying the foundation for the experimental results presented throughout thiswork.
In particular, we discussed the model for spin-dependent transport and recombination
processes that give rise to conductivity changes probed by EDMR. We further established
the link between coherent spinmanipulation and electrical read-out, which allows to con-
vert the wide variety of existing PEPR detection schemes into EDMR experiments. This
will be of particular use in chapter 6, where we employ a toolkit of PEDMR techniques to
disentangle electronic transport channels in amorphous-silicon solar cells.
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C H A P T E R 3
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This thesis is focussed on understanding spin-dependent transport processes in amor-
phous silicon (a-Si). However, research on a-Si dates back until the middle of the last
century. In this chapter, we will give a brief overview on the development and prop-
erties of the material. In particular, we will emphasize the impact of defect states on
the electronic quality of a-Si and summarize the information gained from magnetic-
resonance, photoluminescence and photoconductivity studies to understand the mi-
croscopic origin of electronic transport and recombination processes. This chapter thus
lay the foundation to set the experimental results presented later on into the context
of previous research.

3.1 HYDROGENATED AMORPHOUS SILICON

Amorphous silicon (a-Si) is amongst one of the most extensively studied materials of the
last decades and can today be regarded as the prototypical amorphous semiconductors.
Despite its low production costs, however, pure a-Si is a virtually uselessmaterial for tech-
nological applications owing to its poor electronic quality [99–101]. The reason is a high
density of electronic defects, caused by the structural disorder that distinguishes a-Si from
crystalline silicon (c-Si). A major breakthrough was the discovery that the incorporation
of hydrogen during the a-Si growth produces a material with strongly improved prop-
erties, thereafter referred to as hydrogenated a-Si (a-Si:H). This finding initiated a huge
amount of research leading to a broad range of device technologies based on a-Si:H, such
as solar cells, thin-film transistors, sensors, detectors or displays [101].

The principal difference of a-Si with respect to c-Si is the lack of long-range order. On
a short range, a-Si preserves the four-fold coordinated, tetrahedal order of c-Si. Exper-
imental evidence for this similar local structure is provided from the radial distribution
function (RDF), obtained from X-ray diffraction data, which describes the local density
distribution as a function of distance from a reference atomic site. In the RDF of pure
a-Si, the first peak is found at a distance of 2.35�A, almost identical to the crystalline value
of 2.4�A [102]. However, it is a common feature of RDF data of a-Si that subsequent peaks
become more and more broadened and deviate from those obtained for c-Si, until the
RDF becomes completely smeared out for atomic distances larger than about 6–10�A.
This shows that for larger length scales, the atomic structure of a-Si can be considered
as entirely disordered.

The simplest and commonly used structural model that fits the a-Si RDF data of short-
range order and long-range disorder is that of a continuous random network (CRN), orig-
inally introduced for the description of glasses such as silica [103]. In a CRN model for
a-Si, the periodic crystalline, four-fold coordinated structure of c-Si is replaced by a ran-
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CHAPTER 3 Amorphous silicon: a brief survey

dom network of atoms, where each atomic site has a specific coordination number than
varies from site to site [104], as schematically illustrated in fig. 3.1a. While the preserva-
tion of short-range order results in similar bulk electronic properties of a-Si compared
to its crystalline counterpart (most notably, both being semiconductors), the long-range
disorder described by the CRN model at the same time leads to fundamental differences.
For instance, the structural disorder produces a variation of bond lengths and angles be-
tween different atomic sites. This results in weak Si Si bonds giving rise to so-called
band tails of localized electronic states (Anderson localization [7]) extending from both
the conduction and the valence band deep into the otherwise forbidden band gap [105],
as depicted in fig. 3.1b. Thus, the concept of sharp band edges and band gaps used for
crystals is inappropriate for amorphous semiconductors and instead replaced by themo-
bility edges EC and EV, which define themobility gap, respectively (about 1.9 eV for a-Si:H
[99]). The term “mobility edge” is due to the fact that the energies EC and EV mark the
transition from the extended states forming the conduction and valence band, respec-
tively, to the localized band-tail states, where the charge-carrier mobility drops by orders
of magnitude [106]. Band-tail states play a crucial role in a-Si since electronic transport
in a semiconductor occurs at the band (or mobility) edges.

The most critical disorder-induced characteristic of a-Si, however, is a high density of
structural defects. In crystals, defects are local interruptions of the crystalline lattice (for
example, vacancies, interstitials or dislocations). In a disordered random-network struc-
ture, however, the mere structural feature is the atomic coordination. The principal type
of defect in an amorphous solid thus is a coordination defect. As illustrated in fig. 3.1a, the
CRN allows to easily incorporate atoms with different coordination numbers [99], which
may induce over- or under-coordinated atomic sites. In a-Si, the fundamental structural
defect is the so-called dangling bond (DB), referring to an under-coordinated site in the a-
Si network, where one of the four Si valence electrons cannot form a covalent bond with a
neighbouring Si atom and is left unbound (“dangling”). In fig. 3.1a, a DB thus corresponds
to a three-fold coordinated atomic site (red). Dangling bonds appears as localized elec-
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FIGURE 3.1 (a) Example of a continuous-random-network structure with atomic sites of different bonding coordination,
as indicatedby the different colors. Adapted from ref. [99]. (b) Schematic distribution of the density of states as a function
of energy in the band gap of amorphous silicon, including localized band-tail states and dangling bond (DB) defects. The
energies EV and EC denote the valence-band and conduction-band mobility edges, respectively, and EF the Fermi level.
The two peaks of the DB distribution qualitatively reflect the amphoteric nature of DB defects and are separated by the
correlation energy U (see section 3.2). Adapted from ref. [101].
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3.1 Hydrogenated amorphous silicon

tronic states close to the middle of the band gap, leading to an additional distribution
of states in the energy gap (see fig. 3.1b). In pure a-Si, the DB density can be as high as
1020 1 /cm3 [107]. Together with the band-tail states, the consequent density of gap states
is sufficiently high to effectively pin the Fermi level in the middle of the band gap [101].
This not only results in a very low conductivity, but also prevents any desirable property
of a semiconductor, such as photoconductivity or the ability to manipulate electron and
hole conductivities by doping. Therefor, the structural defects in a-Si are the fundamental
reason for the poor electronic quality of the material.

The situation of a-Si fortunately improved in the late 1960s, when new deposition tech-
niques, such as plasma-enhanced chemical vapour deposition (PECVD) [108], were es-
tablished, which allowed to prepare a-Si films of higher electronic quality. It was soon
discovered that the improved quality was a result of the incorporation of hydrogen during
growth [109], by both increasing the photoconductivity [188] and enabling substitutional
doping of a-Si films [110]. In the following decades, extensive research activities evolved
in the field of a-Si:H [99, 101]. In addition, a-Si:H was soon successfully employed for
technological applications, including solar cells [111] and thin-film transistors [112].

The improved electronic quality of a-Si:H was attributed to a reduced density of gap
states, in particular, a lower density of DB defects. In 1974, Lewis et al. [109] showed that
incorporating hydrogen into amorphous germanium films reduced the defect density by
orders of magnitude and proposed the same origin for the electronic improvement of
a-Si:H. They interpreted their results in terms of a compensation of DBs by hydrogen.
By forming a strong Si H bond instead of a DB, the localized midgap state would be
dismissed deep into the valence band [107], thereby reducing the density of gap states. The
vast amount of subsequent research clearly solidified this picture [99]. Modern device-
grade a-Si:H, typically deposited at a hydrogen concentrations of about 10 at. %, reaches
DB densities of a few 1014 1 /cm3 [101], orders of magnitude below the defect density in
unhydrogenated a-Si.

While the reduced defect density in a-Si:H drastically improves thematerial quality, the
remaining gap states are still a determining factor for the electronic transport properties.
Tail states and DBs act as traps and recombination centers for charge carriers, thereby
reducing the conductivity. In state-of-the-art devices that employ a-Si:H (for instance,
heterojunction c-Si/a-Si:H solar cells) transport and loss mechanisms at defect sites play
a crucial role for the device efficiency. Understanding the microscopic nature of defects
and their impact on charge-carrier transport has therefor been the major driving force
for numerous studies carried out on a-Si:H over the last decades. Despite this extensive
amount of research and the huge success of a-Si:H in technological applications, however,
a plethora of fundamental questions regarding the detailed physicalmechanisms in a-Si:H
remain unanswered. Prime examples include the origin of light-induced degradation of a-
Si:H by means of the so-called Staebler-Wronski effect (see section 3.2), the microscopic
defect structure in a-Si:H and at interfaces with other silicon phases such as c-Si [113,
114], or even the description of the atomic structure by a CRN, which has recently been
questioned [6]. This shows that further effort is required to achieve a better understanding
of amorphous semiconductors and a-Si:H, in particular.

This work focusses on transport and recombination processes via disorder-induced
defects such as band-tail states or DBs. Since these states can be paramagnetic if occu-
pied by a single electron or hole, magnetic-resonance techniques are ideally suited tools
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for their identification and structural characterization. Compared to other experimen-
tal techniques, such as optical absorption, photoemission spectroscopy, capacitance or
field-effect measurements, or tunneling spectroscopy, EPR is the only method that al-
lows the microscopic identification of defect states by their g-value and additionally pro-
vides insights into the local atomic structure by means of the hyperfine interaction. Even
more specific information is obtained fromEDMR,which directly probes those paramag-
netic states involved in electronic transport and recombination processes. Both EPR and
EDMR have been successfully applied to a-Si:H in the past. In the following sections, the
results of this research are briefly summarized, with a special emphasis on the open ques-
tions adressed in this work concerning the defect-related electronic transport properties
of a-Si:H.

3.2 PARAMAGNETIC STATES IN AMORPHOUS SILICON

The first EPR experiments on a-Si date back until 1969, when Brodsky and Title [8] as
well as Ditina et al. [9] observed a single resonance line at a g-value of 2.0055, which
was attributed to the DB defect. In the following, numerous EPR investigations of a-
Si have been conducted, such that today the DB defect in a-Si is certainly amongst the
most thoroughly studied paramagnetic center in disordered solids. In addition, further
resonances were found in the EPR signals of doped a-Si:H [115–118] and also by light-
induced EPR on both doped and undoped a-Si:H [119–122]. These resonances, appearing
at g-values of about 2.004 and 2.01, were assigned to electrons and holes trapped in band-
tail states of the conduction and valence band, respectively [123], respectively. This section
provides a short overview of the experimental evidence obtained from EPR studies on
these paramagnetic centers.

3.2.1 Dangling bonds
In their original EPR study on a-Si, Brodsky and Title found a Lorentzian-shaped line
at a g-value of 2.0055 and a spin density of 1020 1 /cm3 [8]. Their interpretation of the
resonance in terms of DB defects was more or less intuitive due to the similarity to sig-
nals of DBs observed at artificially disordered c-Si surfaces [124, 125]. Despite the lack
of conclusive evidence, this assignment was accepted by the scientific community for the
following twenty years. In 1986, Pantelides fundamentally challengend the DB hypothesis
by proposing a model of over-coordinated atomic sites with five covalent bonds, which
he termed floating bonds, as the origin of the EPR line [12]. This subsequently gave rise
to controversial discussion [13, 14] and led to the conclusion that solely based on g-value
and line-width information, unambiguously assigning the origin of the EPR resonance to
either the floating- or the dangling-bond model was not possible.

Experimental evidence that favored theDBassignment instead of the opposing floating-
bond model was given by Stutzmann and Biegelsen [126, 127] by a more detailed study of
the 29Si hyperfine structure. They analyzed the experimentally obtained hyperfine tensor
in terms of amodel introduced byWatkins and Corbett [128] that approximates the wave-
function by a linear combination of atomic orbitals (LCAO). Thereby, they could show
that 45–65% of the underlying defect wavefunction is localized on a single Si atom [127].
This observation contradicts the floating-bond proposal, where a much higher degree of
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3.2 Paramagnetic states in amorphous silicon

delocalization would be expected [129, 130]. In addition, the LCAO analysis revealed that
the defect wavefunction can be described by an sp3 hybrid, with about 10 % s-type and
90 % s-type contributions. An sp3 hybridization had been similarly found for the Pb cen-
ter at the interface between c-Si and SiO2 [131], the most prominent example of a silicon
DB defect, which further advocated the DB model. Later LCAO calculations by Ishii and
Shimizu [132], as well as multifrequency-EPR experiments by Umeda et al. [15] gave sim-
ilar results and confirmed the similarities to the Pb center, such that the DB assignment
became firmly established.

Being an under-coordinated bonding site, the neutral DB defect is occupied by a single
electron. However, DBs are amphoteric, that is, by a shift of the Fermi level (e. g., by
doping), neutral DBs can be either populated with a second electron or depolutated to
create negatively or positively charged DBs. The energy states associated with neutral and
charged DBs are denoted D0, D− and D+. Depending on its charge state, the transition
energy to populate or depopulate a DB shifts by the correlation energy [99]

U = UC − W = e2
4πεrε0r

− W. 3.1

The first term, UC, describes the Coulomb repulsion between two electrons separated by
a distance r, which is only present in the doubly occupied D− state. The second term, W,
is the energy gain due to a change of the local bonding configuration by the addition of
an electron to the DB state (lattice relaxation, see ref. [99]). The correlation energy can
thus be either positive or negative. For positiveU (UC > W), the singly occupiedD0 state
is lowest in energy, such that all defects are paramagnetic at thermal equilibrium (assum-
ing U ≪ kT). However, if the lattice-relaxation energy exceeds the Coulomb repulsion
(UC < W), one obtains a negative-U defect, a concept first introduced by Anderson [133].
In this case, the neutral D0 state is unstable and the equilibrium state comprises an equal
density of charged D− and D+ states [99, 134]. Such negative-U defects are observed
in chalcogenide glasses [135, 136]. Since both D− and D+ are diamagnetic (S = 0), they
do not show an EPR signal at thermal equilibrium. Dangling bonds thus have a posi-
tive correlation energy, which has been estimated at about 0.2–0.3 eV from depletion-
width-modulated EPR [137] and the deviations from Curie-law behavior in temperature-
dependent EPR measurements [138]. Nevertheless, several studies assumed a coexisting
distribution of negative-U DBs as the potential origin of LEPR signals [139–144] or as
precursor states for the Staebler-Wronski effect [140, 145] (see following sections).

Concerning themicroscopic structure of DB defects, further informationwas obtained
from EPR studies that compared a-Si:H with deuterated a-Si (a-Si:D), where hydrogen
was replaced with deuterium (D) during the deposition process [126, 146, 147]. Although
the magnetic moment of D is smaller than that of H, no spectral change was observed
between the DB signals of a-Si:H and a-Si:D. This led to the conclusion that hydrogen
is absent in the direct vicinity of DB defects and only unresolved HFIs with more dis-
tant 1H nuclei are present and lead to broadening of the line width. The observation that
no hydrogen is back-backbonded to atomic sites carrying DBs seems surprising at first
glance, when comparing the natural abundancy of 29Si (4.7 at. %) to the hydrogen content
(around 10 at. %). From pure statistics, one might thus expect a number of back-bonded
1H nuclei at DB sites similar that is of the same order as the number of back-bonded 29Si
nuclei. Nevertheless, as pointed out by Biegelsen and Stutzmann [126], the anticorrelation
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TABLE 3.1 Summary of experimentally and theoretically obtained spin-Hamiltonian parameters of paramagnetic states
in a-Si:H, obtained by different groups. Only the principal values of the g-tensor and the isotropic (aiso) and axial com-
ponent (T) of the A-tensor are shown. Further parameters such as strains or field-independent broadening function can
be found in the listed references.

Reference gx (or g⟂) gy (or g⟂) gz (or g∥) aiso (MHz) T (MHz)

DB

Stutzmann, Biegelsen [127] 2.008 2.008 2.004 205 50
Umeda et al. [15] 2.0065 2.0065 2.0039 206 63
Ishii, Shimizu (DFT) [148] - - - −220 −70
Fehr et al. [148] 2.0079 2.0061 2.0034 190 39
Fehr et al. (DFT) [148] 2.0093 2.0064 2.0035 −252 −37

CBT
Umeda et al. [149, 150] 2.004 2.004 2.004 200 -
Ishii, Shimizu (DFT) [151] - - - −270 −39

VBT
Umeda et al. [149, 150] 2.019 2.012 2.005 <80 -
Ishii, Shimizu (DFT) [151] - - - −38 −36
Akhtar et al. (EDMR) [26] 2.015 2.009 2.006 - -

of DBs with hydrogen simply confirms the picture of both the formation of DBs and the
incorporation of hydrogen is due to a reduction of local strain in the amorphous network.
Hydrogen thus compensates for DBs defects, which is the principal benefit of a-Si:H with
respect to pure a-Si, as discussed in the previous section.

The above-mentioned studies by Stutzmann and Biegelsen [127] and Umeda et al. [15]
both found axial anisotropies for both the g- and the A-tensor (see tab. 3.1). In addition,
an orientation-dependent line width due to strain in the spin-Hamiltonian parameters
caused by the structural disorder was observed in both studies. However, the MW fre-
quencies used in their EPR experiments were limited to either only X-band [127] or to
frequencies below Q-band [15]. Since strain-induced line widths are of the same order as
anisotropies, the spectra obtained in these studies thus only partly allowed a clear separa-
tion of field-dependent (g-tensor) and field-indepedent (A-tensor) spectral contributions.
Amore recentmultifrequencyEPR study by Fehr et al. extendend the range of frequencies
from S- to W-band [148]. In addition, they combined their experiments with a theoreti-
cal analysis by means of density-functional theory (DFT), allowing for a more profound
determination and interpretation of the DB spin-Hamiltonian parameters. Other than
the earlier studies, Fehr et al. found rhombic g-tensor anisotropy, both experimentally
and from DFT calculations (see tab. 3.1). Although, concerning the g-tensor, Fehr et al.
found good agreement between experimental results and DFT calculations, they likewise
observed a mismatch between the calculated—both from their study and from earlier
DFT calculations [151]—and the experimentally obtained HFI parameters (see tab. 3.1).
From this, they concluded that the DB defect is in reality far more delocalized than as-
sumed in the DFTmodels and than it was concluded in the earlier studies. These findings
again questioned integral aspects of the DB model and thereby illustrate that, even after
fifty years of extensive research, fundamental questions concerning the microscopic de-
fect structure in a-Si:H remain unanswered.

3.2.2 Metastable defects and light-induced degradation
An important driver for research on defect states in a-Si:H has been their relation to light-
induced degradation by means of the Staebler-Wronski effect (SWE). In 1977, Staebler and
Wronski [4] discovered that upon light exposure both the photo- and the dark conduc-
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tivity of unpoed a-Si:H was decreased by several orders of magnitude. Although they also
found that the effect is reversible through annealing at temperatures around 150–200 ∘C,
the SWE severly limits the use a-Si:H for photovoltaic applications [152].

Staebler and Wronski observed that the conductivity decrease is the result of a Fermi-
level shift towardsmidgap and a reduced charge-carrier lifetime, and proposed the gener-
ation of a light-induced metastable defect density in the band gap, increasing the recom-
bination cross section for charge carriers, as a potential origin of the effect [5]. Subsequent
studies byDersch et al. [10] and Stutzmann et al. [11] then provided experimental evidence
relating the SWE toDBdefects, as they observed a light-induced, reversible increase of the
DB EPR signal. In the following, a multitude of microscopic models to explains the cre-
ation of metastable DB defects have been proposed [11, 140, 145, 153–160]. These models
include the recombination-induced breaking of weak Si Si bonds [11, 157], the formation
of metastable hydrogen complexes [154, 156], the dissociation of Si H bonds [158], or the
creation of metastable neutral DBs from formerly charged negative-U states [140, 145].1
Many of these models predict the creation of DB defects that are spatially correlated to
hydrogen atoms, yet no experimental evidence exists for such a correlation. In fact, inves-
tigations probing the presence of hydrogen in the vicinity of metastable DBs resulted in
almost identical EPR spectra of native and light-induced defects [147]. Thus, despite the
variety of models, the microscopic process leading the creation of metastable DB defects
until today remains unclear.

Recently, Fehr et al. [162] reinvestigated one of the early models by Carlson [153] that
related metastable defect creation to microvoids in the amorphous structure. By employ-
ing PEPR relaxationmeasurements, they found thatmetastable DBs can be separated into
two types: Accordingly, the majority of light-induced DBs are isolated DBs (about 80 %),
while a portion of DBs exists (about 20 %) that is clustered and could be associated to
microvoids, as originally proposed by Carlson. These conclusions are support by recent
results ofMelskens et al. [163], who found that reduction of the density of nanosized voids
results in enhanced electronic stability of a-Si:H. Local structures such asmicrovoidsmay
thus play an important role for the SWE.

While the investigation of the light-induced defects is not the central aim of this work,
the SWE is yet another example that illustrates the plethora of open questions that still ex-
ist, not only regarding light-induced degradation, but also concerning the entire structure
an, in particular, the microcopic nature of defects in a-Si:H.

3.2.3 Conduction- and valence-band tail states
As discussed in section 3.1, the electronic properties of a-Si:H are not only affected by
midgap defect states but also by the localized band-tail states close to the conduction-
band and valence-band mobility edges. While these states do not exhibit an EPR signal
in undoped a-Si:H, the conduction-band (CBT) and valence-band tail (VBT) states can
be made paramagnetic by shifting of the (quasi-)Fermi level. This can be accomplished
either by substitutional doping or by generating excess charge carriers, for instance, by
optical excitation (LEPR) or charge-carrier injection.

The first LEPR investigations on a-Si:H were carried out in the late 1970s [119–122].
These experiments revealed two new resonances in undoped a-Si:H in addition to the
1A comprehensive discussion of microscopic models fot the origin of the SWE is beyond the scope of this work, but reviews can be found in
the literature (for instance, see refs. [152, 161]).
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DB signal: (i) a narrow resonance (ΔBpp ≈ 6G) at g = 2.0043–2.0048 and (ii) a broad
resonance (ΔBpp ≈ 20G) at g = 2.010–2.013. Street and Biegelsen [123] attributed these
signals to electrons and holes trapped at CBT and VBT states, respectively. This assign-
ment was substantiated by the observation of the same resonances by EPR on n-type
phosphorus- and p-type boron-doped a-Si:H [115–118]. Phosphorus-doping of a-Si:H
shifts the Fermi level EF towards the conduction-bandmobility edge EC, boron doping to-
wards the valence-bandmobility edge EV. Thereby the occupancy of tail states is changed:
Unoccupied CBT states are populated or doubly occupied VBT states are depopulated
into singly occupied and thus paramagnetic states, which is consistent with the observa-
tion of either one of the two EPR lines for n- and p-type a-Si:H. In undoped a-Si:H, light
excitation shifts the quasi-Fermi levels EF,n and EF,p for electrons and holes towards EC
and EV, respectively, explaining the presence of both lines in LEPR spectra.

An alternative explanation of the g = 2.004 and g = 2.01 resonances in LEPR spectra
was the trapping of light-generated electrons and holes at negatively charged DBs [139–
144]. This model requires a high density of DBs with a negative correlation energy U co-
existingwith the positive-U defects responsible for the dark-EPR signal (see section 3.2.1).
A summary of experimental evidence favoring this model can be found in ref. [164].

As for the DB defect, additional information stemming from the HFI with 29Si was
required to decide between the twomodels: While initial studies did not succeed in iden-
tifying clearly discernible 29Si hyperfine structures [143, 165], a later, more detailed study
by Umeda et al. [149, 150], which employed pulsed LEPR relaxation measurements on
undoped a-Si:H with varying 29Si concentration, unambigously resolve hyperfine shoul-
ders of the CBT resonance that increased according to the 29Si concentration. Umeda
et al. further analyzed the relative intensity of this shoulder and found that the HFI with
29Si is about twice as large for the g = 2.004 line than for the DB signal. From this re-
sult, they concluded that the wavefunction associated with this signal is spread over two
Si atoms, which clearly advocates the assignment to a CBT state caused by a weak Si Si
bond. Although, Umeda et al. were not able to resolve HFI for the g = 2.01 resonance,
also owing to the broader and anisotropic line shape (see below), they assigned the line
to holes trapped at VBT states by analógy and thereby confirmed the initial explanation
by Street and Biegelsen [123] in preference to the charged-DB model.

From the absence of hyperfine structure, Umeda et al. concluded an upper bound for
the isotropic HFI of VBT states given by the line width (3mT or about 80MHz). They
explained this lower HFI—with respect to that observed for the CBT line (7mT or about
200MHz)—with amore p-likewavefunction for holes trapped inVBT states, as compared
to electrons in CBT states. This interpretation is supported by earlier DFT calculations
[151, 166] that predicted HFIs in agreement with the experimental results (see tab. 3.1).
Besides the HFI parameters, Umeda et al. also analyzed the field-dependency broaden-
ing of the LEPR line shape with respect to g-tensor anisotropy by carrying out multifre-
quency experiments. While they found an isotropic g-value for the CBT resonance, they
observed pronounced rhombic anisotropy for the VBT line (see tab. 3.1). Recent mul-
tifrequency EDMR measurements by Akhtar et al. [26] also found a good fit assuming
rhombic anisotropy, although it is to be noted that due to strongly overlapping signals
and a potentially over-parameterized fit this report can only partly confirm the results by
Umeda et al..
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3.3 RECOMBINATION OF EXCESS CHARGE CARRIERS

While EPR has proved to be a powerful tool for the analysis of defect states in a-Si:H, the
early research on a-Si:H also employed optical and electrical measurements to gain in-
formation concerning the structure of gap states and their impact on electronic transport
properties [99, 101, 107]. In particular, photoluminescence and photoconductivity mea-
surements have been employed intensively to understand charge-carrier transport and
recombination pathways. Combining these experiments with magnetic resonance finally
led to the development of EDMR and ODMR, allowing to specifically probe the involve-
ment of paramagnetic defects, such as DBs and band-tail states, in the microscopic trans-
port processes.

3.3.1 Photoluminescence and photoconductivity
The observation of photoluminescence (PL) in a-Si:H by Engemann and Fischer [167] in
1974 triggered a series of studies by different groups [168–175], aiming to identify the mi-
croscopic recombination mechanism responsible for the observed photoemission. Pho-
toluminescence occurs when an excited pair of charge carriers, that is, an electron at
energy En and a hole at energy Ep, recombines radiatively to emit a photon of energy
hν = En − Ep. Different PL peaks were reported in the energy range of 0.7–1.5 eV, de-
pending on the deposition conditions and the doping level.1 A common feature, however,
was the observation of a broad single broad emission band centered at 1.25–1.4 eV in un-
doped a-Si:H of low defect density, and another transition at 0.8–0.9 eV for either defect-
rich, low-quality samples or in case of phosphorus- or boron-doped a-Si:H [176]. The
former is often called intrinsic or principal luminescence, the latter is referred to as defect
luminescence and is assigned to a radiative recombination between an electron trapped in
a doubly occupied DB defect (D−) and a VBT hole [175]. The first model for the instrinisc
PL, present in all a-Si:H samples, was suggested by Tsang and Street [177], who interpreted
the emission band in terms of a radiative tunneling (RT) recombination between electron
and holes trapped in CBT and VBT states.

The RT model was based on the observation of disparate PL kinetics between differ-
ent groups: The reported PL lifetimes spread over a wide range from a few nanoseconds
[168] up tomilliseconds [172]. To explain this behavior, Tsang and Street adapted amodel
that had been previously used for the description of donor-acceptor pairs in crystalline
semiconductors [178].2 In a-Si:H, charge carriers that have been excited into the extended
band states will relax down to their respective tail states through rapid thermalization on
a picosecond time scale [180, 181]. This allows the conclusion that all recombination (ra-
diative or non-radiative) happens after the excited electrons and holes have been trapped
in CBT and VBT states, respectively. In the RT model, recombination thus happens be-
tween electrons and holes localized on CBT and VBT sites separated by a distance r. The
lifetime τ then depends solely on r, as given by

τ = τ0 exp(2r /ξ) , 3.2

where ξ is the largest localization length of the two states and τ0 is a time constant that
1A comprehensive review summarizing the early PL studies can be found in ref. [176].
2For a detailed description of the radiative-tunneling model for the recombination in a-Si:H, refer to the original articles [176–178] as well as
recent reviews, e. g., in refs. [101, 179].
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was estimated to about 10 ns [177]. As, in eq. 3.2, the lifetime τ solely depends on the
separation r between excited electrons andholes trapped in tail states, which is expected to
vary randomly, the RT model was successful in explaining the wide range of PL lifetimes.

A fundamental question concerning the nature of a recombination process is whether
the recombining charge carriers stem from a geminate or a non-geminate pair [182]. In
a geminate process, the electron and the hole are created by the same photon, i. e., the
charge carriers are not able to diffuse apart during thermalization, before being trapped
and recombining. Opposingly, a non-degeminate (or distant-pair) process refers to elec-
trons and holes that diffused apart after excitation and recombine with the nearest avail-
able partner that has been excited in a another absorption event. Both geminate [176,
183, 184] and distant-pair recombination [185] were proposed as the origin of PL and the
decision between the two models has been under controversial debate since then. Pre-
liminary conclusions were drawn from photoconductivity (PC) measurements that com-
plemented the early PL studies [186–190]. Comparing PL and PC allows to distinguish
between geminate and non-geminate recombination: While both can cause PL, only non-
geminate recombination influences the photocurrent since since geminate pairs that are
not separated do not contribute to electronic transport.

Studies of both PL and PC of a-Si:H have shown that their temperature dependencies
are auto-correlated [169, 174, 177, 188, 190], as depicted in fig. 3.2a: At low temperatures
(T < 60K), the PL intensity is maximal with quantum efficicies above 30 %, whereas the
PC is very low with a value of about σP /eG = 10−11 cm2 /V (normalized by charge e and
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3.3 Recombination of excess charge carriers

generation rate G). With increasing temperature, the PC strongly increases, while the PL
intensity decreases until it is entirely quenched for T ≳ 200K. Thus, PL and PC appear
to be competing processes. In the early literature, this observation was interpreted as
radiative geminate-pair recombination being the dominant recombination mechanism
at low temperature, outweighted by non-radiative recombination with increasing PC at
higher temperatures [176, 191]. By combining PL measurements with quantitative EPR, it
was further found that the PL intensity decreases with increasing DB density [192]. This
led to the conclusion that the primary (non-radiative) recombination path in the high-
temperature regime (T > 60K) is provided by DBs, acting as recombination centers for
excess charge carriers [176, 191]. This recombination channel was later confirmed and
extensively studied by EDMR (see section 3.4.1).

Both PL and PC intensities were almost independent of temperature in the T < 60K
regime. Nevertheless, at high excitation densities (generation ratesG > 1020 1 /cm3 s), the
PL efficiency reached a peak at about 50K and slightly decreases for lower temperatures
[190, 191], indicating the existence of another non-radiative recombination channel that
competes with radiative recombination at low temperature. This channel has been as-
cribed to Auger recombination [173, 191], that is, a three-particle process were the energy
released during recombination of an electron-hole pair is transfered to a nearby third
charge carrier instead of leading to the emission of a photon. This assignment was sup-
ported by a later study by Ambros et al. [193], who found that the dependence of the low-
temperature PL intensity and lifetime on the carrier generation rate were well in agree-
ment with what would be expected for a competing non-radiative Auger process.

Figure 3.2b shows the dependence of the PC on the charge-carrier generation rate G,
expressed as a power law σP ∝ Gα, for a-Si:H films of different electronic quality and dop-
ing. At higher temperatures, both the dependence on G and the PC magnitude and ki-
netics are strongly determined by the Fermi-level position and the density of gap states.
However, at low temperatures (T < 60K), σP depends linearly on G (α ≈ 1) and has a
similar magnitude for all samples, indicating a more universal PC mechanism. In fact, a
similar behavior has been observed for a broad range of amorphous semiconductors [194,
195]. This characteristic low-temperature PC has been associated with hopping conduc-
tion of electrons and holes in the band tails [194, 196–200]. In absence of thermal energy
(T = 0K), hopping transport can only occur to states that are lower in energy (energy-
loss hopping), and σP arises from charge carriers that escape during thermalization before
recombining as a geminate pair. Calculated values for σP based on this model led to
values that are in good agreement with the observed experimental values [198, 199, 201,
202]. With increasing temperature (or under the influence of an electric field), hopping is
enabled also to states that are higher in energy. Calculations predict a resulting hopping-
transport path that is moved more and more towards the mobility edge, until it shifts into
the extended band states for T ≳ 100K [199, 201, 202]. This is in good agreement with the
experimental observations of a strongly increasing and material-dependent PC at higher
temperatures (see fig. 3.2).

3.3.2 Frequency-resolved spectroscopy
To further elucidate the origin of recombination, the impact of the charge-carrier density
on both the PL intensity and the lifetime distribution was studied by varying the gener-
ation rate G. This led to a novel PL method, introduced by Dunstan et al. [203, 204] and
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referred to as (quadrature) frequency-resolved spectroscopy (QFRS), which measures the
in- and out-of-phase components of the PL signal in quadrature and thereby is capable
of directly probing the lifetime distribution. Bort et al. [205] measured QFRS spectra as
a function of the generation rate and observed a transition in the PL kinetics at a gen-
eration rate G0 ≈ 1019 1 /cm3 s. For G < G0, the lifetime distribution was independent of
G, whereas for G > G0, Bort et al. observed a shift to shorter lifetimes with a sublinear
dependence onG (τ ∝ G−0.9). At first glance, this result can be interpreted in terms of the
RT model as a transition between geminate and distant-pair recombination as the pre-
dominant process. According to eq. 3.2, the lifetime τ in the RT model solely depends on
the electron-hole-pair separation r. For geminate pairs, r is independent of the charge-
carrier density, and thus τ is expected to be independent of G. For distant pairs, however,
an increase of G leads to a lower separation of recombining pairs, resulting in a predicted
G-dependence of τ that is in good agreement with the experimental data [185].

Until this point, the RT model provided a satisfactory description of the experimental
data. However, it failed to explain the lifetime distributions obtained from subsequent
QFRS experiments: Boulitrop and Dunstan [207] were the first to observe two distinct
peaks instead of the broad lifetime distribution deduced from the early PL measurements
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and predicted by the RT model. Several groups confirmed this finding, reporting a short-
lifetime peak at τS ≈ 3 µs and a long-lifetime peak at τT ≈ 1ms [193, 208–212]. Later
QFRS measurements by Aoki et al. [206, 213–215] (see fig. 3.3), which benefited from an
improved wide-band experimental setup, exhibited a third, long-living component with
lifetimes τD = 0.1–160 s. These results provide clear evidence that distinct recombination
channels exist in a-Si:H, with lifetimes that are well separated from each other. It becomes
immediately obvious that these different channels cannot be explained based on a dis-
tribution of electron-hole-pair separations, as in the RT model. Similar peaks have been
found in the lifetime distributions of amorpous silicon nitride [208, 215], amorphous ger-
manium [211–213, 216] and chalcogenide glasses [217, 218], indicating the recombination
channels observed in a-Si:H to be a universal property of amorphous semiconductors.

The τS and τT peaks were observed in QFRS spectra and low temperatures (T < 50K)
and for low generation rates (G < G0 = 1019 1 /cm3 s), with peak positions independent
on G (see figs. 3.3a and 3.3b). This is characteristic for geminate-pair recombination,
as described above and observed before at low excitation densities [205]. The different
lifetimes τS and τT were assigned to geminate recombination of singlet and triplet ex-
citons [206, 210], due to the different kinetics of spin-allowed and spin-forbidden sin-
glet and triplet transitions. This assignment had already been done before by Stachowitz
et al. [210]. With increasing temperature, τS and τT merge into a single peak at about
τG = 10–100 µs, also exhibiting geminate, that is, G-independent behavior [206, 213] (see
fig. 3.3c). This was explained to originate from the recombination of geminate pairs that
are prevented to form a strongly bound exciton by thermal disturbance [206]. The τD
peak was observed over the entire temperature range (4–130K) [206, 213–215]. This peak
showed a similar dependence onG as observed before by Bort et al. [205] (τD ∝ G−0.8). In
addition, Aoki et al. [213] compared their QFRS results to earlier LEPR studies by Street
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FIGURE 3.4 Schematic illustration of transport and recombination channels for light-generated charge carriers in a-Si:H.
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and Biegelsen [122] and Yamasaki et al. [143] and found the spin density nS to exhibit a
sublinear dependence on G (nS ∝ G−0.17) that was in good agreement with the QFRS re-
sults and with the predictions made for distant-pair recombination [185]. This led to the
conclusion that geminate and distant-pair recombination coexist over the entire temper-
ature range. In fact, this had already been proposed before as the result of theoretical
calculations [198, 219], and due to the observation of low-temperature hopping conduc-
tivity, which should also allow for non-geminate recombination [196].

To summarize the picture that emerged from PC, PL and QFRS studies, fig. 3.4 shows
the schematic band diagram of a-Si:H illustrating the different transport and recombina-
tion channels for photo-excited charge carriers. Excited electron-hole pairs are generated
by absorption of photons of energy hν (fig. 3.4a). After excitation into the extended band
states, charge carriers relax down towards the mobility edge through rapid thermaliza-
tion (fig. 3.4b). During further thermalization into the tail states, the charge-carrier can
either stay spatially correlated and finally recombine as a geminate pair either radiatively
(fig. 3.4f) or in a non-radiative Auger recombination process (fig. 3.4i), or escape the
geminate pair by diffusion (fig. 3.4c), thereby contributing to σP. At low temperatures,
diffusion through the tail states can only occur by energy-loss hopping, while with in-
creasing thermal energy hopping transitions to states higher in energy become possible,
leading to an enhanced charge-carrier mobility and a quenching of geminate recombi-
nation. At T ≳ 100K, the transport path shifts into the extended band states (fig. 3.4d).
Non-radiative recombination via dangling-bond defects (fig. 3.4g) becomes the dominant
loss mechanism, either by direct capture of charge carriers from the extended states, or
after charge carriers have been retrapped into localized tail states in close proximity to the
DB site (fig. 3.4e).

This picture of electronic transport and recombination channels in a-Si:H has been de-
veloped on the basis of PC andPL studies. Further insight into the validity of thesemodels
can be obtained by probing specific transport chennels based on their spin-dependency
using ODMR and EDMR spectroscopy.

3.4 SPIN-DEPENDENT TRANSPORT AND RECOMBINATION

The analysis of PL and PC intensities and kinetics successfully identified different recom-
bination and transport channels in a-Si:H. An unambiguous assignment to microscopic
processes or defect states solely based on this data is, however, not possible. More specific
information can be obtained from ODMR and EDMR experiments, as these methods di-
rectly probe the paramagnetic states involved in recombination and transport processes.
In particular, the combination of both techniques allows to address different recombi-
nation channels. By EDMR, current-quenching recombination processes and current-
enhancing transport mechanisms (e. g., hopping transport or charge-carrier detrapping)
can be distinguished, while ODMR allows to seperate radiative and non-radiative recom-
bination pathways, which lead to an increasing or decreasing signals. Applications of
EDMR and ODMR to a-Si:H emerged in parallel to the development of PL and QFRS
studies: Solomon et al. [16] reported the first spin dependency of PC in 1977, followed
shortly thereafter by the first observation of spin-dependent PL by Biegelsen et al. [220]
as well as Morigaki et al. [221]. Subsequently, several groups used EDMR [60, 61, 67,
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72, 222–226] and ODMR [227–235] to study the microscopic nature of transport and re-
combination processes in a-Si:H. In view of the results obtained from PC, PL and QFRS
spectroscopy, this section summarizes the additional information gained from ODMR
and EDMR leading to the present picture of transport and recombination in a-Si:H.

3.4.1 Spin-dependent recombination via dangling bonds
EDMR has been applied not only the a-Si:H films, but also to fully processed devices
such as a-Si:H homo- [67, 68, 236–238] and a-Si/c-Si heterojunction solar cells [69, 77,
239, 240], a-Si-based thin-film transistors (TFTs) [72] or Schottky-barrier diodes [71].
All types of samples and devices exhibited a characterisitic current-quenching EDMR
signal at temperatures T = 100–300K, where most of the early EDMR experiments were
carried out. This signals was immediately assigned to non-radiative recombination via
DB defects, which had already been proposed before as the predominant recombination
channel [192] due to the anticorrelation between PL efficiency and DB defects (see sec-
tion 3.3.1). Deconvolution of the observed EDMR signal by altering themodulation phase
(see fig. 3.5a) revealed of two features that contain the characteristic signatures of all para-
magnetic states known in undoped a-Si:H:

All samples showed a line at g = 2.0050 (ΔBpp ≈ 1mT), consistent with the super-
positon of the resonances of a singly occupied CBT state (g = 2.0044) and a neutral
DB defect (g = 2.0055).
In samples of lowdefect density, an additional line appeared at g = 2.01 (ΔBpp ≈ 2mT),
identical to the resonance of a hole trapped in a VBT state. The relative intensity of
the hole line increased with decreasing defect density [60].

Dersch et al. [60] were the first to associate these two signal components with a two-step
recombination process, schematically depicted in fig. 3.5b: They interpreted the appear-
ance of the g = 2.0050 in the EDMR spectra of all a-Si:H samples as a spin-dependent
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FIGURE 3.5 (a) Field-modulated CWEDMR spectra of undoped a-Si:H at T = 160 K. Recorded with a modulation fre-
quency of 5 kHz and different modulation phases as indicated, to decompose the signal. Reproduced from ref. [27].
(b) Recombination scheme for spin-dependent recombination via DBs as proposed by Dersch et al. [60]. Dashed arrows
mark tunneling transitions of electrons and holes. Arrows on electrons and holes indicate spin-dependent transitions
(see text for further details).
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tunneling transition of an electron trapped in a CBT state into a neutral DB defect (e–D0).
The recombination cycle is completed by a the capture of a hole into the intermediately
negatively charged DB (h–D−). A direct tunneling transition of a hole into the doubly
occupied D− state is not spin-dependent. Thus, Dersch et al. explained the appearance
of a current-quenching VBT resonance for low-defect samples with diffusion of holes by
hopping through VBT states towards the DB site, thereby increasing the recombination
rate. The hopping transitions can be spin-dependent if two neighbouring VBT states are
singly occupied (h–h transition in fig. 3.5b). For samples of high defect density, a single
direct transition to a defect state becomes more probable than diffusion through the tail
states, which explains the decreasing relative intensity of the hole resonance.

A similar resonance has also been found in ODMR spectra of undoped a-Si:H [231–
233]. As expected for a non-radiative recombination process, the e–D0 resonance ap-
peared as a quenching signal in ODMR. For samples of low defect density, also the hole
resonance has been observed as a quenching ODMR signal [231].

Although the picture proposed by Dersch et al. explains the experimentally observed
EDMR and ODMR signals and has been widely accepted in the literature, it is to be noted
that the microscopic recombination mechanism appears to change when changing the
excitation energy. Brandt and Stutzmann [241] found that for sub-bandgap illumination,
the g-value of the e–D0 resonance shifts from g = 2.0050 to g = 2.0062. Later, Stutzmann
et al. [17] explained this behavior with a change of the dominant recombination mecha-
nism from tunneling of an electron into the DB followed by the capture of a hole, to tun-
neling of hole into DB followed by the capture of an electron. In fact, ODMR experiments
using the defect luminescence band (0.9 eV) show an enhancing signal at g ≈ 2.0065,
which has been assigned to a radiative recombination between VBT holes and neutral
DBs [221, 229, 233]. This shows the microscopic process behind the dominant recombi-
nation mechanism in a-Si:H is still subject to debate.

3.4.2 Spin-dependent hopping conduction
At low temperatures (T ≲ 100K), reported EDMR spectra of a-Si:H exhibit resonances at
g = 2.0040–2.0045 and g ≈ 2.01 [17], resembling the EPR signatures of CBT- and VBT-
trapped electrons and holes. This assignment is supported by the fact the g = 2.004 reso-
nance appears in n-type phosphorus-doped a-Si:H [27, 69, 77, 225], whereas the g = 2.01
signal is found in p-type boron-doped samples [27, 60, 225]. Both resonances have been
identified as current-enhancing signals, which has recently been confirmed by means of
PEDMR [26]. Since hopping transport via tail states is the dominant transport process at
low temperatures (see section 3.3.1), both signals have been assigned to spin-dependent
hopping conduction of electrons and holes in their respective tail states (see also sec-
tion 2.5.5).

In doped a-Si:H, the observation of spin-dependent hopping within the tail states is
consistent with the doping-induced shift of the Fermi level. Spin-dependent hopping
has, however, also been observed in undoped a-Si:H, for instance in a-Si:H TFTs under
conditions of strong electron accumulation [72], or in a-Si:H solar cells under illumina-
tion or strong forward-bias conditions [26, 69, 226]. In these non-equilibrium cases, the
quasi-Fermi levels of electrons and holes are shifted from mid-gap into the tail states.

While spin-dependent recombination in a-Si:H has been extensively investigated in
previous research, spin-dependent transport at low temperatures has gained much less
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attention yet. This is also a result of the much lower photoconductivity of a-Si:H at
cryogenic temperatures. In fact, most CWEDMR experiments on a-Si:H have been con-
ducted at temperatures above 100K, where transport predominantly occurs within the
extended band states, and spin-dependent recombination via DB defects is the major
spin-dependent transition probed by EDMR. With improved experimental setups and
sample designs, low-temperature EDMR have come into reach. In chapter 6, we will
present a comprehensive low-temperature PEDMR study, which will also reevaluate the
assignment of the observed signals the spin-dependent tail-state hopping conduction.

3.4.3 Excitonic states
Besides the EDMR and ODMR signals assigned to spin-dependent recombination and
transport channels via defects and localized tail states, both methods have revealed a dis-
tinctively different resonance at g ≈ 2.008, characterized by an unusually broad X-band
line width of about 20mT. This line has been observed in CWODMR spectra of undoped
a-Si:H at low temperatures (T ≤ 30K) [233, 242, 243] as well as in CWEDMR spectra at
temperatures of about 150K [27, 244].

The origin of this resonance has been controversially discussed throughout the liter-
ature. Brandt and Stutzmann [244] assigned the line to strongly dipolar-coupled triplet
excitons and explained the broad line width with a distribution of exciton radii and cou-
pling strengths. Such a distributionwould lead to a line shape that consists of a superposi-
tion of Pake patterns (see section 2.3.3), adding up to form an approximate Gaussian line
shape. This is consistent with the observed EDMR line shape. From the line width, they
estimate an average exciton radius of 5�A. The argument is, however, solely based on the
line width. An alternative explanation was also based on excitonic states, but explained
the signal with strongly exchange-coupled electron-hole pairs trappied in CBT and VBT
states [27, 233, 235]. This interpretation is supported by the observed g-value, which is
close to the arithmetic mean of the CBT and VBT resonances.

In the case of ODMR, unambiguous proof for the presence of spin-dependent pro-
cesses via excitonic states is provided by the observation of a half-field resonance (g ≈ 4),
which can be assigned to the ΔmS = ±2 transitions between the |T+⟩ and |T−⟩ states of
an S = 1 triplet manifold [242, 243, 245]. In addition, later pulsed-ODMR studies identi-
fied the S = 1 character by means of field-resolved ED-Rabi nutation experiments [246–
248]. Such evidence is, however, as yet missing for the EDMR resonance.

To date, it is unclear whether the same excitonic species give rise to the ODMR and
EDMR signals. In addition, the nature of the underlying spin-dependent process is en-
tirely unknown. Spin-dependent radiative recombination of the excitons could explain
the ODMR signal. This is supported by the observation of radiative recombination chan-
nels via geminate excitons by means of photoluminescence, as discussed in section 3.3.2.
However, such a spin-dependent recombination channel via geminate triplet excitons
cannot cause an EDMR signal, since geminate pairs do not contribute to photoconduc-
tivity. Possible alternative explanation include spin-dependent dissociation or a three-
particle Auger-like recombination mechanism. Such processes have been identified in
organic semiconductors [21, 96] and recently also in µc-Si:H [98]. Answers to these open
questions cannot be found from the EDMR and ODMR spectra alone. Modern PEDMR
techniques, however, allow to probe the origin of this resonance in much more detail. In
chapter 6, we will address this issue and present a combined EDMR/EPR study that not
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only proves the excitonic origin of the EDMR resonance, but also allows to conclude on
the microscopic nature of the underlying transport process.

3.5 SUMMARY

This chapter has given a brief overview of the characteristics of a-Si:H, especially focussing
on the electronic-transport properties that arise from the structural disorder. This thesis
lays particular emphasis on the microscopic nature of transport and recombination pro-
cesses that are of fundamental importance for the efficiency of a-Si:H-based devices such
as, e. g., solar cells. The immense research history on a-Si:H—part of which presented in
this chapter—lays the basis for this work. In particular, the models developed for trans-
port and recombination channels via defect states will be probed with the help of modern
PEDMR techniques. We will use this chapter as a starting point and reference in order to
set the results obtained in the course of this thesis into context.

Finally, it is to be noted that many of the mechanisms present in a-Si:H have proven
to be universal properties of amorphous semiconductors. Therefor, both earlier studies
and the results of this thesis are not necessarily limited to a-Si:H or the specific situation
in a-Si:H-based solar cells, but can be of more general relevance, considering a-Si:H as a
prototype material for disorded solids.
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This chapter summarizes the procedures summarizes sample-preparation procedures
and describes the experimental setups for carrying out EDMR and EPR experiments.
We further introduce common measurement techniques and post-acquisition data-
processing strategies, which will be employed in the subsequent chapters. Finally, we
discuss numerical simulation and fitting routines that will be used to identify and
characterize paramagnetic species based on their EDMR and EPR fingerprints.

4.1 SAMPLE DESIGN AND PREPARATION

With a global production share of about 95 %, todays photovoltaics market is vastly dom-
inated by crystalline-silicon (c-Si) wafer-based solar cells [249]. Record conversion ef-
ficiencies have reached 26.7 % on a laboratory scale and 24.4 % for module sizes [250],
approaching the physical limit of single-junction c-Si cells (29 %). Alternative second-
generation technologies such as a-Si or µc-Si thin-film cells suffer from significantly lower
conversion efficiencies (10–12%). Their relative market share has drastically decreased
over the last decade, even though these thin-film concepts offer much lower production
costs owing to the reduced material consumption. Also third-generation technologies
like organic or dye-sensitized solar cells have not yet reached commercial relevance and
often suffer from the lack of long-term stability [251].

The comparably low efficiencies of a-Si or µc-Si thin-film devices are a result of the
inferior electronic material quality. Disorder-induced localized states within the band
gap act as traps and recombination centers, reducing photoconductivity (see previous
chapter). Nevertheless, these materials play a crucial role also in wafer-based c-Si cells.
Todays record-efficiency cells are designed in a so-called heterojunction with intrinsic thin
layer (HIT™) structure [252]. This cell design uses ultra-thin n- and p-doped a-Si layers
as front- and back-contacts (typically about 10 nm thick), to form charge-selective pn- an
nn+-heterojunctions with the n-type c-Si absorber that allow for efficient separation of
photoexcited electrons and holes. A major breakthrough, which paved the way towards
high-efficiency devices, was achieved by introducing additional thin intrinsic a-Si layers
between the c-Si wafer and the doped contact layers. The effect is a drastical reduction
of charge-carrier recombination at the surface of the c-Si absorber and the interface to
the contact layers. The physical origin is believed to be passivation of c-Si surface DBs.
However, the microscopic nature of charge separation, transport and recombination, in
particular in the a-Si/c-Si interface region, is to a large extent unknown.

Due to its selectivity to transport and recombination pathways via paramagnetic states,
such as, e. g., surface and interface defects, EDMR is the tool of choice to find answers to
the vast amount of open question concerning the physical mechanisms in HIT solar cells.
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Previous studies applied EDMR to a-Si/c-Si heterojunction solar cells [77, 239, 240] and
identified spin-dependent transport and recombination channels that could be assigned
to c-Si surface DBs and localized tail states within the amorphous layer. In particular,
these studies revealed a significant influence of the amorphous layer on the electronic
transport properties of the heterostructures, even for layer thicknesses of anly a few nm.
However, the proximity of g-values leads to a strong overlap between different resonances
and thus prevents an unambiguous disentanglement of the associated transport channels
in HIT devices. In this work, we thus take a step back and isolate the intrinsic a-Si layer
using specific sample designs. This both serves to address fundamental properties of a-
Si and lays to basis for future experiments on fully processed device structures. For this
purpose, we will investigate both bulk intrisic a-Si film samples (chapter 5) and operating
pin solar cells, which use an i-a-Si:H absorber and p- and n-doped µc-Si:H contact layers
(chapters 6 and 7). In the following, we summarize the design and preparation proce-
dure of these sample structures. In addition, we discuss the preparation of a-Si:H powder
samples that will be used for transient-EPR experiments in chapter 6.

4.1.1 Amorphous-silicon film samples and pin solar cells
The layer structure of a-Si:H film and pin solar-cell samples is shown in figs. 4.1a and
b. Both types of samples were deposited on Corning borosilicate-glass substrates by
means of radio-frequency plasma-enhanced chemical vapour deposition (RF-PECVD)
at Forschungszentrum Jülich. Details concerning the deposition procedure can be found
in ref. [253]. Films and pin structures were grown on aluminum-doped ZnO transparent
conductive oxide (TCO), serving as front contact. For both film and solar-cell samples,

Glass substrate (0.7mm)

ZnO:Al (700nm)

i-a-Si:H (300nm)

ZnO (30 nm)

Ag (100 nm)

Ag

(a)

(c)

Glass substrate (0.7mm)

ZnO:Al (700nm)

p-µc-Si:H (20 nm)

i-a-Si:H (300nm)

n-µc-Si:H (30 nm)
ZnO (30 nm)

Ag (100 nm)

Ag

(b)

Sample Contact pads
(d)

FIGURE 4.1 Structure and sample design of intrinsic a-Si:H film and pin solar-cell EDMR samples. (a) Schematic cross-
section through film and (b) pin solar cells deposited by PECVD on glass substrates (see text for details). Note that the
drawn layer thicknesses are chosen arbitrarily for presentation purposes. (c) Sample geometry and (d) photograph of a
fully processed EDMR sample. The insert in fig. c shows a micrograph of the active sample area (1 × 1mm2). Figures c
and d are reprinted from ref. [88], showing a sample of the same size and contact geometry.
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intrinsic a-Si:H layers with a thickness of 300 nm were used. The pin structures were ob-
tained by sandwiching the intrinsic layer with two thin p-type, boron-doped (≈0.2 at. %)
and n-type, phosphorus-doped (≈ 1.5 at. %) µc-Si:H layers with thicknesses of 20 nm and
30 nm, respectively. A final ZnO/silver stack serves as back contact and light reflector.

The layered structures were deposited on 50 × 100mm2 substrates. To fit the EDMR
samples into the available sample space and provide electrical contacts to the detection
system, a special EDMR contact structure has been developed (fig. 4.1c), which were real-
ized by laser scribing (see ref. [254] for details). The sample area is confined to 1 × 1mm2,
which is in the range of homogeneous MW- and magnetic-field distribution within the
EDMR setups. Electrical contacts are provided by 100 nm thin and 50mm long silver
strips. This design has been chosen tominimize the amount of conductivematerial inside
the EPR resonator. Conductors in general distort the MW field and thereby produce B1
inhomogeneity. To minimize these distortions, the thickness of the contact strips should
be lower than the penetration depth of the MW irradiation, which is about 0.6 µm for
silver at 9.6GHz (X-band). The length of the strip lines is long enough to feed the con-
tact pads outside of the active resonator area. Electrical contacts to the detection system
can than be established using silver paste without affecting the MW field. After laser
scribing, a set of 10–20 EDMR sample structure are obtained as one batch, which are sep-
arated with a diamond saw. A photograph of such an EDMR sample is shown in fig. 4.1d.
A micrograph of the active device area is shown in the insert of fig. 4.1c.

4.1.2 Amorphous-silicon EPR samples
In chapter 6, we will compare the EDMR signature of a-Si:H pin solar cells to transient-
EPR spectra obtained from intrinsic a-Si:H powder samples. These samples were pre-
pared at Forschungszentrum Jülich and Delft Technical University from thin films de-
posited by RF-PECVD, as described in detail in refs. [253] and [163], respectively. Thin
a-Si:H films were deposited from a mixture of silane (SiH4) and hydrogen (H2) gas on
aluminum-foil substrates at temperatures of about 200 ∘C. The hydrogen/silane gas-flow-
rate ratio R = [H2] / [SiH4], as well as the deposition conditions (pressure, deposition
rate), were varied to produce a-Si:H of varying electronic quality (details will be discussed
in section 6.7.4). After film deposition, the aluminium substrate was etched off usingHCl
acid. The remaining a-Si:H flakes were filtered from the suspension, dried at ambient
conditions and sealed into standard EPR quartz tubes.

In section 6.7.4, we will also compare the EPR signatures of as-deposited and light-
soaked a-Si:H samples to probe potential relations of the observed paramagnetic states to
the Staebler-Wronski effect (see previous chapter). Therefor the deposited film samples
were split into two pieces, one of which was light-soaked for 400 h under an AM1.5 sun
simulator at an ambient temperature of 50 ∘C.

Structural and electronic differences between samples prepared at different deposi-
tion and light-soaking conditions were analyzed by Fourier-transform infrared (FTIR)
and Doppler-broadening positron-annihilation spectroscopy (DB-PAS) combined with
quantitative EPR measurements (see ref. [163] for details). FTIR and DB-PAS probe the
structural material quality and identify open-volume deficiencies such as nanovoids [255,
256]. Quantitative EPR was used to measure the spin density of DB defects, serving as
an indicator for the electronic material quality. Results of these measurements for the
investigated samples, will be summarized in section 6.7.4.
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4.2 EDMR AND EPR INSTRUMENTATION

Within this work, we present X-band (9.6GHz) and mm-waveband (263GHz) CW and
PEDMR results. The experiments were carried out using commercial Bruker BioSpin
EPR spectrometers located at the Helmholtz-Zentrum Berlin für Materialien und En-
ergie (HZB). In addition, we performed transient EPR experiments, using a laboratory-
built X-band spectrometer at the Freie Universität Berlin. This section describes these
experimental setups and outlines the required hardware changes to implement electrial
detection schemes. Note that we will not discuss the basic working principle of an EPR
spectrometer. Comprehensive descriptions can be found in standard EPR textbooks.

4.2.1 X-band pulsed EDMR
Figure 4.2 depicts the X-band EDMR setup, which is based on a Bruker ELEXSYS E580
CW and PEPR spectrometer. The upper part (fig. 4.2a) shows the MW and magnetic-
field setup, consisting of a 10″ iron magnet (Bruker ER 073, maximum field 1.45 T) and
an X-band CW and pulsed MW bridge (Bruker E580-1010). The sample is mounted in-
side a dielectric-ring MW resonator (Bruker ER 4118X-MD-5), which is placed into a
continuous-flow helium cryostat (Bruker ER 4118CF).The temperature is adjusted at con-
stant helium-flow using heating resistors, which are controlled by a temperature-control
unit (Oxford Mercury iTC or Oxford ITC503). Temperature stabilities of about 0.1 K are
obtained with this setup. The magnetic field is measured with an FT-NMR teslameter
(Bruker ER 036TM), placed outside of the cryostat. Magnetic-field offsets with respect
to the sample position need to be determined by EPR calibration measurements of stan-
dard samples with known g-values. Typical standard samples are, for instance, DPPH or
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Magnet

Sample

Current detection
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Sample current I(t)
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Sample Current-voltage converter

TIA Band-pass Amplifier Digitizer
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FIGURE 4.2 Sketch of the X-band PEDMR setup. (a)Microwave and magnetic-field setup based on a commercial Bruker
ELEXSYS E580 spectrometer. The sample is mounted inside of an EPR resonator and electrically connected to the detec-
tion system. (b) Electrical detection scheme using a dedicated EDMR current/voltage converter (Elektronik-Manufaktur
Mahlsdorf ). The sample is depicted by an equivalent circuit that consists of a parallel connection of a current source, a
resistor and a capacitor. After filtering and amplification, the signal voltage, corresponding the the EDMR current change
ΔI(t), is fed into the digitizer integrated into the EPR spectrometer. Reprinted with modifications from ref. [88].

60



4.2 EDMR and EPR instrumentation

N@C60.
For high-power MW pulses, the system is equipped with a 1 kW travelling-wave-tube

(TWT) amplifier (Applied Systems Engineering 117X). Pulse sequences are generated by
a multi-channel pulse-forming unit (MPFU) (Bruker PatternJet) with up to eight differ-
ent pulse channels. The amplitudes phases of the pulse channels were calibrated to have
two sets of four equal-amplitude phases, ±x/±y and ±⟨x⟩/±⟨y⟩, available. The four dif-
ferent phases are used for setting up phase-cycling schemes [30]. The second set of phase
channels is calibrated at a different amplitude, allowing for experiments with MW pulses
of different B1 strength (details will be discussed in the experimental chapters). The MW
bridge is further equipped with an additionMW source for ELDOR experiments (Bruker
E580-400U), which will be used in section 6.8 to set up electrically detected electron-
electron double resonance (ELDOR) experiments.

Illumination of the EDMR sample with white light is provided by a halogen cold light
source (Schott KL 2500 LCD) and guided towards the sample through the optical win-
dows of the cryostat and resonator using a gooseneck light guide. The light source is sta-
bilized by an external DC power supply (ThurlbyThandar TSX1820P) in constant-voltage
mode, yielding lamp powers of about 95W (lamp-power stability ≈2W).

TheEDMR sample ismounted on a customly designed sample holder and placed inside
an EPR quartz tube to avoid contact with the resonator assembly. Electrical wires are
connected to the contact pads (see figs. 4.1c and d) using silver conductive paste. The
wires are led out of the cryostat through a vacuum-tight feedthrough and connected to
the electrical detection system.

Themost critical part of an EDMR experiment is the sensitive detection of the resonant
current changes. While the absolute current obtained from the samples under investiga-
tion is on the order of µA, the EPR-induced current changes are only in the range of pA to
nA. To accurately record these small current changes, we used a low-noise current/voltage
converter and amplifier (Elektronik-Manufaktur Mahlsdorf, EMM), which was specif-
ically developed for EDMR experiments [88]. The resulting current-detection scheme
is depicted in fig. 4.2b. The EMM device contains a constant-voltage source, which is
used to apply a bias voltage VB to the EDMR sample (voltage range ±3V). The sample
current is measured symmetrically between the two voltage output ±VB /2. This sym-
metrical configuration suppresses interferences with electromagnetic background signal
(e. g., originating from the TWT amplifier). The current input I(t) is converted into a
signal voltage by a differential transimpedance amplifier (TIA) with a conversion factor
of 104 V /A. This signal, corresponding to the absolute sample current, is monitored by
with a digital voltmeter (Stanford Research Systems SIM970). To separate the current
change induced by EDMR, the converted voltage signal is passed through a band-pass
filter with adjustable bandwidth. The high-pass cutoff frequency can be varied between
1Hz and 1000Hz and removes the DC component, which corresponds to the constant
sample current. The low-pass cutoff can be varied between 0.2MHz and ≈ 1.5MHz and
determines the time resolution of the detection setup. After filtering, the remaining AC
component—that is, the EDMR current change ΔI(t)—is further amplified (amplifica-
tion factor AF adjustable between 5 and 2000) and fed to an 8 bit digitizer integrated into
the EPR spectrometer (Bruker SpecJet-II, time resolution 1 ns).
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4.2.2 High-field/-frequency EDMR
To realize multifrequency EDMR experiments, we complemented our X-band EDMR
setup with a high-field/-frequency mm-waveband setup, which is based on a commer-
cial Bruker ELEXSYS E780 CW and PEPR spectrometer [257], operating at 263GHz and
magnetic fields between 0T and 12 T. The setup and the implemented extensions for elec-
trical detection have been described in detail by Akhtar et al. [26].

The spectrometer is equipped with a heterodyne MW bridge and a cryogen-free su-
perconductive magnet. Microwaves are generated at an intermediate X-band frequency
(9.65 ± 0.04GHz) and up-converted to 263GHz over multiple mixing stages. In a quasi-
optical front-end, the up-converted MW signal is propagated as a Gaussian beam and
coupled into a corrugated waveguide (see ref. [257] for details). The magnet system con-
sists of two coils: The main coil can produce homogeneous magnetic fields ranging from
0T to 12 T. It can either be used for broad field sweeps, or can be stabilized at a certain
magnetic field using a persistent switch. The sweep coil produces fields of ±0.15 T on top
of the main field. In sweep mode, the spectrometer features a calibrated linearized-field
mode, allowing to keep field nonlinearities below 10 ppm [257]. Experiments carried out
in this work will always be carried out in linearized sweep mode, with the main field sta-
bilized at 9.4T. Field inhomogeneities over the entire sample space have been measured
and are below 0.2mT.

The E780 spectrometer has available a TE011 MW resonator. However, the available
sample space (inner tube diamater 0.2mm) is not sufficient for EDMRexperiments. There-
for, the EDMR sample is placed into a non-resonant probehead, which is shown in figs.
4.3a and b. The sample is mounted on top of a Rexolite sample holder (fig. 4.3c), allowing
for a maximum sample diameter of about 5mm. The X-band sample structures thus had
to be cut to an appropriated length, leaving only about 1–2mm of the contact strip lines.
Electrical connections were realized using thin gold wires attached to the remaining con-
tact lines with silver paste. The gold wires were soldered to coaxial cables, which were led
out of the probehead and connected to the EMM current/voltage converter (see previous
section). The resulting signal voltage was then fed into the SpecJet-II digitizer of the spec-
trometer. Illumination was provided by the white light source described in the previous
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FIGURE4.3 (a)Photographand (b) schematic cross-sectionof the 263GHz EDMRprobehead. (c)Photographof the EDMR
sample holder with a mounted a-Si:H pin solar-cell sample. Note that during the time of the experiments presented in
chapter 5, an RF coil was attached to the sample holder, which was used forMHz excitation in other experiments (see
text for discussion). Figures reprinted from ref. [26].
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section and guided towards the sample with an optical fiber (diameter 1.22mm).
The sample holder, which was used during the 263GHz experiment presented in chap-

ter 5, was equippedwith a custom-built RF coil (see fig. 4.3c). This coil had no function for
the experiments presented in this work, but was used to provideMHz excitation for other
EDMR experiments carried out using the same sample. Only after recording the data set
discussed in chapter 5, it turned out that this RF coil had been accidentally made from
wires containing ferromagnetic materials. Due to the proximity to the coil, the EDMR
sample was thus exposed to a constant magnetic-field offset of about 8mT.1 The field
offset was not measured during data acquisition and the measurement series could not
be reproduced in the time frame of this work. Therefor, we will have to consider the field
axis as uncalibrated and take into account the field offset as an unknown parameter for
the data analysis in chapter 5.

Other than in the X-band spectrometer, no MW amplifier is available in the 263GHz
setup. The MW power is thus limited to a maximum of 15mW. With optimal alignment
of the MW beam with respect to the corrugated waveguide, maximum B1 amplitudes of
about 10 µT can be achieved at the sample position (corresponding to a π-pulse length
of about 2 µs). However, for the given sample and setup geometry (see figs. 4.1 and 4.3),
MW irradiation needs to pass the glass substrate of the EDMR sample. Test experiments
revealed that this leads to an additional loss ofMWpower by about 10 dB. Typical π-pulse
lengths for 263GHz PEDMR experiments were thus in the range of 4–6 µs. This limits the
set of PEDMR experiments that could be conducted, since pulse sequences comprising
multiple MW pulses are hardly to realize for such long pulse lengths. Recently, the spec-
trometer has been equipped with a MW-power upgrade, increasing the maximum power
to 100mW. For future high-frequency EDMR experiment, the available B1-strength will
thus be increased by a factor of about 2.5. Further enhancements could be achieved by
building resonant Fabry-Perot-type structures to amplify the B1-field at the sample po-
sition. However, not much effort has been put into such optimizations yet, also due to
signicant downtimes of the instrument within the time frame of this work. The high-
frequency EDMR experiments were thus limited to single-pulse experiments.

4.2.3 Continuous-wave EDMR
The majority of EDMR experiments presented in this work use pulse excitation schemes.
Nevertheless, we will also discuss some few CWEDMR measurements. In a CWEDMR
experiment, the sample is exposed to continuous MW irradation at a fixed frequency,
while adiabatically sweeping the magnetic field. As in CWEPR, magnetic-field modula-
tion and phase-sensitive detection by means of a lock-in amplifier is employed (see sec-
tion 2.2.1). At X-band, the modulation coils integrated into the resonator assembly are
used for this purpose, which can allows for peak-to-peak modulation amplitudes of up
to 2mT at frequencies between 0.1 kHz and 100 kHz. At 263GHz, a single modulation
coil is integrated into the non-resonant probehead (see fig. 4.3), which can provide up to
5mT peak-to-peak modulation fields.

Continuous-wave EDMR usually offers a higher sensitivity than PEDMR, mainly due
to the use of lock-in detection. However, this benefit can be outweighted by strong back-
ground signals superimposed onto the EDMR signal. This is especially an issue in the
1This offset was measured later by means of EPR measurements of standard samples with known g-values.
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263GHz setup, where electrical contacts have to be located in close proximity to the
sample and inside of the modulation field. The oscillating modulation field induce back-
ground current that are not filtered out by phase-sensitive detection. When sweeping the
external magnetic field, these background signals produce non-constant baselines, which
can often not be unambiguously removed from the EDMR signal. This is especially true
for broad signals, as observed in a-Si:H.

An important drawback of CWEDMR is that it does provide information on the signal
dynamics. This is a result of the phase-sensitive detection, which sets a narrow-band
detectionwindow, centered about themodulation frequency. As shown in section 2.5, the
EDMR transient signal contains both positive and negative contributions, independent
of the underlying transport process. In PEDMR, the signal sign can be determined by
recording the entire transient. On the contrary, the choice of the modulation frequency
in relation to the different rate coefficients determines which signal components will be
detected in a CWEDMR spectrum. As shown by Lee et al. [258], the interpretation of
CWEDMR spectra and in particular the determination of the signal sign can be very
ambiguous.

4.2.4 Transient EPR
In chapter 6, we will complement PEDMR experiments on a-Si:H pin solar cells with
transient EPR (TREPR) measurements on a-Si:H powder samples. In essence, TREPR is
a time-resolved technique that directly detects the transient CWEPR signal after a light-
pulse excitation. Experimental details and a summary of typical applications of TREPR
can be found elsewhere (see, for instance, a recent review by Weber [259]). Herein, we
will only briefly summarize the experimental setup used for the measurements presented
in section 6.7.

Transient-EPR spectra were acquired on a laboratory-built spectrometer [260], located
at Freie Universität Berlin (AG Bittl). The EPR setup consists of an electromagnet (Var-
ian V-7301), a Bruker ER 056 QRVM microwave bridge and a Bruker ER 4118X-MD-5
dielectric-ring resonator. Optical excitation was provided by a laser flash at a wavelength
of 670 nm using a Nd:YAG laser (Spectra Physics GCR-11) in combination with an op-
tical parametric oscillator (OPTA OPO BBO-355-vis/IR). The EPR signal after the laser
pulse was directly recorded under continuous MW irradiation by a digital oscilloscope
(LeCroy WaveRunner 104MXi). The magnetic-field axis was calibrated using an NMR
teslameter (Bruker ER 035M). As for X-band EDMR measurements, the field offset be-
tween the positions of the teslameter and the sample was calibrated with a reference sam-
ple (N@C60). Cooling of the sample was achieved using a laboratory-built continuous-
flow helium cryostat.

Time-domain TREPR signals are usually superimposed by strong background signals
following the laser flash. These background signals result from dielectric heating of both
EPR sample and the resonator assembly, given rise to a change of the resonator impedance
and hence increased MW reflection. Since TREPR signals are generally recorded as two-
dimensional signal maps, these background signals can easily be subtracted, as outlined
in section 4.3.2. Since dielectric-heating effects depend on electrical conductivities, the
background signals can also be useful to conclude on the sample conductivity, as will be
shown in section 4.2.4.
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4.3 PULSED EDMRMEASUREMENTS

Most of this work is based on PEDMR experiments. Chapter 5 is limited to field-swept
single-pulse experiments conducted at different MW frequencies. In chapters 6 and 7,
we will extend to set of experiments to electrically detected nutation experiments (ED-
Rabi, ED-PEANUT) and multi-pulse experiments such as ED-ELDOR. Details concern-
ing these PEDMR techniques will be discussed in the experimental chapters. In the fol-
lowing, we summarize the basic idea of a single-pulse EDMR experiment, which forms
the basis for all PEDMR detection schemes.

4.3.1 Principle of a pulsed EDMR experiment
As discussed in section 2.5, the transient current after a pulsed MW excitation is gov-
erned by the spin-pair state density at the end of the MW pulse. After exciting resonant
transitions between states of the spin-pair ensemble, the current change ΔI(t) is propor-
tional the change of singlet- and triplet-state density induced by the resonant transitions.
The basic principle of a PEDMR experiment is thus the measurement of either the en-
tire transient current response ΔI(t) or the integrated net charge ΔQ after the excitation
of the spin-pair ensemble by a MW pulse of length tP. Recording ΔQ as a function of
the external magnetic field yields the field-domain PEDMR spectrum. By measuring ΔQ
for different pulse lengths, ED-Rabi nutation traces are obtained. Replacing the single
pulse by a three-pulse sequence, allows to detect electrically detected Hahn echoes (see
section 2.5.7).
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FIGURE 4.4 Exemplary X-band PEDMR spectrum of an a-Si:H pin solar cell, recorded at room temperature under dark,
forward-bias conditions. (a) Two-dimensional signal map obtained by measuring the transient current response after
the MW pulse as a function of the applied magnetic field. (b, c) Single time- and field-domain slices, corresponding to
cross sections through fig. a, as indicated by the dashed lines. The red trace in fig. c shows the maximum field-domain
spectrum recorded at a lower B1 and correspondingly longerπ-pulse length (normalized to equal amplitude), illustrating
the effect of MW-power broadening.
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Single-pulse EDMR spectra will generally not be measured by recording ΔQ, which
would yield one-dimensional field-domain spectra. Instead, we will exploit the capability
of PEDMR to probe the signal dynamics by recording the entire time-domain EDMR sig-
nal after a pulse. Field-swept PEDMR spectra thus produce two-dimensional field/time
signal maps, as exemplarily shown in fig. 4.4a. Time- and field-domain spectra are ob-
tained either as single-slice cross sections, as shown in figs. 4.4b and c, or by boxcar-
integrated over a certain magnetic-field or time range, respectively.

The pulse length in a field-swept PEDMR experiment will typically be set to match
a flip angle β = 2πν1tP = π, where ν1 = gμBB1 /h is the on-resonant Rabi-nutation fre-
quency (for S = 1/2). The choice of tP and B1 depends on the acceptable amount of spec-
tral broadening due to the excitation bandwidth of theMWpulse. For rectangular pulses,
the bandwidth is given by 1 /tP [30], corresponding to the region of homogeneous MW
excitation. For the spectrum shown in fig. 4.4, a pulse length of 48 ns was used, corre-
sponding to a bandwidth of about 21MHz (or 0.75mT). With a spectral line width of
about 2mT, this is already at limits. The resulting broadening effect is illustrated by com-
parison to the red trace in fig. 4.4c, which corresponds to the PEDMR spectrum recorded
with a bandwidth of about 7MHz (or 0.25mT).

4.3.2 Post-acquistion data processing
Pulsed EDMR experiments involve a considerable amount of post-acquisition processing
steps. This comprises baseline corrections, data normalization, Fourier transformations
(exempli gratia (e. g.), for nutation experiments) or least-squares fits. All data-processing
routines have been implemented in MATLAB© (Release 2015b, The MathWorks, Inc.,
Natick (MA), United States). Most post-processing steps will be discussed in detail in the
experimental chapters. Common to all PEDMR measurements, however, is the neces-
sity for background correction and appropriate data normalization, which we will thus
discuss already at this point.

The strong MW radiation applied during PEDMR experiments induces non-resonant
currents, both in the EDMR sample and in the contact lines. These currents appear as
background signals that are superimposed onto the resonant EDMR transients, and can
be of the same order of magnitude, or even stronger than the actual signal. Such MW-
induced backgrounds thus have to be subtracted from the raw EDMR transients. Fig-
ure 4.5 illustrates the background-correction procedure for two PEDMR signals recorded
at X-band (left column) and 263GHz (right column) of an a-Si:H pin solar cell. The avail-
ability of two-dimensional data sets allows for accurate separation of signal and back-
ground currents bymeans of a two-step baseline removal along the time and field dimen-
sion. In a first step a constant baseline is fitted and subtracted from all time-domain traces
of the raw data (figs. 4.5a and f). For this purpose, data acquisition is started already a
few µs prior to the MW pulse to allow for a non-signal baseline region.1 Subtraction of
a constant baseline along the time dimension removes any non-constant baseline in the
field domain, induced, for instance, by a drift of the constant current. The second step
is the subtraction of a constant baseline from all field-domain slices. The field axis thus
has to be chosen sufficiently wide to comprise non-signal regions. This step conversely
1A prerequisite for this background subtraction is the choice of a shot-repetition time (SRT) that allows for complete equilibration of the
current. Otherwise, signal components that have not fully decayed would be subtracted. Especially at low temperatures, this may require
SRTs of a few ms.
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removes any non-constant time-domain baseline, that is, the MW-induced background
currents. The resulting total two-dimensional background signals are shown in figs. 4.5b
and g. Subtraction from the raw data maps yields the background-corrected EDMR sig-
nals (figs. 4.5c and h).

The illustration in fig. 4.5 shows that background correction is crucial, especially for
263GHz PEDMR spectra. Here, the background signals are much stronger as compared
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FIGURE 4.5 Background-correction procedure for two-dimensional PEDMR spectra, illustrated for X-band (left) and
263GHz (right) spectra of an a-Si:H pin solar cell, recorded at room temperature under dark, forward-bias conditions
(VB = 1.1 V). (a) Raw signal, (b) two-dimensional baseline and (c) baseline-corrected X-band PEDMR signal. (d, e) Time-
and field-domain cross sections through figs. a–c, as indicated by the dashed lines. (f–j) Equivalent spectra at 263GHz.
Note the much stronger relative amplitude of the background signal, which is a result of the electrical contacts being
located in the MW field.
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to X-band. This is a result of the setup geometry (see section 4.2.2), which requires to
locate the electrical contacts in direct proximity to the sample and hence within the MW
field. Non-resonantMW-induced currents are thusmuch stronger than at X-band, where
the contact pads can be placed outside of the EPR cavity.

The baseline-correction procedure sketched above is not limited to field-swept PEDMR
spectra, but applies in general for two-dimensional data sets. Accordingly, we will follow
the same recipe for, e. g., field-resolved nutation experiments (ED-Rabi, ED-PEANUT),
echo-detected experiments (ED-ELDOR) or two-dimensional TREPR spectra. Details
will be discussed in the particular experimental sections.

A final comment should be made concerning the data-normalization nomenclatures
used within this work. Field-swept EPR and EDMR spectra will in general be displayed
on a magnetic-field axis in units of mT (instead of, for example, a g-value axis). How-
ever, this makes direct comparison of different spectra difficult, since the MW frequen-
cies slightly vary in between experiments (9.5–9.8GHz at X-band, 262–264GHz for high-
field/-frequency experiments). Therefor, if not stated otherwise, field axes will be normal-
ized to 9.6GHz and 263GHz, respectively.1 Resonant current changes are either given as
absolute values in units of nA or pA, or relative current changes ΔI /I, taking into account
the constant current I.

4.4 NUMERICAL SIMULATIONS AND FITTING ROUTINES

Extracting quantitative information about paramagnetic species and spin-dependent trans-
port channels from EPR or EDMR measurements often requires comparison to simula-
tions in conjunction with least-squares fitting techniques. Basic fitting and regression
routines based on, e. g., linear, exponential, sinusoidal or polynomial models are imple-
mented using the MATLAB Optimization Toolbox™. Field-domain spectral simulations
and least-squares fits are carried out using the EasySpin [43] toolbox, as described in sec-
tion 4.4.1. If quantitative parameters are extracted by fitting procedures, it is indispensable
to also evaluate uncertainty ranges, taking into account both experimental and fitting er-
rors. For simple linear-regression models, analytical expressions exist to calculate fitting
uncertainties. For complex non-linear models (for instance, spectral simulations), error
estimation can either be achieved by manual variation of fitting parameters, or with the
help of numerical Monte-Carlo approaches, as shown in section 4.4.2.

4.4.1 Simulations of EPR and EDMR spectra
Field-swept pulsed and CWEDMR spectra typically are a superposition of the EPR sig-
natures of the paramagnetic species involved in the spin-dependent pair process. Field-
domain EDMRandEPR spectra can thus be simulated and least-squares fitted in the same
manner. Within this work, all spectral simulations will be carried out using the EasySpin
[43]MATLAB library, which has become themost widely used simulation tool in the EPR
community. For disordered solid-state systems like a-Si:H, EasySpin offers the so-called
pepper function, which calculates powder-average spectra.
1This normalization induces small errors for field-independent spectral components. The normalization is thus only applied for data visual-
ization, while data-processing (e. g., least-squares fitting) is based on the actual magnetic-field axis.
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It is to be noted that the EasySpin package is not capable of simulating PEDMR ex-
periments in general. This is due to the fact that PEPR and PEDMR measurements are
based on different observables. Pulsed EPR probe directly probes the spin magnetization
(see section 2.2.2), whereas PEDMR signals are proportional to the spin-pair permutation
symmetry. For weakly coupled S = 1/2, field-domain spectra can still be modelled as the
superposition of the individual EPR spectra. For stronger couplings, this approximation,
however, breaks down and the contribution of individual EPR transitions depends on
the associated permutation-symmetry change. Accurate simulations of PEDMR signals
require the time evolution of the stochastic Liouville equation (section 2.5.3). Various
numerical procedures have been developed over the course of the last decade that ad-
dress this issue for spin-pair processes in different coupling regimes [79–81, 84, 85, 88].
These methods, however, are computationally intense, especially for disordered systems
like a-Si:H. If multiple parameter distributions (g-strain, A-strain, D-strain) have to be
taken into account—which will be often the case for the processes investigated in this
work—, the required computation times soon approach a regime, where least-squares
fitting becomes impossible. In the scope of this work, we did not adress this issue. We
will, however, compare our experimental results to numerical calculations reported in
recent literature, which, for instance, allows to qualitatively conclude on relative dipolar-
and exchange-coupling strengths.

4.4.2 Bootstrapping
When fitting experimental data with calculated functions based on a theoretical model, it
is a common challenge to estimate confidence intervals of the parameters obtained from
a fit. While the determination of statistical uncertainties follows a straightforward ap-
proach for simple linear-regression models, numerical methods are required for nonlin-
ear least-squares fits (for example, a spectral fit of an EPRor EDMR spectrum). A solution
would be to record a sample of N data sets and perform least-square fits an each signal
yk to derive a statistical distribution of fit parameters μk. Confidence intervals could then
be easily determined from the mean values and standard deviations of the resulting μk
distributions. Obviously, this approach is in practice not feasible due to the vast amount
of experimental data required.
Bootstrap resampling [261, 262] is a widely used numerical approach that allows to de-

rive statistical estimates of a single sample. In essence, bootstrapping mimics a sample
population by randomly resampling from the original sample y to obtain a synthetic dis-
tribution of N samples y∗

k. Statistics of a parameter μ obtained from least-squares regres-
sion of y are then estimated from the distribution of the respective bootstrap results μ∗

i
determined from y∗

k. The mathematical background that proofs the validity of the ap-
proach is described elsewhere (see, for instance, ref. [262]), Herein, we will only briefly
describe the procedure used for least-squares fits with bootstrap resampling.

Assume an observed signal yi(xi) at n points xi, where i = 1, … , n. Best-fit parameters
μ are estimated from a nonlinear least-squares regression based on the given model, re-
sulting in a fit spectrum fi(xi) and residuals εi = yi − fi. At each bootstrap iteration k, the
least-squares fit is repeated using a generated sample y∗

i,k, based on the following steps.

(1) The original fit residuals εi are randomly resampled, resulting in a new set of resid-
uals εj,k, picked from εi at random indices j. In other words, each value of the new
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set of n residuals εj,k is one of the original values εi chosen at equal probability.
(2) A bootstrap data set y∗

i,k is generated by adding the resampled residuals to the orig-
inal fit result, that is, y∗

i,k = fi + εj,k. The bootstrap data set is treated as an indepen-
dent population sample, independent from the original signal yi. However, it still
contain the signal information encoded in the resampled residuals. The deviation
of y∗

i,k from yi depends on the size of the fit residuals εi, determined by the experi-
mental SNR and the quality of the least-squares fit.

(3) The least-squares regression is repeated based on the bootstrap data set y∗
i,k, resulting

in a fit spectrum f ∗
i,k and parameter estimates μ∗

k. To allow for least-squares fit results
that are unbiased of the choice of the initial set of fit parameters μ0, each bootstrap
iteration step uses initial values μ0 that are randomly selected within the pre-defined
parameter boundaries.

(4) Steps 1–3 are repeated N times (e. g., N = 1000), resulting in a distribution of N pa-
rameter estimates μ∗

k. The standard deviation Δμ∗ of the bootstrap population, re-
ferred to as the bootstrap standard error, yields an estimate for the statistical error
Δμ of the original parameter. Proportional confidence intervals of the fit spectrum
fi can be estimated from percentiles of the the bootstrap distribution f ∗

i,k (eq. 4.2).

For calculating standard deviations and percentiles of the bootstrap populations, the in-
dividual bootstrap iterations k are weighted, based on the goodness of the bootstrap fits
with respect to the original data. Therefor, weights wk are calculated from the residual
sum of squares,

wk = [∑
i

(ε∗
i,k)

2
] = [∑

i
(yi − f ∗

i,k)
2
]. 4.1

Weighted standarddeviations andpercentiles are then calculated based on standardmath-
ematical formulas.

Note that the term “percentile” refers to the cutoff value of a that is larger or equal
then a certain percentage of the distribution. Using percentiles, 100 (1 − α)% confidences
intervals, e. g., of the fit spectrum fi, can be estimated from the bootstrap population,
according to

fCI = ( f ∗
α/2, f ∗

1−α/2) , 4.2

where f ∗
α/2 denotes the α /2 (weighted) percentile of the f ∗

i,k bootstrap distribution. Typ-
ically, 95 % confidence intervals (α = 0.05), corresponding to to a ±2σ interval, will be
used as an indicator for the confidence level of a fit result.

Bootstrapping is a computationally intensive method, since least-squares fits need to
be performed at each iteration step and the bootstrap population size N needs to be suf-
ficiently large to provide statistically meaningful results. The computation time can be
significantly reduced by employing parallel-computing on multiple CPUs (based on the
MATLAB Parallel Computing Toolbox™). Nevertheless, bootstrapping is not feasible for
time-consuming multiparameter fits, where the least-squares regression of a single data
set can easily take several hours—an example is the global multifrequency fit of a-Si:H
EDMR spectra presented in section 5.4. In these cases, errors can only be estimated by
manual variation of fitting parameters and observation of the resulting model function.
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This chapter presents pulsed-EDMR experiments on undoped a-Si:H films, con-
ducted at X-band (9.6 GHz/0.34 T) and mm-waveband (263GHz/9.4 T). Based
on this multifrequency approach, we were able to disentangle the different reso-
nance contributions by means of a global least-squares spectral fit. By measuring
temperature-dependent EDMR spectra, we demonstrate the transition between a
current-quenchning spin-dependent recombination process at room temperature to-
wards a current-enhancing process at cryogenic temperatures.

5.1 INTRODUCTION

The results of previous research, summarized in chapter 3, revealed a number of recombi-
nation and transport pathways that are present in a-Si:H and predominate the electronic
material properties under different conditions. For instance, a complex temperature de-
pendency of the photoconductivity was found: At low temperatures, charge-carrier trans-
port is governed by hopping through the localized band-tail states, whereas at higher tem-
peratures, the transport path is shifted into the extended band states and recombination
via DB defects becomes the dominant current-limiting loss mechanism. The goal of this
thesis is to gain a better understanding of the microscopic nature of electronic transport
processes present in the different temperature regimes, using EDMR to selectively probe
transport and recombination pathways via localized paramagnetic states. This chapter
aims to give an overview of the spin-dependent processes present in a-Si:H. For this pur-
pose, multifrequency EDMR spectra of undoped a-Si:H films have been measured at
temperatures ranging from 10K to room temperature. From these experiments, it will
become evident that the EDMR signals observed at low temperatures are distinctly dif-
ferent from those at room temperature. While this chapter focusses an the transition
between these two distinct regimes, chapters 6 and 7 will then take a deeper look into the
processes at low temperature and room temperature, respectively.

The spectra presented in this chapter have been recorded by means of pulsed EDMR.
As opposed to the conventional CW approach, PEDMR provides not only the magnetic-
field-domain EDMR spectrum, but also the time evolution after theMWpulse. The signal
dynamics can often be utilized to deconvolve overlapping resonances [263, 264]. In addi-
tion, PEDMR allows to directly differentiate between current-quenching and -enhancing
processes from the signal sign, other than in CWEDMR, where magnetic-field (or mi-
crowave) modulation is used, leading to a complex dependency of the signal sign on the
modulation frequency [258].Coherent spin manipulation in PEDMR experiments fur-
ther allow to adapt pulse sequences known from PEPR, in order to perform experiments
based on electrically detected Rabi nutations or electron-spin echoes. Such experiments

71



CHAPTER 5 Multifrequency EDMR on amorphous-silicon

will be presented in chapters 6 and 7. Besides the use of PEDMR, we will also present
spectra recorded at different MW frequencies. This multifrequency approach has the
benefit of (i) enhancing the spectral resolution at higher frequencies and (ii) allowing to
separate field-dependent and field-independent line-shape contributions [264]. There-
for, PEDMR spectra have been recorded at a conventional X-band spectrometer and at a
recently developed 263GHz/12 T setup [26]. A detailed description of the experimental
setups and the data-acquisition and -processing techniques used for PEDMR measure-
ments can be found in section 4.2.

5.2 MATERIALS ANDMETHODS

While the results of this work concern a-Si:H in a general sense, both as a material it-
self and in its role as the prototype amorphous semiconductor, they will also relate to the
application of a-Si:H in photovoltaic devices. In the following chapters, we will therefor
also present EDMR experiments on fully processed a-Si:H solar cells. However, since
this chapter serves as a starting point to understand the spin-dependent processes, the
measurements presented in here have been carried out using plain undoped a-Si:H films.
Thereby, we can assure that the obtained results apply to intrinsic bulk a-Si:H, allowing
to compare them later on to those experiments conducted on solar-cell samples. The
structure and preparation procedure of these a-Si:H film samples is summarized in sec-
tion 4.1.1.

Figure 5.1a shows the room-temperature current-voltage characteristics of the a-Si:H
film sample used for the X-band experiments presented in this chapter. The curve has
been recorded with the sample inserted and contacted in the X-band EDMR setup. The
I-V curves in the dark and under illumination are shown, using the same white-light
source as for theEDMRexperiments. Both in the dark andunder illumination, the sample
exhibits diode characteristics in the range of −0.5V to 0.5V, shifting to ohmic behavior at
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FIGURE5.1 Current-voltagecharacteristics of ana-Si:Hfilmsample investigated in this chapter. The curveswere recorded
with the sample mounted in the X-band EDMR setup under dark (blue) and illuminated conditions. EDMR spectra were
recorded in the ohmic transport region (VB = −1 V).
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higher voltages. All EDMR measurements are carried out under illumination and in the
ohmic regime by applying a bias voltage of 1 V. At room temperature, the photocurrent at
this voltage is about 115 µA for the sample shown in fig. 5.1a. For the EDMR experiments,
multiple samples of the same batch have been used. All samples, however, qualitatively
showed the same I-V characteristics, with the room-temperature photocurrent (at 1 V
bias) varying between 100 µA and 150 µA.

The experiments carried out in this chapter are limited to single-pulse EDMR mea-
surements, where the transient EDMR response is detected as a function of the external
magnetic field at constantMW frequency. Measurement and post-acquisition procedures
are discussed in section 4.3.

5.3 MULTIFREQUENCY PULSED EDMR

Figure 5.2 shows X-band and 263GHz PEDMR spectra recorded at T = 10 K (upper) and
room temperature (lower), respectively. The spectra were recorded by measuring the
transient photocurrent change after a single MW pulse as a function of the external mag-
netic field. The result is a two-dimensional time-field map, from which one-dimensional
PEDMR spectra can be obtained as cross sections, either in time domain at a fixed mag-
netic field or in field domain at a fixed time after the MW pulse. Figure 5.2 displays
magnetic-field-domain cross sections taken immediately after the MW pulse, where the
maximum relative current change was detected.

5.3.1 Resonant photocurrent change
Before discussing the PEDMRspectra themselves, it is worth noting that both the absolute
photocurrent I and the relative current change ΔI /I differ between spectra recorded at
X-band and 263GHz. At room temperature, the photocurrent is larger by a factor of
about 3.5 for the measurement at 263GHz compared to the X-band experiment at the
same temperature, although both experiments were carried out using the same sample
and biasing conditions (VB = −1 V). This can, however, be explained by the different
illumination methods employed in the two different setups. While the same white-light
source was used in both experiments, the light-guiding onto the EDMR sample differed:
At X-band, the light was coupled into the EPR resonator through an optical window using
a gooseneck light guide. For the 263GHz experiment, a single optical fiber was integrated
into the probehead and positioned directly on top of the EDMR sample (see section 4.2).
As a result, different illumination intensities and thus different charge-carrier generation
rates are obtained at X-band and 263GHz leading to different absolute currents at the
same bias voltage. In addition, also the electrical contacts are established differently in
both setups, which further complicates the comparison of absolute current values.

Besides the absolute photocurrent also the relative EDMR current change differs be-
tween X-band and 263GHz by about an order of magnitude at equal temperatures. At
T = 10 K, themaximum relative current change is about 9.5 ⋅ 10−3 (ΔI ≈ 53 nA) at X-band
and about 0.42 ⋅ 10−3 (ΔI ≈ 3.4 nA) at 263GHz. At room temperature, themaximum (ab-
solute) values of ΔI /I are about 5.5 ⋅ 10−6 (ΔI ≈ −640 pA) and 0.59 ⋅ 10−6 (ΔI ≈ −240 pA)
at X-band and 263GHz, respectively. While these values are naturally also impacted by
the different absolute current values, the differences in ΔI /I are certainly also a result of
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CHAPTER 5 Multifrequency EDMR on amorphous-silicon

the different B1 amplitudes used in the experiments. For PEDMR experiments at X-band,
a TWT amplifier with a nominal output power of 1 kW was used to supply high-power
MW pulses. At the time of the experiment, the output power of the 263GHz source was
limited to 15mW, leading the B1 amplitudes that are by orders of magnitude lower than
those obtained at X-band. Furtermore, at X-band, the EDMR sample was placed into a
resonant MW cavity, which further amplifies and concentrates the B1 field at the sam-
ple position. While MW cavities are also available for EPR experiments at 263GHz, the
available sample space in such a high-frequency resonator is by far not sufficient for plac-
ing and contacting EDMR samples. Therefor, a non-resonant probehead was used for
EDMR experiments at 263GHz (see section 4.2.2), where MWs are directly guided onto
the sample as a Gaussian beam. This leads to further loss of B1 and thus signal intensity
as compared to X-band experiments.

Due to the different B1 amplitudes, also very different MW-pulse lengths were required
at X-band and 263GHz. At X-band, pulse lengths of 208 ns and 128 ns were used at
T = 10 K and room temperature, respectively. To set these pulse lengths, Rabi-nutation
experiments were carried out prior to the EDMR measurement. From the resulting nu-
tation frequencies, the π-pulse length required for a PEDMR measurement were read off.
At 263GHz a pulse length of 6 µs was used at all temperatures. Here, the pulse length
was set by maximizing the EDMR signal, as for such long pulses, nutation experiments
in order to measure B1 and the required π-pulse length cannot be conducted.
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FIGURE 5.2 Field-swept pulsed EDMR spectra of a-Si:H films recorded at (a) X-band (9.6GHz) and (b) 263GHz at temper-
atures of 10 K (upper) and 295 K (lower). The spectra show themaximum relative current change after a singleMWpulse.
The dashed colored lines mark the expected resonance positions of CBT/VBT states (blue/green) and DB defects (ma-
genta). The dashed gray line in fig. a marks the broad line-shape component exclusively observed at low temperatures
(see text for further discussion).
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5.3.2 Line shapes
Thefirst immediate observation from fig. 5.2 is the different sign of ΔI /I at low (T = 10 K)
and high temperature (T = 295K). At low temperature, a current-enhancing (ΔI /I > 0)
EDMR signal is observed, while at high temperature, EDMR leads to a quenching of
the current (ΔI /I < 0) after the MW pulse. This observation is consistent with previ-
ous EDMR studies on a-Si:H (see summary in chapter 3). Earlier studies also reported a
current-quenching EDMR signal at room temperature (see, for instance, ref. [60]), com-
monly interpreted to result from spin-dependent recombination of CBT electrons via DB
defects (see section 3.4.1). At cryogenic temperatures, previous reports similarly found
a current-enhancing EDMR signal (for example, ref. [26]). Possible interpretations in-
clude spin-dependent hopping conduction via CBT and VBT electrons and holes (see
section 3.4.2). In order to test these prevailing interpretations of the EDMR spectra ob-
served at different temperatures, it is key to identify the line-shape components resulting
from different paramagnetic centers.

From fig. 5.2, it is evident that not only the signal sign, but also the line shape changes
from low to high temperature. At X-band (fig. 5.2a), a narrow line (ΔB0 ≈ 2mT) is ob-
served at both temperatures, centered at about g = 2.005. This resonance position is close
to the g-values of electrons trapped in CBT states (gCBT ≈ 2.004, blue lines in fig. 5.2) and
singly occupied dangling bonds (gDB = 2.0055, red lines in fig. 5.2). Closer inspection
of the two lines, however, reveals that the high-temperature line is slightly shifted and
broadened towards higher g-values with respect to the low-temperature line. This is con-
sistent with the picture of CBT electrons contributing to both EDMR signals, while a DB
component being present only in the high-temperature (recombination) regime. In the
latter case, one would expect a superposition of the CBT and DB resonances, leading to
a broadening and a g-value shift with respect to the pure CBT resonance.

Besides the narrow central line, the low-temperature X-band spectrum contains an ad-
ditional broad line feature, which is not present in the room-temperature spectrum. This
feature can be approximated by a Gaussian line shape with a FWHM of about 20mT,
centered at about g = 2.008, as indicated by the dashed gray line in the upper plot of
fig. 5.2a. A similar line contributions has also been found in earlier EDMR and ODMR
experiments on a-Si:H (see section 3.4.3). Based on the unusually large line width, the
resonance was associated with dipolar coupled excitonic electron-hole pairs [244]. Un-
ambigious evidence for this assignment, however, is as yet missing.

The 263GHz spectra further reveal pronounced asymmetric line shapes, with addi-
tional contributions at higher g-values around g = 2.01 (green lines). These line compo-
nents are also observed in the X-band spectra, although they are more clearly visible at
263GHz due to the higher g-value resolution. The resonance position suggests an as-
signment to holes trapped in VBT states, as the respective EPR resonance is known to
appear at these g-values in LEPR experiments (see section 3.2.3). The presence of VBT
resonances in the EDMR signals at both low and high temperature is also consistent with
earlier studies. In both cases, their contribution was explained with hopping of holes
through the tail states, which either leads to an increase of the photocurrent at low tem-
perature, where hopping is expected to be the dominant transport mechanism (see sec-
tions 3.3.1 and 3.4.2), or to an enhanced CBT-DB recombination rate as the result of the
enhanced hole mobility towards the recombination site (see section 3.4.1 and ref. [60]).
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CHAPTER 5 Multifrequency EDMR on amorphous-silicon

The direct comparison of the X-band and 263GHz spectra shows that line-shape con-
tributions with different magnetic-field/frequency dependencies are present. This be-
comes obvious when plotting the spectra on a g-value axis, as shown in fig. 5.3. At room
temperature (fig. 5.3b), similar line shapes are observed at X-band and 263GHz. The
X-band spectrum is slightly broadened, which be explained with the presence of both
field-dependent (g-strain) and field-indepedent (e. g., lifetime broadening or unresolved
HFI) broadening mechanisms. The latter has a much lower impact at 263GHz due to the
predominance of field-dependent contributions at higher magnetic fields. The spectra
shown in fig. 5.3b thus demonstrate the enhanced g-value resolution obtained at higher
MW frequency. A much stronger discrepancy between the X-band and 263GHz line
shapes is observed at low temperature (fig. 5.3a). As for the room-temperature spectra,
the X-band spectrum is broadened due to field-indepedent line-width contributions. The
broadening, however, is much more pronounced at low temperature. In particular, broad
wings are present in the X-band, stemming from the 20mT broad g = 2.008 line (red
dashed line in fig. 5.3a). This broad feature is not observed in the 263GHz spectrum,
when plotted on a g-value axis. A close comparison of the spectra in fig. 5.3a yet reveals
that the g = 2.008 line is observed also at 263GHz, although with a much lower g-value
line width (black dashed line in fig. 5.3a). This clearly indicates that the line broadening
of the g = 2.008 component is field-independent, such that g-strain can be excluded as
the primary broadening mechanism. On the contrary, the assignment to dipolar coupled
excitonic electron-hole pairs with a certain distribution of coupling strength, as done in
the past by [244] and Lips et al. [27], is consistent with a field-independent line width.

In summary, the comparison of X-band and 263GHz PEDMR line shapes indicates
that different spin-dependent transport mechanisms cause the EDMR signal in differ-
ent temperature regimes. A current-enhancing process is observed at low temperature,
whereas at a current-quenching process is found at room temperature. A visual line-shape
comparison further shows that different paramagnetic centers are involved in both pro-
cesses. In order to clearly identify these different species, spectral fits will be performed
in the next section, using the above-discussed observations as a starting point.
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FIGURE 5.3 Pulsed EDMR spectra at (a) T = 10 K and (b) T = 295 K plotted on a g-value axis to illustrate the presence of
field-dependent line-broadening mechanisms (g-strain). Black and red traces correspond to the X-band and 263GHz
spectra shown in figs. 5.2a and b, respectively. The dashed vertical lines mark the g-values of the observed resonance
components. The dashed traces in fig. amarks the g = 2.008 line-shape component exhibiting a field-independent line
width of about 20mT (see text for further discussion).
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5.4 SPECTRAL FITTING

Aiming to deconvolve the different line components and assign them to paramagnetic
centers, we fitted the EDMR spectra shown in fig. 5.2 with simulated spectra. Therefore,
we assume that the EDMR spectra can me modeled as a superposition of the EPR res-
onances of the paramagnetic centers identified in the previous section, namely, the res-
onances associated with CBT/VBT states and DB defects as well as the additional field-
independently broadened g = 2.008 resonance. The latter we will for now label as the
triplet-exciton (TE) line, based on the assignment by earlier studies to strongly dipolar
coupled electron-hole pairs forming an excitonic S = 1 state, although a clear proof for
this assumption is as yetmissing. Each of the individual EPR resonances can be described
by a spin Hamiltonian of the form

𝓗 = μBSTgB0 + ∑
j
μN gN,j ITj B0 + h∑

j
STAj Ij. 5.1

The first term represents the electron Zeeman interaction, coupling the electron spin S
to the external magnetic field B0. The second and third denote the nuclear Zeeman in-
teraction of coupled nuclear spins Ij and the HFI that couples these nuclear spins to the
electron spin via the HFI tensors Aj (see section 2.3 for details). The resulting resonances
are convolved with line-broadening functions that can be either field-dependent or field-
independent, yielding a simulated resonance line. These calculated lines for the individual
spectral components can then be summed using weighting factors tomatch to simulation
to the experimental EDMR spectrum.

5.4.1 Global fitting model
If, for the moment, we neglect HFIs and assume only isotropic g-values, the fit param-
eters required to model the EDMR spectra comprise the g-value, field-independent and
-dependent linewidths, aswell as aweighting factor for each spectral component. Assum-
ing three line contributions for each spectrum (CBT/VBT and DB resonances at room
temperature; CBT/VBT and TE lines at T = 10 K), one obtains 12 fitting parameters for
each spectrum (three g-values, six line-width parameters, and three weighting factors).
If applied to a single spectrum, such a fit is clearly over-parametrized and will most cer-
tainly result in a best-fit spectrum that reproduces the experimental data. However, the
present case offers means to substantially reduce the degrees of freedom of the fit.

The availability of EDMR spectra recorded at different MW frequencies and tempera-
tures allows to follow a global fitting strategy by fitting all datasets with the same shared
parameter set, instead of fitting each spectrum one at a time. Since spin-Hamiltonian
parameters and line-broadening parameters do not depend on the MW frequency, the
fit result is constrained to those sets of parameters that reproduce both the X-band and
the 263GHz spectra recorded at the same temperature. Global fitting of multifrequency
spectra thereby allows to distinguish field-dependent and independent line-broadening
mechanisms, which cannot be achieved bv fitting a single EDMR spectrum. Moreover,
our fittingmodel assumes the presence of the CBT andVBT resonance at all temperatures
(altough as the result of different spin-dependent transport processes). To our knowledge,
no temperature dependencies of the CBT and VBT line shapes have been reported in
previous EDMR or LEPR studies. Therefor, the fit parameters should not only be shared
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CHAPTER 5 Multifrequency EDMR on amorphous-silicon

amongst spectra at different MW frequencies, but also amongst spectra at different tem-
peratures. As a result, the spin-Hamiltonian and line-broadening parameters of all four
spectral components will be fit globally, leaving solely the weighting factors of the indi-
vidual components to vary between the EDMR spectra at different temperatures andMW
frequencies,1 Thenumber of fitting parameters is thereby reduced from 12 parameters per
spectrum to 12 global parameters (g-values, g-strain broadenings and field-independent
line widths) and 12 weighting factors for the three components per spectrum.

The degrees of freedom of the fit are further reduced by prior knowledge of a large
part of the fit parameters. Especially, the EPR resonances of the DB defect and CBT/VBT
states have been studied before using both EPR and/or EDMR/ODMR techniques (see
chapter 3). From this earlier research, g-values, line broadenings and HFI parameters are
in part well known and can then be either kept fixed during the fit, or at least serve as a
valid starting point. These known parameters are summarized below for all four spectral
components that we assume for our fitting model:

Danglingbond TheDB resonance has been extensively studied in the past by both EPR and
EDMR (see sections 3.2.1 and 3.4.1). Fehr et al. [148] determined the spin-Hamiltonian
parameters in great detail using a combined approach of multifrequency EPR andDFT
calculations. We thus use these parameters, comprising a rhombic g-tensor, an ax-
ially symmetric A-tensor for the HFI with 29Si nuclei, g- and A-strain and a field-
independent Voigtian line width to account for lifetime broadening and unresolved
HFI. These parameters will be kept fixed and only the weighting factors will be fitted.
The DB resonance will only be included for the room-temperature spectra.

CBT/VBT states The g-values of CBT and VBT states are known from earlier LEPR and
EDMR/ODMR studies (see sections 3.2.3 and 3.4.1). For CBT electrons, an isotropic
g-value of 2.0044 was found, with only little deviation between different studies. This
value will thus also be excluded from the fit. The g-values for VBT holes reported by
different groups, however, spread over amuchwider range at about 2.009 to 2.015, such
that we will leave this value as a fit parameter.2 In addition, g-strain and line-width pa-
rameterswill be included in the fit for both theCBTand theVBT line, since a systematic
line-shape study that distinguishes between field-dependent and -independent broad-
ening for these resonance is not available in the literature. As for the DB defect, Umeda
et al. [150] found HFI with 29Si nuclei for the CBT resonance as the result of a mul-
tifrequency LEPR study. This result is consistent with theoretical calculations by Ishii
and Shimizu [151] (see section 3.2.3 for details). We will include their findings when
simulating the CBT resonance, though without varying the HFI parameters during the
fit. In order to fit the simulations to the experimental data, also A-strain parameters
are required. Since no values are known from literature, we adopt the A-strain param-
eters from the DB defect, noting that the HFI parameters for the CBT state are very
similar to the A-tensor reported for DBs. For the VBT resonance, HFIs were found to
be negligible [150, 151] and will thus be disregarded for the simulations.

TE line While the TE resonance has been observed before in both EDMR and ODMR
1Note that it is tempting to assume also the same spectral weighting factors for X-band and 263GHz spectra recorded at the same temperature.
However, as described in chapter 4, different illumination intensities were used in the different experimental setups. As it is known from
photoluminescence studies that transport channels in a-Si:H can strongly dependent an the charge-carrier generation rate (see section 3.3),
different spectral weights at X-band and 263GHz thus cannot be excluded.

2It is to be noted that several studies reported axial or rhombic g-tensor symmetries [26, 150]. While we will explore this possibility later on,
we will assume an isotropic g-value here, to keep the number of fitting parameters as low as possible.
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spectra of a-Si:H (see section 3.4.3), both its origin and the spin-Hamiltonian param-
eters are to date unknown. Previous studies reported g-values around 2.008, which we
will use as an initial value. Stutzmann and Brandt [244] reported a Gaussian line shape,
which is consistent with our findings. Besides an isotropic g-value, we thus also include
g-strain, as well as a field-independent Gaussian line width into the fit. Note that this
line width is purely phenomenological, since the EDMR spectra alone do not allow
a clear assignment to, e. g., dipolar coupled triplet excitons and a related broadening
mechanism such as D-strain.

Besides the spin-Hamiltonian parameters, two additional field-offset parameters at X-
band and 263GHz, respectively, were included into the fit, as, unfortunately, themagnetic
field was not calibrated properly at the time of the experiments. In particular, at 263GHz,
RF coils were attached to the sample holder (see section 4.2.2), which later turned out to
be inadvertently made of ferromagnetic material and thus exposed the EDMR samples to
a constant offset field of about 8mT. At X-band, an NMR teslameter was used to mea-
sure the magnetic field. Nevertheless, the teslameter was positioned outside of the EPR
resonator, such that a constant offset with respect to the measured field remains at the
sample position. In later experiments (see, e. g., chapter 6), this offset was calibrated by
attaching an EPR field standard close to the EDMR sample. However, during the present
experiments, such a field calibration was not carried out, such that the field-offset has to
remain as a fitting parameter. This, in turn, requires at least one g-value parameter to be
kept fixed during the fit (here, the g-values of the CBT and DB components).

Altogether, we obtain a total of 22 parameters that need to be adjusted to globally fit
the four EDMR spectra:

Two g-values (VBT and TE).
Three g-strain broadening parameters (CBT, VBT and TE).
Three field-independent line widths (CBT, VBT and TE).
Three weighting factors per spectrum (CBT/VBT/TE at T = 10 K; CBT/VBT/DB at
room temperature).
Two field-offset parameters (X-band and 263GHz).

The fitting routine was implemented inMATLAB. Simulated solid-state EPR spectra were
calculated based on eq. 5.1 using the pepper function for powder-averaged EPR spectra
from the EasySpin [43] toolbox. Global fitting was achieved by scaling all four spectra
to equal amplitude and concatenating them into a single dataset. The simulated spectra
were combined in the same way to achieve simultaneous fitting of all experimental spec-
tra. The customly written fitting function is based on the esfit function for nonlinear
least-squares fitting provided by the EasySpin library and uses a Nelder-Mead downhill-
simplex algorithm.

5.4.2 Fit results
The parameter set resulting in the best fit to the experimental data is summarized in
tab. 5.1. Values printed in gray refer to parameters that were kept fixed during the fit,
while upright values denote fitted parameters. The resulting simulated spectra (dashed
lines) are displayed in fig. 5.4 together with the experimental EDMR spectra (solid black
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TABLE 5.1 Spin-Hamiltonian and line-broadeningparameters obtained fromglobally fittingmultifrequency EDMR spec-
tra of a-Si:H recorded at T = 10 K and room temperature. Principal values of the g- and A-tensor are listed together with
the respective strain values (FWHM of a Gaussian distribution), the latter given in parentheses. Weighting factors are
fit for each spectrum individually and are given as intensity weights (integrated signal intensity), normalized to sum to
unity. Values printed in gray were kept fixed during the fit, while black-colored values denote fit parameters.

g-tensor A-tensor a) (MHz) Line widthb) (mT) Weights c)

gx or giso gy gz aiso T ΔBG
0 ΔBL

0 X-band 263GHz
(strain) (strain) (strain) (strain) (strain) 10 K 295K 10K 295K

CBTd) 2.0044 - - 200 40 - 1.00 0.44 0.29 0.32 0.30
(0.0033) (70) (24)

VBT
2.0100 - - - - - 1.20 0.15 0.14 0.37 0.14
(0.0098)

DB e) 2.0079 2.0061 2.0034 190 39 0.13 0.43 - 0.57 - 0.56
(0.0054) (0.0024) (0.0018) (70) (24)

TE
2.0077 - - - - 18.1 - 0.41 - 0.31 -
(0.0036)

a) Isotropic and axial component of an axially symmetric HFI tensor A (see section 2.3.2 for details).
b) Field-independent convolutional broadening, using a Voigtian line shape with Gaussian and Lorentzian FWHM ΔBG0 and ΔBL0 , respectively.
c) Integrated spectral intensities, normalized to sum to unity.
d) Isotropic g-value taken from earlier EPR/EDMR studies (see ref. [17] for a summary). Hyperfine-interaction parameters are based on LEPR results by

Umeda et al. [150] and calculations by Ishii and Shimizu [151]. A-strain parameters were adopted from the DB defect (see text for details).
e) Spin-Hamiltonian parameters taken from Fehr et al. [148] (see text and section 3.2.1 for details).

lines). The gray lines in fig. 5.4 show the fit residuals (difference between the experimen-
tal and the fitted spectra), which are a measure for the quality of the fit. For the 263GHz
spectra, the residual amplitude is below the noise level of the experimental data. For the
X-band spectra, small residuals are observed, although with negligible amplitude com-
pared to the experimental spectra. Our fitting model thus results in a consistent set of
simulated spectra that reproduces the experimental EDMR spectra.

In our fitting model, both the low-temperature and the room-temperature are a su-
perposition of three resonance lines. In both cases, we assign two of these components
to electrons and holes trapped in CBT and VBT states. At room temperature, the third
resonance is the EPR signature of the DB defect, while at low temperature, the ≈20mT
broad line, which we preliminarily labeled as TE resonance. The fit results obtained for
the individual spectral components are in general in good agreement with what has been
reported by earlier studies. For the CBT line, the g-value was taken from literature and
kept unchanged during the fit. Only the line-broadening parameters were fitted, yield-
ing a field-independent Lorentzian line width of 1.0mT and (isotropic) g-strain of 0.0033.
Together, this results in an X-band FWHMof about 1.3mT. For the VBT line, a g-value of
2.010 was found, with g-strain broadening of 0.0098 and a field-independent Lorentzian
line width of 1.2mT, resulting in a total X-band FWHM of about 2.4mT. These results
are in good agreement with earlier reports of the CBT andVBT resonances, studied either
by LEPR or by EDMR/ODMR, such that this assignment seems reasonable for both the
low- and the room-temperature EDMR spectra.

The spin-Hamiltonian parameters for the DB line were adopted from multifrequency
EPR results from Fehr et al. [148]. Together with the CBT and VBT resonances, the com-
bined simulated spectra are in excellent agreement with the room-temperature EDMR
spectra at both X-band and 263GHz. This is consistent with earlier EDMR studies on
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a-Si:H, which identified the same three resonances as the origin of the EDMR signal (see
section 3.4.1). It is interesting to compare the spectral weights of the three components
found at X-band and 263GHz (see tab. 5.1). Although the weighting factors were fitted
individually for each spectrum, we find almost identical weights for both spectra. This re-
sult both supports the validity of the fittingmodel and suggests that the room-temperature
EDMR signal is independent from the illumination conditions, which were substantially
different at X-band and 263GHz.

The fitting model for the T = 10 K spectra assumed the additional TE line to fit the ex-
perimental data. This line has been observed earlier in both EDMR [27, 244] and ODMR
[220, 229, 233, 242, 265] studies with g-values around 2.008 and Gaussian line widths of
about 20mT. We find good agreement with these reported values, obtaining a g-value
of 2.0077 and a field-independent Gaussian line width of 18mT. The 263GHz spectrum
(upper plot in fig. 5.4b) is almost perfectly reproduced by the resulting simulated spec-
trum. However, the X-band simulation (fig. 5.4a) shows slight deviations from the ex-
perimental data on both sides of the central peak. This indicates that the simple model
of a field-independent Gaussian line broadening does not fully reproduce the actual line
shape. Such a deviation would be certainly more pronounced at X-band than at 263GHz,
where the line shape is dominated by field-dependent g-strain broadening. Besides the
lower fit quality compared to the room-temperature spectra, we also find a different be-
havior of the spectral weights. Other than at room-temperature, where identical weights
are obtained at X-band and 263GHz, for the low-temperature spectra, different weight-
ing factors are found: At X-band, the normalized intensity weights are 0.44/0.15/0.41 for
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FIGURE 5.4 Simulated spectra of the (a) X-band and (b) 263GHz PEDMR spectra of a-Si:H shown in fig. 5.2 resulting from
a global simultaneous least-squares fit based on the fitting model discussed in the text. Red dashed lines mark the fit
spectrum resulting as a superposition of the color-coded spectral components. The corresponding fitting parameters
are given in tab. 5.1 (see text for further discussion).
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the CBT/VBT/TE lines, whereas at 263GHz, we find rougly equally distributed weights
of 0.32/0.37/0.31 for the three line components. While this deviance could be an indicator
of a relative change of intensity of the underlying transport mechanisms with changing
experimental conditions (e. g., light intensity and photocurrent), the different weight dis-
tributions may also result from an incorrect line shape of the TE line, which is in turn
compensated by a change of the spectral weights.

5.4.3 Interpretation and assignment to transport processes
The room-temperature fit result, comprising the three resonances of DBs and CBT/VBT
states, is consistent with earlier EDMR studies on a-Si:H. Dersch et al. [60] were the first
to interpret the signal in terms of a spin-dependent recombination of charge carriers via
DBs (see section 3.4.1). A recombination process is in accordance with the negative sign
of the EDMR signal, indicating a current-decreasing process. Dersch et al. assumed a
two-step recombination process: In a first step, an electron trapped in a CBT state tun-
nels into a nearby neutral (singly occupied) DB. This transition (e–D0) is spin-dependent
and explains the observation of the CBT and DB resonances. The second step, which
completes the recombination cycle, is the capture of a hole into the intermediateD− state
(doubly occupied, negatively charged DB). Since this transition is not spin-dependent,
Dersch et al. explained the presence of the VBT resonance with spin-dependent hopping
of holes through the tail states towards the DB site, thereby promoting the recombination
rate (see section 3.4.1 and fig. 3.5b).

This picture for spin-dependent recombination in a-Si:H satisfactorily explains the
presence of all three resonances in the EDMR signal and has therefore been adopted
throughout the literature. Nevertheless, it is not necessarily the only explanation for the
observed signal. In fact, the spectral weights resulting from our fit to some extent contra-
dict this recombination picture. Assuming that the spin-dependent recombination step
is the initial e–D0 transition, one would expect equal intensities of the CBT and DB res-
onances, since flipping either one of the two spins would induce the resonant transition.
On the other hand, the intensity of the VBT line would be independent from the other
two lines if the resonance originated from h–h transitions within the VBT states. From
our fit, we obtain a set of intensity weights of about 0.30/0.14/0.57 for the CBT/VBT/DB
lines, both for the X-band and for the 263GHz spectrum. Certainly, the exact values are
afflictedwith a non-negligible degree of uncertainty, as intensity weights are very sensitive
to slight changes in the line shape (e. g., Gaussian or Lorentzian broadening functions).
However, the fact that we obtain almost equal, independently fitted sets of weights for the
X-band and 263GHz spectra enhances the reliability of the results. Our results suggest
that DB resonance is almost twice as large in intensity than the CBT line, which conflicts
with the recombination picture of Dersch et al.

A possible alternative explanation could be that the spin-dependent recombination
via DBs occurs in two different ways: Either, as proposed by Dersch et al., an initial spin-
dependent e–D0 transition is followed by the capture of hole, or, vice versa, the initial
step is a spin-dependent transition of a VBT hole into the neutral DB (h–D0), completed
by capturing an electron into the intermediate D− state. In this picture, the intensities of
the CBT and VBT lines would still be independent from each other, but the DB intensity
would be expected to match the combined CBT and VBT line intensities, much closer to
our experimental results. Our fit results thus speak for two independent spin-dependent
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5.4 Spectral fitting

recombination processes of both CBT electrons and VBT holes via DB defects. Never-
theless, based on the EDMR spectrum alone, it is difficult to definitively choose between
the two recombination models.

While the interpretation of the room-temperature signal in terms of spin-dependent
recombination channels via DBs provides a solid explanation of the experimental data,
the situation for the low-temperature case is less clear. The global fitting strategy revealed
that the CBT and VBT resonances are present at both temperatures, whereas the DB line
is only observed at room temperature. The positive signal sign at low temperature in-
dicates a current-enhancing process. Since, at temperatures T ≲ 100K, charge-carrier
transport in a-Si:H is dominated by hopping conduction within the band-tail states (see
section 3.3.1), the observation of current-enhancing CBT and VBT resonances has com-
monly been assigned to spin-dependent hopping transitions e–e and h–h via the respec-
tive tail states [27, 69, 72, 77, 226].

The origin of the broad TE line, which we fitted with a simple Gaussian broadening
function with a FWHM of 18mT, remains elusive. Based on the unusually large field-
independent line width, we will tentatively follow the assignment of previous studies to
strongly dipolar coupled S = 1 states. A distribution of spin-spin distances and dipolar
coupling strength can explain the observed line shapes in terms of a superposition of
Pake patterns. It is tempting to assign the resonance to TEs formed by strongly coupled
electron-hole pairs trapped in CBT and VBT states in close proximity, since the observed
g-value is close to the arithmetic mean (gCBT + gVBT) /2 = (2.0044 + 2.0100) /2 = 2.0072.
The nature of the spin-dependent transport channel, however, remains unclear. Evidence
for recombination channels of geminate triplet excitons has been obtains from photo-
luminescence spectrocopy [206, 210] (see section 3.3.2) and pulsed ODMR [246, 248].
Geminate-pair recombination, however, does not affect photoconductivity. Moreover,
the TE line is observed as a current-enhancing signal, such that an excitonic recombina-
tion channel alone cannot explain the EDMR signal. Possible explanations include spin-
dependent dissociation of strongly coupled geminate pairs or three-particle processes,
e. g., an Auger-recombination channel. Meier et al. [98] recently identified an Auger-like
spin-dependent recombination process as the origin of similar EDMR signal in micro-
crystalline silicon (µc-Si:H). An excitonic EDMR signal has also been identified from
ED-Rabi nutations on amorphous silicon nitride (a-Si1−xNx:H) [266]. Based on the data
presented in this chapter, however, we can neither prove the excitonic nature of the TE
line in a-Si:H, nor draw conclusions regarding a potentially similar origin as those S = 1
signals found in µc-Si:H or a-Si1−xNx:H. We will address this issue in chapter 6, where we
present conclusive evidence for strongly coupled electron-hole pairs, based on a compre-
hensive PEDMR study carried out at low temperature.

A number of open question remain concerning the interpretation of the two EDMR
signals observed at high and low temperature. However, the results discussed in this sec-
tion clearly show that two different spin-dependent processes lead to the EDMR signals
at different temperatures. In the section, we will investigate the transition between the
two temperature regimes by analyzing EDMR signals recorded over the full temperature
range from 10K to room temperature.
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CHAPTER 5 Multifrequency EDMR on amorphous-silicon

5.5 TEMPERATURE DEPENDENCY

To understand the temperature dependency of the EDMR signal of a-Si:H, the PEDMR
experiment conducted at T = 10 K and room temperature before was repeated at inter-
mediate temperatures ranging from 30K to 150K. Due to a number of broken samples
over the course of the measurements and the lack of further functioning a-Si:H EDMR
film samples, the series of temperature-dependent PEDMR experiments could only be
carried out at 263GHz, such that no multifrequency data is available over the full tem-
perature range.

5.5.1 Temperature-dependent pulsed-EDMR spectra
At each temperature, the two-dimensional time-field map was recorded by measuring
the transient photocurrent change after the MW pulse as a function of the applied mag-
netic field. While in the previous sections we only used single field-domain slices of this
two-dimensional signal for the spectral analysis, in the following we will make use of the
entire time-dependent signal, aiming to seperate the different EDMR signal components
based on their different dynamics. Therefor, fig. 5.5a exemplarily shows the full PEDMR
signal map measured at T = 40K. In fig. 5.5b, the photocurrent response at a magnetic
field of 9374mT (g = 2.0045) is shown, where the maximum EDMR signal is observed.
This transient current signal has a positive maximum at t = 0 µs, immediately after the
MW pulse, and a negative maximum of roughly equal amplitude at t = 12.4 µs, before
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FIGURE 5.5 Field-swept PEDMR spectrum of a-Si:H recorded at a MW frequency of 263GHz and T = 40 K. (a) Two-
dimensional magnetic-field/time map recorded by measuring the transient current response after the MW pulse as a
function of the applied magnetic field. The dashed lines mark the positions of maxima and minima, corresponding to
the time- and field-domain slices shown in figs. b and c, respectively. (b) Transient photocurrent at B0 = 9374mT, where
the maximum EDMR signal is observed. (c) Magnetic-field-domain slices at times t = 0 µs (blue) and t = 12.4 µs (red)
after the pulse, where the maximum and mininum resonant current change is observed. Current values are relative to
the absolute photocurrent (I = 16.6 µA).
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decaying to equilibrium (ΔI /I = 0). The field-domain cross sections through the signal
map at these times are shown in fig. 5.5c. It is evident that the spectra corresponding
to the positive (red) and negative (blue) maxima not only differ in sign, but also exhibit
different line shapes. A qualitative comparison of these two spectra with the EDMR spec-
tra at T = 10 K and room temperature indicates that the positive spectrum has a similar
shape as the T = 10 K signal, while the negative signal resembles the room-temperature
spectrum. Already from this visual analysis, it can be supposed that at an intermediate
temperature of 40K both spin-dependent processes coexist. Based on their different dy-
namics, PEDMR is able to separate the corresponding signals in the time domain.

To evaluate the EDMR signals at all intermediate temperatures, fig. 5.6 shows time- and
field-domain signals at temperatures ranging from 10K to room temperature. Instead of
plotting the full signal maps, fig. 5.6a plots the integrated transient photocurrent change,
obtained by integrating over the entire EDMR signal in field domain. These transients,
containing the dynamics of all signal components, provide amore straightforward visual-
ization of the temperature dependency than a comparison of the entire two-dimensional
signals. At temperatures T ≤ 50K, the transient signals exhibit a positive maximum im-
mediately after the MW pulse (t = 0 µs), followed by a negative maximum reached at
times between 0.5 µs (T = 295K) and 29 µs (T = 10 K), as marked by the red circles in
fig. 5.6a. The corresponding field-domain EDMR spectra are shown in figs. 5.6b and c.

The transient signals in fig. 5.6a clearly show the transition from a current-enhancing
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FIGURE 5.6 Temperature-dependent PEDMR spectra of a-Si:H recorded at aMW frequency of 263GHz, recordedbymea-
suring the transient current response after the MW pulse as a function of the applied magnetic field. (a) Integrated tran-
sient photocurrent reponse, obtained from integrating the two-dimensional signal map in magnetic-field domain. Sig-
nals are normalized to equal peak-to-peak amplitude. Red circles indicate the positive and negative maximum current
changes, corresponding to the field-domain spectra shown in figs. b and c, respectively. (b)Magnetic-field-domain slices
at times t = 0 µs after the MW pulse, where the maximum positive signal is observed. (c) Field-domain slices at times t
after the pulse, as indicated, corresponding to the negative minima marked by the red circles in fig. a.
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EDMR signal at T = 10 K to a purely current-quenching signal at T ≥ 150K. At temper-
atures T ≤ 50K, the initial positive current change is visible. The corresponding spectra
in fig. 5.6b all exhibit a similar line shape, with a characteristic bulge on the low-field field
of the peak (B0 ≈ 9350mT), which, based on the fit results from section 5.4, indicate a
contribution from the TE line (compare fig. 5.4b). This bulge is missing for the spectra in
fig. 5.6c, corresponding to the negative maxima. Two different spin-dependent processes
thus lead to the EDMR signals of a-Si:H: A current-enhancing process, dominating at
low temperatures, outweighted by the current-quenchingDB recombination process with
increasing temperature. At intermediate temperatures (T = 30–50K), where both pro-
cesses appear to coexist, the positive signal decays on a faster timescale than the negative
signal. Morevoer, with increasing temperature, the decay times of both signals shorten,
which is evident from the transients in fig. 5.6a and the time points of the maximum
negative current change listed in fig. 5.6c.

5.5.2 Time-domain spectral deconvolution
To further evaluate the temperature-dependent transition of the EDMR signal, we decon-
volved the two-dimensional PEDMR signals in the time domain, by using the fit results
from section 5.4. Therefor, we fitted a simulated spectrum to each field-domain slice of
the signals, based on the parameters listed in tab. 5.1. Solely the spectral weights were var-
ied, while all other parameters were kept fixed. Exemplarily, the resulting fits are shown
in fig. 5.7a for selected field-domain slices of the spectrum recorded at T = 40K. Repeat-
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FIGURE 5.7 (a) Magnetic-field- and (b) time-domain cross sections of the T = 40 K two-dimensional PEDMR spectrum
(fig. 5.5a) at different times t and g-values, as indicated. The dashed lines show the result of spectral least-squares fit that
uses the spin-Hamiltonian parameters of tab. 5.1 and leaves only the spectral weights as fitting parameters (see text for
further details).
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ing this fit over the entire time range yields component-wise PEDMR transients, as shown
in fig. 5.7b. This method allows to separate the time-domain signals of the overlapping
spectral contributions and study their dynamics apart from each other.

Two-dimensional fits, following the above-described procedure, were carried out for all
263GHz PEDMR spectra between T = 10 K and room temperature. To compare the dy-
namics of the different line components, fig. 5.8 plots the transients obtained by integrat-
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FIGURE 5.8 Time-domain deconvolution of the 263GHz PEDMR signals as a function of temperature. The plotted tran-
sients correspond the integrated peak intensities of the different spectral components, obtained by fitting all field-
domain slices with the spin-Hamiltonian parameters listed in tab. 5.1 (see text for further discussion). The transients
are normalized to a summed peak-to-peak amplitude of one.
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ing the simulated spectra of the individual spectral components along the magnetic-field
axis. The resulting curves can be considered as the transient PEDMR signal associated
with the particular resonance lines of our fitting model.

At T = 10 K (fig. 5.8a), the two-dimensional PEDMR signal is a superposition of the
CBT/VBT lines and the TE resonance. The deconvolved transients exhibit approximately
equal amplitude, consistent with the result of the multifrequency fit. Interestingly, also
the dynamics of the three resonances exhibit no perceptive difference. All three tran-
sients follow a biexponential decay with a fast positive (τ ≤ 6 µs) and a slow negative de-
cay (τ ≈ 50 µs). Note that the fast decay might be limited by the time resolution of the
current-detection system, which was set to low-pass-filter time constant of 5 µs during
the experiment. While this setting was chosen to increase the SNR and enable reasonable
data-acquisition times, it limits the information that can be gained by comparing absolute
values of decay rates.

At high temperatures (T ≥ 150K, figs. 5.8g and h), the spectrum is fitted with the tail-
state and the DB resonances. Again, we do not observe any marked difference between
the signal dynamics. The relative intensities of the deconvolved transients reproduce an
important observation, which we alreadymade from themultifrequency fit: The intensity
of DB resonance is significantly larger than the CBT and VBT intensities. As discussed
above, this finding indicates that both e–D0 and h–D0 transitions may contribute to spin-
dependent recombination.

The intermediate temperatures (T = 30–90K, figs. 5.8b–f) represent the transition
regime between low- and high-temperature transport. The TE resonance is observed up
to temperatures of about 50–70K, whereas the DB intensity gradually increases with ris-
ing temperature. Note that also the decay rates of all resonance increase with temperature.
Therefor, we cannot exclude that the TEs are involved in spin-dependent transport also
at higher temperature, but might not be detectable with the given time resolution.

An interesting observation is made by comparing the negative-transient intensities
at intermediate temperatures (T = 50–90K) to those in the high-temperature regime
(T = 150–295K). Whereas at high temperatures, the DB resonance exhibits the largest
intensity, stronger quenching contribution are found for the CBT and VBT lines in the
intermediate-temperature regime. At these temperatures, electronic transport is still dom-
inated by hopping conduction within the tail states (see section 3.3.1). Therefor, this
finding could be explained by spin-dependent hopping of both electrons and holes to-
wards DB sites, both enhancing the recombination rate. Alternatively, a different spin-
dependent recombination channel (e. g., direct distant-pair recombination of CBT elec-
trons and VBT holes) might compete with DB-mediated recombination at these temper-
atures, giving rise to an additional EDMR quenching signal. In the scope of this work, we
did not carry out sufficient experiments in the intermediate-temperature region to fully
resolve the origin of the observed intensity dependence. Despite these remaining unclar-
ities concerning the entire temperature dependency of the EDMR signal, the results in
fig. 5.8 clearly visualize the transition from low-temperature spin-dependent current en-
hancing to the room-temperature current-quenching recombination signal. The distinc-
tively different line shapes at low and high temperatures and the opposing signal signs
indicate that different spin-dependent transport and recombination channels dominate
at different temperatures.
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5.6 SUMMARY AND CONCLUSION

Using magnetic-field-/frequency- and temperature-dependent PEDMR experiments, we
were able to distinguish two fundamentally different spin-dependent processes. Bymeans
of a global least-squares fitting routine, we could reproduce the experimental data with
simulated spectra and thereby identify paramagnetic species involved in the current-
limiting processes.

At room temperature, we assign the spin-dependent current decrease to a non-radiative
recombination channel via DB defects. We find EDMR resonances of DBs as well as of
electrons and holes trapped in CBT and VBT states, respectively. This observation is con-
sistent with earlier interpretations in terms of spin-dependent tunneling of CBT electrons
into neutral DBs, followed by the capture of a hole. The presence of a VBT resonance is
explained by spin-dependent hopping of holes towards the recombination site, promot-
ing the recombination rate. However, we note that also the inverse scenario, that is, an
initial spin-dependent h-D0 transition, can explain the data. Based on our findings in this
chapter, we cannot finally decide on either of the two recombination mechanisms.

The current-quenching EDMR signal observed at low temperatures exhibits the EPR
signatures ofCBTelectrons andVBTholes aswell as a third broad resonance at g = 2.0077
with a field-independent line width of 18mT. The CBT and VBT resonances have pre-
viously been explained with spin-dependent hopping conduction. This assignment is
reasonable, considering that the current-enhancing signal is observed at temperatures
T ≲ 50K, where transport in a-Si:H is dominated by tail-state hopping conduction. The
broad line is tentatively assigned to dipolar coupled S = 1 excitons, following the argu-
ment of previous authors (see section 3.4.3). This assertion, however, cannot be conclu-
sively proven based on the EDMR spectra alone. Further experiments are thus required
to elucidate the nature of the underlying charge-transport mechanism, which will be pre-
sented in the next chapter.

The experiments presented in this chapter were conducted on undoped a-Si:H film
samples. This suggests that the observed spin-dependent transport and recombination
channels are intrinsic features of a-Si:H. This finding lays the basis for experiments on
fully processed devices incorporating a-Si:H, and facilitate the separation of processes
that, for instance, are observed at interfaces to c-Si layers in state-of-the-art heterojunc-
tion solar cells. In the next chapter, we will take our investigations one step further by
studying the low-temperature process in more detail, based on PEDMR experiments on
a-Si:H pin solar cells.
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In this chapter, we present the results of a comprehensive X-band PEDMR study, con-
ducted on a-Si:H pin solar cells at T = 10 K. Using electrically detection nutation
experiments and the first-time observation of a half-field resonance in the EDMR
spectrum of a-Si:H, we unambiguously prove the S = 1 character of the g = 2.008 res-
onance. We show that the underlying paramagnetic state is a strongly dipolar and
exchange coupled exciton with an average localization length of 5 �A, involved in a
spin-dependent three-particle Auger-like recombination process. By complementing
EDMR with transient-EPR (TREPR) experiments, we further demonstrate that light-
generated triplet excitons can also be detected in the EPR spectrum of a-Si:H. Fol-
lowing the dynamics of the TREPR signal, allows to directly correlated excitons to the
fundamental charge-separation mechanism in a-Si:H.

6.1 INTRODUCTION

The previous chapter has revealed two characteristic EDMR signals of instrinsic a-Si:H
that lead to resonant quenching and enhancing of the photocurrent at room temperature
and cryogenic temperatures, respectively. In this chapter, we will take a deeper look into
the low-temperature signal, aiming to unravel the underlying transport process. In addi-
tion, we go a step further into the direction of real applications of a-Si:H by conducting
EDMR experiments on operating pin solar cells.

As has become evident in the previous chapter, a thorough understanding of the elec-
tronic channels causing the EDMR signals cannot be developed solely based on the iden-
tification of paramagnetic states. More specific experiments are required, for instance, to
clarify the origin of the broad g = 2.008 resonance and the associated transport mech-
anism. A broad range of experiments have arisen from the rapid evolution of PEDMR
techniques over the course of the last 15 years, expanding the scope of information that
can be gathered fromEDMR spectroscopy. Considering the immense diversity of pulsed-
EPR detection sequences and the fact thatmany of these experiments could potentially be
translated into equivalent EDMR experiments, this development is far from being com-
pleted. A particular breakthrough was the electrical detection of Hahn spin echoes [78],
which allows for a straightforward setup of new PEDMR sequences based on existing
PEPR experiments (see section 2.5.7). This capability has subsequently been exploited
to electrically detect spin relaxation based on echo-decay [267] and inversion-recovery
[268] experiments, or to measure spin-spin interactions by ED-ELDOR [22] and ED-
DEER [24] or electrically detected hyperfine spectroscopy [23, 25].

In the following, we will employ apply PEDMR toolbox to a-Si:H and thereby gain de-
tailed insight into the charge-transport mechanisms at low temperatures. We will find
that the EDMR signature of a-Si:H pin solar cells features the same characteristic shape
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observed for the intrinsic material. Wewill then employ electrically detected nutation ex-
periments to separate to resonances stemming for S = 1/2 doublet states and S = 1 triplet
excitons. This is the first direct proof for an excitonic origin of the broad g = 2.008 res-
onance. In the course of these experiments, we developed a novel PEDMR detection
scheme based on the phase-inverted echo-amplitude-detected nutation (PEANUT) se-
quence [35], well established for measuring nutation-frequency-correlated EPR spectra.
Moreover, we utilize electrically detected ELDOR (ED-ELDOR) experiments to reveal
the nanoscopic transport process that causes the excitonic EDMR resonance.

Finally, we will complement the PEDMR study with transient-EPR (TREPR) experi-
ments and density-functional-theory (DFT) calculations. By means of TREPR, we will,
for the first time, detect the characteristic signatures of spin-correlated electron-hole pairs
and triplet excitons in the EPR spectrum of a-Si:H. We will demonstrate that these light-
generated paramagnetic states are directly involved in the charge-separation mechanism
of a-Si:H. Ab-initio DFT calculations will further provide structural models for the para-
magnetic states involved in low-temperature spin-dependent transport and thereby cor-
roborate our experimental results.

6.2 MATERIALS ANDMETHODS

Experimental setups as well as and the sample design and preparation procedures are
summarized chapter 4. Here, we will only briefly describe the specific properties of a-
Si:H pin solar cell samples and discuss experimental details, such as magnetic-field cal-
ibration results, relevant for the experiments present in this chapter. Other than in the
previous chapter, we will employ a broad range of pulsed EDMR techniques to elucidate
the origin of the low-temperature EDMR signal of a-Si:H. The experimental details and
data-processing strategies for these techniques, some of which represent novel PEDMR
detection schemes, will be discussed in the respective sections of this chapter.

6.2.1 Samples
Amorphous-silicon pin solar cells were prepared by PECVD, as described in section 4.1.1,
resulting in a total batch of 18 samples. The individual samples were compared based
on the current-voltage characteristics and room-temperature CWEDMR signatures. All
samples exhibited qualitatively similar behavior, with slightly varying solar-cell parame-
ters (open-circuit voltage, short-circuit current, filling factor, series and shunt resistance)
and EDMR signal intensities. Based on the SNR of the EDMR signal, a single sample was
selected for the EDMR measurements presented in this chapter.

Figure 6.1a shows the room-temperature current-voltage characteristics of the selected
sample. We do not explicitly report solar-cell parameters, since these I-V curves have
not been recorded under standard test conditions (AM1.5 illumination, 25 ∘C, four-point-
probe connections), but with the sample inserted and contacted in the X-band EDMR
setup. Nevertheless, the room-temperature I-V curve exhibit characteristic features of
pin solar cells. Under reverse-bias conditions (V < 0), a photocurrent is observed under
illumination (Iph ≈ −45 µA). In this regime, the solar-cell current is dominated by drift,
which is independent of the bias voltage. The increasing current observed with increased
reverse bias, both in the dark and under illumination, is due to shunts that are presumably
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induced when cutting the sample by means of laser scribing. Under low forward-bias
conditions (V ≲ 0.6V), the dark current is predominantly due to charge-carrier diffusion
and recombination of electrons and holes in the space-charge region. This leads to the
characteristic shoulder observed in the dark I-V curve. At higher forward-bias voltages,
charge-carrier drift outweighs diffusion due to the strong injection of electrons and holes
[68, 238], giving rise to an exponential increase of the solar-cell current, both in the dark
and under illumination. In this regime, the current is limited by the series resistance, both
of the a-Si:H emitter and the electrical contacts.

The low-temperature I-V curve is shown in fig. 6.1b. Although the sample still exhibits
solar-cell characteristics, the shape of the I-V curve is significantly different with respect
to room temperature. Much lower currents are observed due to the low conductivity of
a-Si:H at low temperatures (see chapter 3). Also the open-circuit voltage is decreased, as
a result of the low charge-carrier density.

The EDMR experiments presented in this chapter were conducted under illumination
and short-circuit (V = 0) or slight reverse-bias (V > −0.3V) conditions. In this regime,
the current is predominantly due to drift induced by the electric field over the pin junction.
The observed photocurrents were between 0.5 µA and 3 µA. Note that the precise abso-
lute current values at low temperatures were not reproducible after temperature changes
in between different measurement series. This is potentially due to the fragile electri-
cal contacts to the EDMR sample, which were established using silver paint. After each
heating/cooling cycle (e. g., heating up to room temperature and cooling back down to
T = 10 K), the contact resistance is slightly different, such that equal measurement con-
ditions (temperature, illumination and bias voltage) may lead to different currrents. (In
fact, very fast temperature changes, e. g., shock-freezing from room to liquid-helium tem-
perature will almost certainly lead to contact breaking.) Even though absolute and rela-
tive current changes can thus not be compared quantitatively in between measurements,
EDMR line shapes were unaffected by thermal cycling or replacement of electrical con-
tacts.
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FIGURE 6.1 (a) Room-temperature and (b) low-temperature current-voltage characteristics of the a-Si:H pin solar-cell
sample used for the EDMR experiments presented in this chapter. The curves were recorded with the sample mounted
in the EDMR setup. Blue curves were measured in the dark and red curves under illumination with the same white-light
source used for the EDMR experiments. Dotted lines plot the I-V curves on a logarithmic scale. All EDMR experiments
were carried out at T = 10 K under illumination and short-circuit (V = 0) or slight reverse-bias (V > −0.3 V)) conditions.

93
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6.2.2 EDMR experiments
All EDMR experiments presented in this chapter were carried out at X-band (see sec-
tion 4.2.1 for details concerning the experimental setup) and T = 10 K. Other than in the
previous chapter, the range of experiments comprises not only CW and single-pulsemea-
surements of EDMR spectra, but also a number of more advanced PEDMR techniques,
such as electrically detected nutation experiments or ED-ELDOR measurements. These
techniques will be described in detail in the particular sections of this chapter.

For accurate determination of g-values and microwave-field amplitudes B1, the am-
plitudes of B0 and B1 need to be calibrated at the position of the EDMR sample. The
external magnetic field B0 was measured during all measurements using an NMR tes-
lameter (see section 4.2). However, this measurement was taken outside of the EPR res-
onator, resulting in a field offset on the order of a few Gauss with respect to the actual
sample position. Therefor a small crumb of 2,2-diphenyl-1-picrylhydrazyl (DPPH) was
glued onto the glass substrate, in direct vicinity of the EDMR sample. The g-value of
DPPH (g = 2.0036(2) [269]) was then used to calibrate the magnetic-field axis, based on
a CWEPR measurement. The CWEPR spectrum of DPPH is shown in fig. 6.2a. The
field offset ΔB0 = Bmeasured

0 − Bactual
0 was extracted by least-squares fitting the experimen-

tal data with a simulated spectrum using the EasySpin [43] library. The fit parameters
were ΔB0 and the field-independent line width of a convolutional Voigtian broadening
function. The resulting fit is marked by the red curve in fig. 6.2a and resulted in a field
offset of 0.20(4) mT. This value was used for calibrating B0 throughout this chapter.

Similarly, the microwave magnetic-field amplitude B1 needs to be calibrated, in or-
der to determine, for instance, nutation frequencies obtained from electrically detected
Rabi-nutation experiments. Calibration of B1 was achieved by recording FID-detected
Rabi nutations at the center of the DPPH resonance as a function of B1. We will discuss
the procedure of Rabi-nutation measurements at this point, since a detailed description,
although for the case of electrical detection, can be found in section 6.4. Nutation fre-
quency were read off from the time-domain Rabi traces by calculating the FFT spectra.
The resulting nutation frequencies are plotted in fig. 6.2b. Due to the direct proportion-
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FIGURE 6.2 Calibration of B0 and B1 using the EPR signal of DPPH. (a) Continuous-wave EPR spectrum of DPPH. The
red curve shows a simulated spectrum obtained from a least-squares fit, with a fixed isotropic g-value and a field-
independent Voigtian line shape, yielding a measure for the field offset ΔB0. (b) Nutation frequencies obtained by FID-
detected Rabi nutation measurements in the center of the DPPH resonance as a function of the microwave attenuation.
Linear regression yields a calibration of B1 at 0dB.
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6.3 Low-temperature pulsed EDMR

ality of the on-resonance nutation frequencies of S = 1/2 spin states to B1 (Ω = γB1), the
obtained values can be used to calibrate B1 at a given microwave power. The value of B1 at
a microwave attenuation of 0 dB was dermined by linear regression, as shown in fig. 6.2b,
resulting in a value of 1.92(7) mT. Both calibration measurements were repeated several
times over the course of the experiments, yielding reproducible results.

6.3 LOW-TEMPERATURE PULSED EDMR

Thestarting point for the study presented in this chapter is the low-temperature (T = 10 K)
X-band PEDMR spectrum of an a-Si:H pin solar cell, which is shown is fig. 6.3. The two-
dimensional spectrum, obtained bymeasuringΔI(t) after aMWpulse of length tP = 40 ns
as a function of the appliedmagnetic field, is shown in fig. 6.3a. Amaximumpositive cur-
rent change ΔI /I = 3.5 % is detected at a magnetic field of 342mT (g ≈ 2.005) and a time
t = 1.3 µs after the pulse (dashed lines in fig. 6.3a). The corresponding time- and field-
domain cross sections are shown in figs. 6.3b and c, respectively.

Both the transient current response and the field-domain spectrum closely resemble
the equivalent PEDMR signals of undoped a-Si:H films, discussed in the previous chap-
ter. In section 5.4, we fitted the X-band and 263GHz spectra of a-Si:H film samples us-
ing a global multifrequency fit approach. At T = 10 K, the spectra could be simulated
as a superposition of CBT and VBT resonances centered at g = 2.0044 and g = 2.010,
respectively, as well as the additional broad triplet-exciton (TE) resonance at g ≈ 2.008.
The latter was tentatively assigned to dipolar coupled excitons, following the argument
of previous authors (see section 3.4.3). Assuming the same superposition of CBT, VBT
and TE lines to produce the EDMR response of a-Si:H pin solar cells, we used the param-
eters listed in tab. 5.1 to fit the spectrum shown in fig. 6.3b. Only spectral weights and a
magnetic-field offset parameter, which takes into account the lack of a proper field cali-
bration in chapter 5, were used as fit parameters. The resulting fit is included in fig. 6.3b.
As in section 5.5.2, we used the individual CBT, VBT and TE line shapes obtained from
the fit to deconvolve the entire PEDMR spectrum in the time domain. Therefor, we fit-
ted each field-domain slice as a superposition of these three resonances, only leaving the
amplitudes as fit parameters. The resulting integrated component-wise peak intensities
are plotted in the insert of fig. 6.3c, normalized to a summed amplitude of one.

The spectral fit in fig. 6.3b is in good agreement with the experimental spectrum, al-
though slight deviations are found on both sides of the narrow central peak, as can be
seen from the residual plot (gray line in fig. 6.3b). A similar discrepancy had been found
when fitting for themultifrequency fit of the a-Si:H-film spectra (compare fig. 5.4a). Since
the fit residuals appear symmetric with respect to the TE line, this had been interpreted
as an indicator of an incomplete fitting model, when approximating the TE line with a
simple Gaussian line. The time-domain deconvolution in terms of the three fit compo-
nents, shown in the insert of fig. 6.3c, exhibits different relative amplitudes for the three
resonances, other than for the a-Si:H films, where we found roughly equally distributed
weights (compare fig. 5.8a). However, the two-dimensional fit in section 5.5.2 was per-
formed based on 263GHz spectra, such that this differencemay be a result of an incorrect
TE line shape, leading to different relative weights at X-band and 263GHz. Besides the
different relative amplitudes, the transients associated with the three resonances, how-

95



CHAPTER 6 Low-temperature transport in a-Si:H solar cells

ever, exhibit very similar dynamics. If scaled to equal amplitude, the traces shown in
fig. 6.3c almost match each other. The same observation had been made for the respec-
tive deconvolved transients of a-Si:H films. In view of the uncertainties regarding the
line shapes used for the spectral deconvolution, we can thus neither draw conclusion re-
garding different spin-dependent transport channels associated with the resonances, nor
separate their spectra in the time domain.

When comparing the maximum resonant current changes, one notices an increased
signal intensity for pin solar cells compared to the films. Both absolute and relative cur-
rent changes at X-band are larger by factors of about ten and four, respectively. It is tempt-
ing to interpret this observation in terms of the different electronic transport properties
of bulk a-Si:H and pin structure. However, we have already noted in section 6.2.1 that ab-
solute photocurrents exhibit little reproducibility at low temperatures due to the strong
temperature dependency of the contact resistance. Therefor, it is doubtful, how much
information can be extracted from the magnitudes of ΔI /I at low temperature and we
refrain from interpretations based on signal-intensity comparison.

The PEDMR spectrum of a-Si:H pin solar cells can be fitted with the same spectral
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FIGURE 6.3 Low-temperature (T = 10 K), field-swept X-band PEDMR spectrum of an a-Si:H pin solar cell recorded under
illumination and short-circuit conditions (VB = 0 V). (a) Two-dimensional magnetic-field/timemap recorded bymeasur-
ing the transient current response after the MW pulse as a function of the applied magnetic field. Current values are
relative to the absolute photocurrent (I = 2.4 µA). The dashed lines mark the positions of maxima and minima, corre-
sponding to the time- and field-domain slices shown in figs. c and b, respectively. (b) Magnetic-field-domain slice at
t = 1.3 µs after the pulse, where the maximum EDMR signal is observed. Dashed lines mark a least-squares fit using the
results from section 5.4 (see text for discussion). (c) Transient photocurrent at B0 = 342mT. The insert shows the relative
integrated fit-component intensities as a function of time.
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6.4 Electrically detected transient nutations

components as the spectra of undoped a-Si:H films. We thus conclude that the same spin-
dependent, current-enhancing transport mechanism causes the low-temperature EDMR
signal in both types of samples. This finding allows to associate the signal with processes
within the intrinsic bulk a-Si:H layer of the pin structure and renders strong contributions
from the p- and n-doped µc-Si:H contact layers unlikely. Therefor, the interpretation of
the resonance in terms of spin-dependent transport channels follows the same arguments
discussed in section 5.4.3. By comparison with LEPR studies on a-Si:H (see section 3.2.3),
we assign the central resonances to electrons and holes trapped in CBT and VBT states.
Spin-dependent e–e and h–h hopping transitions via nearby tail states (see section 3.4.2)
has prevailed as an obvious explanation throughout previous low-temperature EDMR
studies [27, 69, 72, 77, 226], as hopping conduction has been identified as the dominating
charge-transport mechanism at temperatures T ≲ 100K (see section 3.3.1).

The spin-dependent transport channel associated with the TE resonance, on the other
hand, is yet unknown. The assignment to dipolar coupled electron-hole pairs, forming
excitonic triplet states (S = 1), was proposed by Brandt and Stutzmann [244] based on
the large field-independent line width. They explained the broad Gaussian line shape
with a distribution on spin-spin distances and dipolar coupling strengths owing to the
network disorder in a-Si:H. This would produce an approximate Gaussian shape instead
of thewell-resolved Pake pattern that is typically observed for dipolar coupled S = 1 states.
Alternatively, Lips et al. [27] proposed an explanation in terms of exchange coupled e–h
pairs, based on the observation that gTE ≈ (gCBT + gVBT) /2. A broad distribution of e–h
distanceswould yield a distribution of g-values that could also explain the line shape. Note
that both interpretations were solely based on the unusually large X-band line width and
by excluding other broadening mechanisms such as lifetime or MW-power broadening,
hyperfine interactions or g-tensor anisotropy [244]. Limited to CWEDMR detection, an
unambigious proof of S = 1 triplet states, at the time, was not possible.

Modern PEDMR techniques offers a broad range of experiments that allow to gain
further insight into the origin of the resonance. In the following, we will exploit these
capabilities, aiming to understand the origin of the low-temperature EDMR signal and
assign it to spin-dependent transport channels in a-Si:H.

6.4 ELECTRICALLY DETECTED TRANSIENT NUTATIONS

The introduction of PEDMR by Boehme and Lips [19] in 2003 paved the way for a variety
of electrically detected experiments based on the coherent manipulation of spin pairs
involved in a spin-dependent transport or recombination process. The basis for this is
the detection of electrically detected Rabi (ED-Rabi) nutations [20, 75]. Rabi-nutation
experiments allow to discriminate between different spin states—for example, S = 1/2 and
S = 1 species—based on their different nutation frequencies (see sections 2.2.2 and 2.5.6).
Consequently, ED-Rabi experiments are able to provide evidence for the excitonic (S = 1)
nature of the TE resonance.

6.4.1 Electrically detected Rabi nutations
The principle of an ED-Rabi nutation experiment is sketched in fig. 6.4a. The charge ΔQ,
obtained from integrating the transient current response ΔI(t) after a single MW pulse,
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CHAPTER 6 Low-temperature transport in a-Si:H solar cells

is recorded as a function of the pulse length tP. As discussed in section 2.5.6, the charge
ΔQ will oscillate at the Rabi-nutation frequency

Ωij = √ (αijν1)2 + (νij − ν)2, with αij = √1 ± sin 2ϕ, 6.1

where νij − ν is the resonance offset between the constant MW freuency ν and the tran-
sition frequency νij of the transition |i⟩ → |j⟩ and αijν1 = αijγB1 /2π is the on-resonant
nutation frequency. The coefficient αij corresponds to the off-diagonal entries of the spin
Hamiltonian (see section 2.5.6) and depends on themixing angle ϕ between the spin-pair
partner, given by

ϕ = 1
2
arctan(

J − D
Δν ), 6.2

where J andD denote the exchange and dipolar coupling strength, respectively, andΔν the
Larmor-frequency separationΔν = |νa − νb| between the two spins. For the simplest case
of a weakly coupled spin-1/2 pair (Δν ≫ |J − D|) and selective excitation of only one of
the two spins (Δν ≫ ν1), one obtains ϕ → 0 and αij = 1, that is, a Rabi frequency Ω = ν1,
as expected for the EPR transition of a single S = 1/2 spin. In case of a non-selective
excitation, where both spins are excited simultaneously (Δν ≪ ν1), the observed nutation
frequency will be the sum Ω = Ωa + Ωa ≈ 2ν1 (spin locking, see section 2.5.6).

In the case of strongly dipolar coupled spin pairs (|D| ≫ Δν), as it has been assumed
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FIGURE 6.4 (a) Schematic illustration of an ED-Rabi nutation experiment. The resonant transient current change ΔI(t) is
integrated over a constant time window after a single MW pulse, yielding a net charge ΔQ. During the pulse, spins pre-
cess about the effective magnetic field at the Rabi-nutation frequency Ω (eq. 6.1), determining the spin-pair symmetry
and the resulting amplitude of ΔI at the end of the pulse. Recording ΔQ as a function of the pulse length tP thus pro-
vides ameasure of the Rabi oscillations of paramagnetic states involved in a spin-dependent transport or recombination
process. (b) Exemplary ED-Rabi nutation trace (black) recorded as illustrated in fig. a at constant magnetic field B0 and
microwave-field amplitude B1. The non-modulated background signal is subtracted by means of fitting a polynomial
baseline (dashed line). Nutation frequencies Ω are read off from the frequency-domain FFT spectra (red). Side-bands,
stemming from a broad distribution of off-resonance nutation frequencies, can be suppressed by apodization of the
raw ED-Rabi trace with an appropriate window function (e. g., a Hamming window, resulting in the gray FFT spectrum),
allowing for a more accurate determination of nutation frequencies.
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6.4 Electrically detected transient nutations

to be the origin of the broad TE line, one obtains (1 − sin 2ϕ) → 2 for the dominant
|T±⟩ → |S⟩ transitions between pure triplet and singlet states. Accordingly, the expected
nutation frequency is Ω = √2ν1, which resembles the Rabi frequency expected for the
allowed EPR transitions of an S = 1 state, considering that

Ω (mS, mS + 1) = √ [S (S + 1) − mS (mS + 1)]ν21 + (νij − ν)2 6.3

for an EPR transition between substates |S,mS⟩ and |S,mS + 1⟩ [36]. Accordingly, ED-
Rabi nutation experiments allow to discrimnate between spin-dependent processes via
weakly coupled spin-1/2 pairs and strongly coupled pairs, effectively forming an excitonic
S = 1 state. Under the assumption that the narrow central peak of the a-Si:H EDMR spec-
trum stems from S = 1/2 CBT and VBT states, while the broad TE line originates from
a S = 1 state, we measured ED-Rabi nutations at two magnetic fields B0, where, based
on our fitting model, either S = 1/2 or S = 1 resonances are expected to be on resonance
(342mT and 347mT, respectively).

Figure 6.4b shows a single ED-Rabi trace ΔQ (tP) measured at B0 = 342mT and a MW
amplitude B1 = 0.43mT. For data analysis, the non-modulated background, which yields
a strong low-frequency component in the FFT spectrum, is subtracted by fitting a poly-
nomial baseline (dashed line in fig. 6.4b). The frequency-domain spectrum is obtained
by FFT (red trace). To read off nutation frequencies, the time trace was apodized using a
Hamming window function before calculating the FFT spectrum. The apodization sup-
presses the broad sidebands of the frequency peaks, as can be seen from the resulting FFT
spectrum, shown by the gray trace in fig. 6.4b. The sidebands stem from the nutations of
spins that are off-resonant, and are especially pronounced for the case of strong disorder
[82], as it is the case for a-Si:H. The application of a window function thus significantly
reduces the FWHM of the frequency peaks, allowing a more accurate determination of
nutation frequencies.

In figs. 6.5a and b, ED-Rabi traces and FFT spectra are plotted for the two selected
resonance positions. The traces were measured as a function of B1, in order to analyze the
observed nutation frequencies in terms of eq. 6.1. Already by comparing the FFT spectra
recorded at equal B1, it is evident that different nutation frequencies are observed at the
two resonance fields. To compare them quantitatively, the nutation frequencies read off
from the FFT spectra in figs. 6.5a and b are plotted as a function of B1 in fig. 6.5c. On
resonance, the nutation-frequency coefficient α can be obtained from a linear fit through
the origin, according to eq. 6.1. Linear regression yields α = 1.03(4) at B0 = 342mT and
α = 1.47(8) at B0 = 347mT.

The central part of the EDMR spectrum is thus clearly dominated by weakly cou-
pled S = 1/2 pairs with Ω = ν1. This finding is consistent with the assignment to spin-
dependent hopping transport via CBT and VBT states. At B0 = 347mT, where based on
our fitting model only the broad TE resonance is observed, we find Ω ≈ √2ν1. As dis-
cussed above, this frequency indicates strongly coupled pairs forming an excitonic state
with S = 1. While similar results have been obtained for the similar broad resonance in
ODMR, the observation of the characteristic S = 1 nutation frequency is the first direct
proof for a contribution of excitonic states to the EDMR spectrum of a-Si:H.

Note that solely based on the nutation frequency, it is not possible to conclude on the
type and the strength of the coupling within the spin-pair. Numerical simulations by
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CHAPTER 6 Low-temperature transport in a-Si:H solar cells

Limes et al. [84] have shown that a Rabi frequency √2ν1 will be observed both in the
case of strong dipolar coupling (|D| ≫ Δν, J = 0), but also if both dipolar and exchange
coupling are present with eitherD or J being dominant (|D − J| ≫ Δν). Only for the case
of pure exchange coupling (|J| ≫ Δν, D = 0), a different Rabi frequency of 2ν1 would be
observed. The observation of α = √2 thus indicates a dipolar coupled pair, although the
simultaneous presence of exchange coupling cannot be excluded.

Besides the √2ν1 and ν1 components, a close look on the ED-Rabi traces recorded at
B0 = 342mT (fig. 6.5a) further reveals small peaks at 2ν1. For instance, this can be seen
from the FFT spectrum obtained at B1 = 0.61mT, which is plotted in fig. 6.6a. Glenn
et al. [82] provided analytical expressions to reproduce the frequency-domain Rabi spec-
tra of weakly coupled S = 1/2 pairs, containing frequency components at Ω = 0 (F0), ν1
(F1) and 2ν1 (F2).

F0 (Ω) = [
ν1
8δ20

] exp[− Ω2

2δ20
]K0[

Ων1
δ20

], for Ω > 0, 6.4a

F1 (Ω) = [
ν31

4δ20Ω√Ω2 − ν21
] exp[−

Ω2 − ν21
2δ20

] f [
ν21
2δ20

], for Ω > ν1, 6.4b

F2 (Ω) = [
2ν41

δ20Ω2 (Ω + 2ν1)] exp[−
Ω2 − 4ν21

4δ20
]G[

(Ω − 2ν1)2

4δ20
], for Ω > 2ν1, 6.4c
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FIGURE6.5 Electrically detectedRabi nutationsmeasured at twodifferent resonant positions, where EDMR signals stem-
ming from S = 1/2 (blue) and S = 1 (orange) spin states are expected. (a, b) Baseline-corrected ED-Rabi time traces (black)
and FFTmagnitude spectra of the raw Rabi traces (color-coded for to the two resonance positions) and after apodization
with a Hammingwindow (gray). Amplitudes are scaled to arbitrary units for visualization purposes. (c)Nutation frequen-
cies, read from the FFT spectra in figs. a and b, as a function of B1. Dashed lines show a linear-regression fit, yielding the
nutation-frequency coefficients α. Shaded areas mark the confidence interval of the regression.
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with

f (x) = √π /x − π exp (x) erfc (√x), and
G (x) = π exp (−x /2) I0(x /2),

where δ0 is a disorder parameter, denoting the RMS value of Larmor separations, and
Iα(x) and Kα(x) are the modified Bessel functions of the first and second kind. We used
these expressions to fit the frequency-domain ED-Rabi traces from fig. 6.5a, as exemplar-
ily shown in fig. 6.6a.1 Figure 6.6b plots the resulting amplitude ratios of the F2 peak
(Ω = 2ν1) with respect to the F1 peak (Ω = ν1) as a function of B1. Although the obtained
peak ratios deviate between 5 % and 20 %—certainly also due to the low relative ampli-
tudes of the F2 peaks with respect to SNRs—, clearly no correlation is observed between
the amplitude of the F2 peak and B1. Instead, the amplitude ratio F2 /F1 appears to be be
independent of B1 with an average value of about 11(5) %, as indicated in fig. 6.6b.

This result allows to conclude on the origin of the Ω = 2ν1 component. As discussed
above, a Rabi component of twice the S = 1/2 frequency is commonly observed for the
case of spin-locking, where both spins of aweakly coupled pair are excited simultaneously.
However, in this case, the relative intensity would increase with B1 and vanish for lower
MWpowers [93]. Since we observe the 2ν1 component even at the lowest excitation fields,
we assign its origin to exchange-coupled spin pairs. Numerical simulations by Limes
et al. [84] predict a 2ν1 component for the case of strong exchange coupled, both with and
without simultaneous dipolar coupled (compare fig. 3 in ref. [84]).

In summary, ED-Rabi nutation measurements have proven the coexistence of both
weakly coupled S = 1/2 pairs and strongly coupled excitonic S = 1 states leading to the
EDMRsignal of a-Si:H.Theobservation of a√2ν1 frequency components indicates strong
dipolar coupling, while the simultaneous existence of a B1-independent 2ν1 component
1Note that F = F0 + F1 + F2 only described the real parts of the FFT spectrum (see ref. [82]). Thus only the real traces, ℜ[FFT (ΔQ)], were
used for the fits, as shown in fig. 6.6a.
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FIGURE 6.6 (a) Frequency spectrum of the ED-Rabi trace recorded at B0 = 342mT (g ≈ 2.005) and B1 = 0.61mT shown
in fig. 6.5a. The real part of the FFT is shown together a the result of a least-squares fit based on eq. 6.4. The red curve
displays the real part of F = F0 + F1 + F2. (b) Peak-amplitude ratios F2 /F1 as a function of B1 obtained from equivalent
least-squares fits of all ED-Rabi traces shown in fig. 6.5a. The relative amplitude of the F2 (Ω = 2ν1) peak appears to be
independent of B1, as indicated by the arithmetic mean (dashed line and shaded area, marking the mean and standard
deviation, respectively).
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CHAPTER 6 Low-temperature transport in a-Si:H solar cells

suggests additional strong exchange coupling as the origin of the S = 1 states. In the next
sections, we will extend the nutation experiments into the magnetic-field domain, to fi-
nally assign these spin states to the spectral components of the EDMR line.

6.4.2 Field-resolved Rabi nutations
In the previous section, ED-Rabi nutations supplied evidence that both doublet (S = 1/2)
and triplet (S = 1) states contribute to spin-dependent transport in a-Si:H. The different
resonance positions where nutation frequencies Ω = ν1 and Ω = √2ν1 were detected al-
low to tentatively assign S = 1 states to the broad TE component of the EDMR spectrum.
However, the strong overlap of spectral line components complicates an unambigious
separation between resonances associated with different spin species.

A specific strength of pulsed magnetic-resonance techniques is the capability of disen-
tangling overlapping signals by correlating spectral components to a second dimension,
introduced by an additional experimental parameter. This second dimension can, for
instance, be an electron-spin relaxation time (inversion-recovery- or echo-decay-filtered
EPR), the g-value (electron-Zeeman EPR), a nuclear frequency (ENDOR-induced EPR)
or an orientation dependency (anisotropy-resolved EPR). For PEDMR, we have already
used the time domain to deconvolve the spectrum based on different signal dynamics
(section 5.5.2). In this section, we will use the Rabi-nutation frequency to separate the
EDMR spectra stemming from different spin states. For this purpose, ED-Rabi nutation
experiments as a function of the magnetic field are presented. In the next section, we
will then introduce a novel PEDMR detection scheme that is based on the phase-inverted
echo-amplitude-detected nutation (PEANUT) experiment, used formeasuring nutation-
frequency-resolved EPR spectra [35].

Figure 6.7 shows the two-dimensional Rabi-nutation spectrum, recorded at a B1-field
amplitude of 0.58mT. As in the previous section, ED-Rabi nutations were measured by
recording the charge ΔQ obtained from boxcar-integrating the PEDMR transient ΔI(t)
as a function of the MW pulse length tP (see fig. 6.4). The resulting time-domain map is
shown in fig. 6.7a. Note that the non-modulated background of the individual Rabi traces
has been removed, as in the previous section, by subtracting a second-order polynomial
baseline (see fig. 6.4b). To translate the Rabi spectrum into nutation-frequency-resolved
EDMR spectra, the time-domain Rabi traces are converted into the frequency domain
by calculating the FFT amplitudes. The resulting ED-Rabi nutation-frequency spectrum
(fig. 6.7b) exhibits three characteristic features at distinct frequencies α = Ω /ν1 of 1, √2
and 2, as marked by the dotted lines. The EDMR spectra obtained as field-domain cross
sections of fig. 6.7b at these frequencies, are plotted in figs. 6.7c–e.

The shape of the spectrum at Ω = ν1 (fig. 6.7c), indicative of weakly coupled S = 1/2
pairs, will be discussed in more detail in the following section, based on the results of
ED-PEANUT experiments. It will be shown there, that this line is a superposition of the
resonances of CBT and VBT electrons and holes. This is indicated by the dashed lines in
fig. 6.7c, marking the respective g-values. TheΩ = ν1 component can thus be assigned to
CBT and VBT states.

Both the ν1 and the 2ν1 peak exhibit pronounced off-resonance parabolas, as indicated
by the dashed lines in fig. 6.7b. They are due to spins excited at a resonance offset ν0 − ν
(eq. 6.1). These parabolas, while consistent with the theoretical predictions, complicate
the analysis of the nutation-frequency-correlated spectra at √2ν1 and 2ν1, owing to the
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6.4 Electrically detected transient nutations

superposition with the parabola of the ν1 peak. This can be seen from the central overlap-
ping features in figs. 6.7d and e. The off-resonance features can be partly suppressed by
means of apodization, as shown in the previous section (fig. 6.4b). However, the choice of
the window function strongly influences the shape of the resulting field-domain spectra,
such that we refrained from applying a window function for the spectral analysis.

Even though the spectral shape of the spectrum atΩ = √2ν1 cannot be resolved due to
the overlapping signal, it is evident from fig. 6.7d that the spectrum resembles the broad
shape of the TE line. The spectrum can be fitted with a Gaussian line with a FWHM
of 19mT, centered at g = 2.008. Comparing this to the earlier results obtained from the
multifrequency fit in section 5.4 (gTE = 2.0077, ΔBTE = 18.1mT), shows that an almost
identical line shape is found for the √2ν1 nutation-frequency spectrum. This allows to
clearly assign the broad TE line to strongly coupled excitonic S = 1 states.

The feature observed observed atΩ = 2ν1 was assigned to strongly exchange coupled to
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FIGURE 6.7 (a) Two-dimensional X-band ED-Rabi nutation spectrum measured by recording the charge ΔQ obtained
from integrating the current response ΔI (t) after a single MW pulse of length tP as a function of the applied magnetic
field. (b) Frequency-domain amplitude spectrum, calculated from the FFTs of the time-domain Rabi traces. Both spec-
tra are normalized to a maximum absolute amplitude of one. (c–e) Magnetic-field-domain ED-Rabi spectra at nutation
frequencies Ω = ν1, √2ν1 and 2ν1, respectively. The spectra are cross sections through the two-dimensional FFT map,
as indicated by the dashed lines in fig. b. For presentation purposes, the spectra in figs. d and e have been scaled, as
indicated. Dashed lines in fig. c mark the expected resonance positions of CBT- and VBT-trapped electrons and holes.
The dashed curve in fig. d displays the result of least-squares fit of the broad TE line with a Gaussian line shape.
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CHAPTER 6 Low-temperature transport in a-Si:H solar cells

pairs, due to the absence of an amplitude dependency on B1. Owing to the strong overlap
with theΩ = ν1 off-resonance parabola, the spectral shape in fig. 6.7e cannot be analyzed.
Nevertheless, the appararent narrow parabola appearing atΩ = 2ν1 is consistent with nu-
merically simulated nutation patterns for the case of strong exchange coupling (compare
fig. 3 in ref. [84]).

By measuring field-resolved ED-Rabi nutations, we were able to split apart resonances
stemming from weakly coupled S = 1/2 pairs and strongly coupled S = 1 states. Thereby,
we could clearly ascribe the origin of the broadTE line to strongly coupled triplet excitons.
However, the spectra in figs. 6.7c–e demonstrate a major disadvantage of the ED-Rabi
detection scheme. Since nutations are recorded by changing the length of the MW pulse,
the excitation bandwidth cannot be controlled during the experiment. Instead, each Rabi
trace is recorded with a gradually narrowing bandwidth, which is reflected in the decay
of the oscillations (although, the decay is also a result of disorder-induced incoherence).
Changing B1 instead of tP is technically not feasible, since the high-power MW attenu-
ator cannot be controlled on a timescale required for a Rabi-nutation experiment. The
only way to decrease the excitation bandwidth in an ED-Rabi measurement is thus to
decrease B1 during the entire experiment, which, however, results in a lower SNR. An
immediate consequence is the broadening of nutation-frequency-correlated spectra de-
tected by field-resolved ED-Rabi and the strong overlap with off-resonance signals. An
improved EPR detection scheme has been proposed by Stoll et al. [35], and is referred
to as phase-inverted echo-amplitude-detected nutation (PEANUT). While this method has
been successfully employed to measure nutation-frequency-resolved EPR spectra, it has
not yet been applied to electrically detected measurements. In the next section, we will
fill this gap and carry out an ED-PEANUT experiment to measure improved nutation-
frequency-correlated EDMR spectra of a-Si:H and validate the conclusions drawn from
ED-Rabi experiments.

6.4.3 Electrically detected PEANUT
The pulse sequence for the PEANUT experiment is schematically shown in fig. 6.8a. In
essence, the experiment is a two-pulse electron-spin echo experiment with an initial π /2
pulse of length tP and a refocussing pulse of length T applied after a dephasing time τ, to
record an echo at a time 2τ + T after the initial pulse. However, the usual refocussing π
pulse pulse is replaced with a high-turning-angle (HTA) nutation pulse. The HTA pulse
is divided into two parts of lengths t and T − twith opposite MW phases 0 and π. During
time t, B1 is oriented in +x direction and the spin-magnetization vector precesses about
the effective field vector Beff at a frequency Ω, with

Beff = B1 ex + (
2πδν0
γ )ez and Ω = √ (αν1)2 + (δν0)2, 6.5a

where δν0 = ν0 − ν denotes the resonance offset. After the phase shift at time t, B1 points
in −x direction, such that the same precession will occur, however, about an effective field

B′
eff = −B1 ex + (

2πδν0
γ )ez. 6.5b

The MW-phase shift at time t results in a partial refocussing of spin packets precessing at
frequencies Ω ≠ αν1, either due to resonance offsets or inhomogeneity of B1, to a rotary
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6.4 Electrically detected transient nutations

echo, which is maximum at t = T /2 [30, 35]. This refocussing is detected by the primary
spin echo, formed at a time τ after the HTA pulse. A single PEANUT trace is detected by
varying the phase-inversion time t, while keeping the pulse length T constant.

Themotion of themagnetization vectors of individual spin packets during the nutation
pulse is a complicated function of the initial non-equilibrium state after the evolution
period τ and the ratio between 2πδν0 /γ and B1, which determines the precession axis
and frequency (eq. 6.5). Therefor, a visualization using Bloch-sphere trajectories does
not provide much insight. However, an analytical expression for the EPR signal at time
2τ + T, resulting from the magnetizationMy of a given spin packet with resonance offset
δν0, has been given by Stoll et al. [35]:

Sy(t) ∝ cc2 cos[2Ω(t − T
2 )] + cs2 sin[2Ω(t − T

2 )]
+ cc1 cos (Ωt) + cs1 sin (Ωt) + c0. 6.6

The prefactors are determined by B1 and δν0, the pulse lengths tP and T of the preparation
and the nutation pulse, respectively, and the evolution time τ. Explicit expressions can be
found in ref. [35].

The c2 terms describe the modulation of the rotary-echo amplitude at frequency 2Ω
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FIGURE 6.8 (a) Schematic illustration of the pulse sequence employed for the PEANUT experiment, according to ref. [35]
(see text for discussion). (b) Modified ED-PEANUT sequence using an additional π /2 readout pulse to project xy-plane
spin magnetization into spin-pair symmetry. The integrated charge ΔQ of the transient current response after the
readout pulse yields a measure of the PEANUT echo amplitude. (c) Exemplary ED-PEANUT trace recorded at con-
stant B0 = 342mT (g ≈ 2.005) by measuring ΔQ as a function of the HTA-pulse phase-inversion time t over a range
T /6 ≤ t ≤ 5T /6. (d)Magnitude FFT spectrum of the ED-PEANUT trace shown in fig. c.
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as a function of the phase-inversion time t. The doubling of the nutation frequency is a
result of the phase inversion, as illustrated schematically in fig. 6.9. The constant term
c0 results from magnetization that is locked along Beff and hence does not evolve during
the HTA pulse. Essentially, the c0 component is equivalent to a spin-locked echo [30]. It
can be removed from the signal by subtracting the mean value from the PEANUT time
trace. The c1 components stem from magnetization that is locked along Beff during either
the +x or −x period of the HTA pulse and evolve during the other part of the pulse.
Accordingly, these components exhibit the single nutation frequency Ω. However, only
off-resonance spins contribute to these components (cc1 = cs1 = 0 for δν0 = 0 [35]). Since
the c1 signals are maximum at the edges of the time traces (t → 0, T), while the c2 rotary
echo is maximum at t = T /2, the former can be suppressed by setting a time window that
records only the central part of the PEANUT trace.

An exemplary (ED-)PEANUT time trace, recorded in the range T /6 ≤ t ≤ 5T /6 is
shown in fig. 6.8c. The resulting FFT spectrum in fig. 6.8d contains a small peak at the
single frequency Ω = ν1 and a larger contribution at the double frequency 2Ω, corre-
sponding to the rotary echo of S = 1/2 states. A constant baseline has been subtracted
from the PEANUT trace in fig. 6.8c, which cancels the c0 term, as be seen from the FFT
spectrum. The time window used for the phase-inversion times t further suppresses the
c1 components, while allowing to enhanced the SNR of the c2 peak due to the saving of
data-acquisition time required for a single PEANUT trace.

The principal advantage of the PEANUT scheme with respect to conventional Rabi-
nutation experiments stems from the constant length T of the nutation pulse, which al-
lows to control the excitation bandwidth of a PEANUT measurement. In a Rabi exper-
iment, the length of the nutation pulse controls both the flip angle and the excitation
window. For PEANUT, the frequency window for spins that contribute to the signal is
set by the length of the preparation pulse tP. Using different B1 strengths for the prepa-
ration and the HTA pulse (as indicated by the different pulse amplitudes in fig. 6.8a),
renders high nutation frequencies and selective narrow-band excitation possible at the
same time. Further benefits include the refocussing of B1-field inhomogeneities due to
the phase inversion of the HTA pulse, and the absence of relaxational broadening, en-
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FIGURE 6.9 Schematic illustration of the motion of the magnetization vectorM of a spin packet with δν0 = 0 for differ-
ent phase-inversion times T − t, using the simplified example of a PEANUT nutation pulse of length T = 2π /Ω. After the
π /2 preparation pulse, the spin system is in a non-equilibrium state, withM oriented along the y-axis (black arrow). The
dotted lines indicate the trajectory ofM during the +x pulse of length t (blue) and the inverted −x of length T − t (red).
The resulting orientations ofM at times t and T are indicated by the blue and red arrows, corresponding to total effec-
tive flip angles β (t) and β (T), respectively. The doubling of β (T) with respect to β (t) illustrates the effective nutation
frequency of 2Ω during the PEANUT nutation pulse.
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6.4 Electrically detected transient nutations

hancing the resolution of PEANUT measurements [30, 35].
While the PEANUT scheme has been widely used to disentangle EPR spectra of dif-

ferent transitions in the nutation-frequency domain, electrically detected PEANUT have
not yet been carried out. Nevertheless, as pointed out in section 2.5.7, pulse sequences
for echo-detected EPR can be easily translated into equivalent EDMR excitation schemes,
bearing in mind the different observables: EPR directly probes the spin magnetization in
the xy-plane, while in EDMR, the spin-to-charge conversion is sensitive to the spin-pair
symmetry in terms of singlet- and triplet-state content. To convert transversal magne-
tization into spin-pair symmetry, an additional π /2 “EDMR-readout” pulse is required,
which projects the spin-echo coherence My onto the z-axis, that is, back into singlet or
triplet eigenstates of the spin pair [78, 95, 268]. For the PEANUT sequence, this is illus-
trated in fig. 6.8b, which depicts the modified pulse sequence for detecting ED-PEANUT
traces. The entire spin echo at time τ2 = τ1 can be detected electrically by recording the
integrated charge ΔQ as a function of τ2. The integrated echo intensity as a function of
the HTA-pulse phase-inversion time t then yields the ED-PEANUT trace.

Note that the full echo-detection scheme thus required a two-dimensional experiment.
Especially when adding a third dimension, as in case of field-resolved ED-PEANUT,
recording the entire echo becomes too time-consuming. Thus, in practice, single-point
detection is used, by solely recording ΔQ after a readout pulse at τ2 = τ1. The PEANUT
signal is thereby only recorded on the maximum echo amplitude, which drastically re-
duces the data-acqusition time.

In the scope of this work, we did not explore the dependence of ED-PEANUT traces on
the B1 strength or pulse-sequence parameters T, tP or τ. Detailed experimental and the-
oretical investigations concerning the parameter selection for PEANUT measurements
can be found in ref. [35]. However, we employed two-dimensional field-resolved ED-
PEANUT tomeasure enhanced nutation-frequency-correlated EDMR spectra, aiming to
separate the signal contribution stemming from S = 1/2 pairs and S = 1 states by their
different nutation frequencies.

6.4.4 Nutation-frequency-correlated ED-PEANUT spectra
Figure 6.10 shows the two-dimensional ED-PEANUT spectrum obtained by recording
single time traces as a function of the applied magnetic field. Single ED-PEANUT traces
were acquired using pulse lengths of 128 ns for the preparation and readout π /2 pulses,
a dephasing time τ = 256 ns and a HTA-pulse length of 1.2 µs. In addition to the ED-
PEANUT sequence shown in fig. 6.8b, a two-step phase cycle (±π /2) is employed on the
final readout pulse. This allows to limit the detection to the projected echo amplitude
by cancelling both incoherent background signals and superimposed transient EDMR
signals created by the individual MW pulses.

The π /2-pulse length tP was set based on the resulting pulse bandwidth. The selected
pulse length corresponds to an excitationwindowof about 1 /tP = 8MHz ≃ 0.3mT. Since
this a well below the line widths of the EDMR resonances, selective excitation is ensured,
preventing power broadening of the obtained EDMR spectra. The corresponding B1 am-
plitude was set to 0.13mT. Since high nutation frequencies are desired to achieve opti-
mum resolution in the frequency domain, the highest possible microwave power (atten-
uation 0 dB) was used for the HTA nutation pulse, yielding B1 = 1.92mT. In practice,
the use of different B1 amplitudes for different pulses within a single pulse sequence was
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CHAPTER 6 Low-temperature transport in a-Si:H solar cells

realized by utilizing different pulse channels of the MPFU. Sioce the high-power atten-
uator cannot be controlled at a sufficiently fast time scale, two sets of ±x channels were
calibrated to different pulse amplitudes to match the required B1 amplitudes (see sec-
tion 4.2.1). Further, the amplitudes and phases of each set of ±x channels were carefully
adjusted to equal amplitude and opposite phase to assure accurate phase inversion of the
HTA pulse and correct phase and amplitude relations for phase cycling.

Compared to the single ED-PEANUT trace shown in fig. 6.8c, the time window for
the phase inversion was further decreased to T /3 ≤ t ≤ 2T /3. While still comprising the
central part of the PEANUT trace, where the rotary echo is detected, the overlapping
single-frequency components c1 are further suppressed. At the same time, an additional
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FIGURE 6.10 Magnetic-field-resolved X-band ED-PEANUT spectrum of a-Si:H, measured by recording the integrated
charge ΔQ of the EDMR transient after the pulse sequence shown in fig. 6.8b. A two-step phase cycle (±π /2) was em-
ployed on the final readout pulse for background removal (see text for discussion). (a, c) Single time- and field-domain
traces extracted from the two-dimensional signal maps, as indicated by the colored dashed lines in figs. b and d. (b)
Time-domain ED-PEANUT traces, measured as a function of the magnetic field. A constant baseline has been removed
by subtracting the mean value from each individual time trace (see section 6.4.3 for discussion). (b) Frequency-domain
ED-PEANUT spectrum, obtainedby calculating the FFTof each time trace fromfig. b. Before the FFT, the time-domain sig-
nals were apodized using a Taylor-window function, to suppress sidelobe artifacts. The frequency-domain slices shown
in fig. c compare the FFT spectra with and without signal apodization to illustrate the effect of the window function (see
text for discussion). All spectra are normalized to maximum absolute amplitude of one.
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saving of measurement time by a factor of two increases the SNR. A drawback of the
narrowed time window is that the central double-frequency components have not fully
decayed at the edges of the acquisition range (see fig. 6.10a). This produces small sidelobe
artifacts in the frequency-domain PEANUT spectra. During data post-processing, these
artifacts, however, can be decreased by means of apodization using an appropriate win-
dow functions. This is illustrated in fig. 6.10c, where the FFT spectra corresponding to
the time traces of fig. 6.10a are shown. The solid lines plot the FFT magnitude spectra of
the raw traces (after subtraction of a constant baseline), while the filled areas correspond
to the FFT spectra after apodization with a Taylor window. Compared to other window
functions (e. g., Hann or Hamming functions), the Taylor window results in much less
broadening of the mainlobe and allows to adjust the tradeoff between signal broadening
and sidelobe-artifact level. As can be further seen from fig. 6.10c, a Taylor window does
not affect the spectral shape and amplitudes of peaks in the frequency domain1—as it is
the case for ED-Rabi spectra. Accordingly, apodization was used for the two-dimensional
ED-PEANUTspectrum shown infig. 6.10d, reducing the number of artifacts, which could
otherwise be misinterpreted as signal peaks. For a broader phase-inversion-time range,
apodization might not be required, at the cost of an increased data-acquisition time.

The field/frequencymap shown in fig. 6.10d exhibit characteristic frequencies at ν1, 2ν1,
2√2ν1 and 4ν1. The first peak corresponds to the small residual single-frequency compo-
nents (c1) and will be neglected for the data analysis. The frequency axis in fig. 6.10d is in
units of 2ν1, due to the double-frequency components (c2) forming the rotary PEANUT
echo. The three remaining features can thus be assigned to nutation frequencies Ω = ν1,
√2ν1 and 2ν1, respectively. These frequencies are identical to those obtained from ED-
Rabi nutation measurements, though the spectral features are much better separated in
the ED-PEANUT spectrum (compare fig. 6.10d to fig. 6.7b). This improved resolution is
a consequence of the combination of selective excitation and high frequency resolution
provided by the PEANUT sequence.

The field-domain spectra, obtained by integrating the two-dimensional signal in the
frequency domain, using integration window around Ω = ν1, √2ν1 and 2ν1, are shown
in fig. 6.11. The spectrum at Ω = ν1 (fig. 6.11a) is almost identical to the respective ED-
Rabi spectrum shown in fig. 6.7c. The latter is plotted in fig. 6.11a (gray line), altough it is
hardly recognizable, since the spectra almost lie on top of each other. Since we assign the
spectrum to S = 1/2 spin pairs, we fitted the line using the resonances of CBT and VBT
states. Therefor, we used the spin-Hamiltonian parameters obtained from globally fitting
the multifrequency EDMR spectra of a-Si:H films (see section 5.4 and tab. 5.1). We kept
g-values and g-strain parameters fixed and fitted only field-independent line widths and
relative spectral weights of the two resonances. Note that, as discussed in section 5.4.1
and shown in refs. [150, 151], HFI with 29Si nuclei needs to be considered for the CBT res-
onance. Umeda et al. [150] found a hyperfine-coupling strength of about 200MHz and a
relative HFI intensity of about 9 % (twice the 29Si natural abundancy of 4.7 at. %), which
they interpreted in terms of the wavefunction of CBT-trapped electrons being spread over
two silicon atoms. We thus included these HFI parameters into the fittingmodel. We fur-
ther allowed for some variation of both the A-value and an additional A-strain parame-
ter, since the HFIs of CBT states have been studied and determined with far less accuracy

1In particular, it was verified that the line shapes of the ED-PEANUT field-domain spectra discussed below (fig. 6.11) were not affected by
the use of a window function.
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than, for instance, the respective parameters of DB defects [148].
The result of the least-squares fit is shown in fig. 6.11a (dashed lines). The simulated

spectrum almost perfectly reproduces the experimental data, although both line-width
and weight parameters slightly deviate from the results of section 5.4. For the CBT reso-
nance, we obtain a field-independent Lorentzian line width of 0.6mT, slightly lower than
the multifrequency-fit result (1.0mT). The VBT resonance was fitted using a pseudo-
Voigtian line profile with Lorentzian and Gaussian line widths of 2.6mT and 1.8mT, cor-
responding to an approximate Voigtian line width of 3.7mT and Lorentzian andGaussian
content ηL = 0.56 and ηG = 0.44, respectively. Both the line width and shape are thus
considerably different from what was obtained in section 5.4 (ΔBL

0 = 1.2mT). Also the
relative spectral weights of the CBT and VBT resonances slightly differ from the earlier
results. However, it is to be noted that the multi-frequency fit resulted in distinctively
different spectral-weight distributions for the X-band and 263GHz spectra, indicating
an incomplete fitting model. A potential reason could be the simplied model of Gaus-
sian line shape for the TE line, affecting the fit results of the overlapping CBT and VBT.
Here, ED-PEANUT separates the resonances by their nutation frequency, such that the
fit results are indepedent from the TE model. Note that also the HFI parameters slightly
differ from the values reported in refs. [150, 151]. However, due to the lack of sufficient
data (e. g., spectra recorded on a-Si:H samples of different 29Si concentration), we will not
put much effort into the interpretation of HFIs within the scope of this work.

Other than the Ω = ν1 spectrum, the line shapes observed at nutation frequencies of
√2ν1 (fig. 6.11b) and 2ν1 (fig. 6.11c) clearly differ from the equivalent ED-Rabi spectra in
figs. 6.7d and e. In particular, the strong off-resonance signals, superimposed on the ED-
Rabi spectra, are much less pronounced in the ED-PEANUT signal. The √2ν1 feature
exhibits a strong dip in the center of the line, which is reminiscent of the characteris-
tic Pake-pattern predicted for the EPR resonances in the presence of dipolar coupling
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FIGURE 6.11 Magnetic-field-domain ED-PEANUT spectra at nutation frequencies (a) Ω = ν1, (b) √2ν1 and (c) 2ν1. The
spectra were obtained by integrating the two-dimensional FFT map (fig. 6.10d) in the frequency domain, using integra-
tion windows centered about the respective nutation frequencies. The dashed curves in figs. a and c correspond the
simulated spectra obtained from least-square fits based on the previously determined spin-Hamiltonian parameters of
the CBT and VBT resonances (see text for discussion). For comparison, the gray lines show the corresponding ED-Rabi
FFT spectra (??), after apodizing the time-domain signal with a Hann-window function.
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(see section 2.3.3, fig. 2.4b). The observed shape strongly differs from the simple Gaus-
sian models used to fit the line shapes of both ED-Rabi (fig. 6.7d) and PEDMR spectra.
However, a similar line shape is found when applying a window function to the ED-Rabi
traces, before calculating the FFT. Exemplarily, the gray line in fig. 6.7d plots the result-
ing Rabi spectrum after apodization using a Hann window. (Similarly, the apodized Rabi
spectrum for the 2ν1 feature is included in fig. 6.11c.) Apodization using a Hann function
suppresses the off-resonance tails of the Rabi traces, at the tradeoff of strong broadening
of the FFT peaks. While the different choices of the window function produce slightly dif-
ferent field-domain ED-Rabi spectra, the comparison shows that the characteristic shape
is not a specific outcome of the PEANUT sequence, but indeed is a feature of the a-Si:H
nutation-frequency distribution.

Interestingly, a feature of equal line shape was observed at Ω = √2ν1 in field-resolved
optically detected nutation experiments on a-Si:H, carried out by Lips et al. (figs. 8 and
9 in ref. [246]). As in our case, they found the line to be centered about g = 2.008—the
approximate average of CBT andVBT g-values—, which led to the assignment to strongly
dipolar coupled, localized electron-hole pairs trapped in the respective tail states. Assum-
ing a distribution of Pake pattern producing the observed line shape, Lips et al. estimated
a mean dipolar coupling from the peak separation (Δνpp = 2D for the Pake pattern) and
obtained an average spin-pair distance of 16�A. However, they were not able to reproduce
the line shape with a simulated spectrum that assumes a distance/D-value distribution.
The feature observed by Lips et al. led to an enhancement of the photoluminescence, such
that it was assigned to a radiative recombination channel. Observing the same feature by
EDMR indicates that the same S = 1 states are involved in both radiative recombination
and spin-dependent transport.

Unfortunately, we also could not simulate the spectrum shown in fig. 6.11b. However,
we note another remarkable resemblance, namely, to a numerically calculated nutation-
frequency map shown by Limes et al. (fig. 4b in ref. [84]). They simulated the frequency-
domain ED-Rabi spectrum by numerically evolving the Liouville equation for the case
of simultaneous strong dipolar and exchange coupling (D, J ≫ Δν). The simulation used
a Pake distribution of D-values with D = 80MHz and an exchange coupling strength
J = 300MHz. The resulting simulated field/frequency map exhibits features that are very
similar to to the ED-PEANUT spectrum in fig. 6.10d: (i) a strong broad √2ν1 compo-
nents; (ii) vanishing intensity and a slight decrease of the nutation frequency towards the
center of the line, the latter being also found from close inspection of fig. 6.10d; (iii) nar-
row and weak components at 2ν1 due to the strong exchange coupling. Limes et al. also
noted the similarity to theODMRdata shown in ref. [246]. Since an equivalent simulation
without inclusion of exchange coupling produced a noticeably different spectrum (fig. 2b
in [84]), they concluded that the ODMR nutation pattern of a-Si:H is indicative of the si-
multaneous presence of dipolar and exchange coupling. Indeed this is consistent with our
observations from B1-dependent ED-Rabi nutations (section 6.4.1), where we found the
2ν1 peak intensity to be independent of B1, favoring an explanation by exchange coupling
instead of spin-locking at high B1 fields.

The line shape of the 2ν1 feature is shown in fig. 6.11c. The spectrum has a maximum
at about 342mT (g = 2.005), similar to the Ω = ν1 CBT/VBT feature. In addition it ex-
hibits the same asymmetric shape stemming from the superposition of CBT and VBT
resonances, although with an apparently much lower line width. Together with our pre-
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vious assignment of the 2ν1 feature to exchange coupling, the observed line shape could
be explained by exchange-coupled electron-hole pairs trapped in the tail states. There-
for, we attempted to fit the spectrum using a superposition of CBT and VBT resonances,
based on the results from fig. 6.11a. Under the assumption of coupled CBT/VBT states,
however, we restricted the result to equal weights and solely fitted Voigtian line widths (g-
strain and HFI were neglected). The resulting fit is shown in fig. 6.11c. As can be seen, the
spectral shape can be reproduced with a superposition of equally weighted CBT and VBT
resonances. However, the FWHM, in particular of the VBT line, is drastically reduced
from a total of 4.2mT at Ω = ν1 to 1.7mT at Ω = 2ν1. For strongly exchange-coupled
spin-pairs, exchange narrowing becomes an obvious explanation for the decreased line
width. The obtained line shape and position thus indeed suggest an assignment of the 2ν1
feature to exchange-coupled e-h pairs trapped in CBT and VBT states, respectively.

Despite the conclusions we were able to draw from the observed √2ν1 and 2ν1 features,
we must note that a detailed line-shape analysis of the spectra in figs. 6.11b and c is only
of limited use. The transition moments for strongly coupled pairs have a complicated
dependency on the D and J and can produce a wide range of nutation-frequency maps
(compare fig. 3 in ref. [84]). A pathway towards comparing the entire map of nutation-
frequency-resolved spectra to theroretical predictions requires the evolution of the spin
Hamiltonian in terms of the Liouville-space formalism, as applied in refs. [79, 80, 84]
for weakly and strongly coupled S = 1/2 pairs and in ref. [85] for coupled S = 1/2, S = 1
complexes. Although this is a straightforward approach for the analysis of individual spin
pairs, it becomes computionally extensive for a disordered spin system such as a-Si:H.The
combination of g-strain distribution and potential distributions of distances and D and J
values results in a huge parameter space. A simulation for the entire spin systemwould be
obtained as a weighted average over the evolutions of each individual spin Hamiltonian.
We attempted to address this task, but unfortunately were not able to obtain satisfying
results within the scope of this work.

Nevertheless, the results obtained from nutation-frequency-correlated EDMR using
the ED-PEANUT detection scheme have provided valuable insight into the microscopic
origin of spin-dependent transport processes in a-Si:H.A comparison of the experimental
ED-PEANUT nutation spectral to numerically simulated nutation pattern indicates the
presence of a spin-dependent transport channel mediated by both dipolar and exchange-
coupled S = 1 states. The spectral position and the line width of the ED-PEANUT spec-
trum at Ω = √2ν1 allows to clearly correlated the feature with the broad TE line, pro-
viding evidence for its excitonic nature. The additional observation of a B1-independent
2ν1 feature suggests the coexistence of dipolar and exchange coupling. Since the 2ν1 spec-
trum resembles the resonances of CBT and VBT states, and the broad √2ν1 feature is
centered at g = 2.008 ≈ (gCBT + gVBT) /2, we assign the TE resonance to strongly dipolar
and exchange coupled electron-hole pairs trapped in their respective tail states. Both ex-
change [246] and dipolar coupling [244] have been proposed to explain the resonance by
previous authors. Herein, we have given evidence for the validity of both assignments.

The PEANUT sequence, employed for electrical detection for the first time, has led to
nutation-frequency-resolved EDMR spectra with magnetic-field and frequency resolu-
tions superior to those obtained from conventional field-resolved ED-Rabi experiments.
Electrically detected PEANUT allows to effectively adjust the excitation window for field-
swept experiments, while maintaining high nutation frequencies during the high-power
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nutation pulse. Moreover, B1 inhomogeneities, which further limit the frequency res-
olution of ED-Rabi spectra, are partly refocussed in the PEANUT sequence. Due to
these benefits, we propose ED-PEANUT as themethod of choice formeasuring nutation-
frequency-resolved EDMR spectra.

6.5 HALF-FIELD RESONANCE

Electrically detected nutation experiments have proven the existence of a spin-dependent
transport channel stemming from strongly dipolar- and exchange-coupled excitons. In
the previous section, we assigned these states to strongly coupled e-h pairs trapped inCBT
and VBT states. Strong dipolar coupling and the presence of simultaneous exchange cou-
pling indicates the electron and hole to be trapped in tail states located in close proximity.
The dipolar-coupling strength D is determined by the spin-spin distance r, and can thus
provide a measure for the localization of the excitons. Previous authors estimated an av-
erage exciton size of about 5�A, based on the line width of the TE resonance, assuming
a distribution of Pake pattern. In this section, we will use the observation of a half-field
resonance to determine the distributions of D and r more accurately.

As discussed in section 2.3.3, strong dipolar coupling induces small but non-negligible
transition moments between the mS = ±1 states (T+, T−) of the triplet manifold. These
normally forbiddenΔmS = ±2 transitions becomeweakly allowed in the presence of dipo-
lar coupling, which introduces off-diagonal elements in the spinHamiltonian thatmix the
T+ and T− states [48]. Consequently, the appearance of the resulting half-field resonance
(g ≈ 4) can serve as a strong indicator of dipolar coupled S = 1 states.

In fact, a resonance at g ≈ 4 has been observed in ODMR spectra of a-Si:H already in
the late 1980s [242, 245, 265]. At the time, this was the first direct proof for an excitonic
spin-dependent recombination process. On the contrary, the half-field resonance has as
yet not been observed in EDMR spectra of a-Si:H, which led to the conclusion that the
broad g = 2.008 features observed in ODMR and EDMR originate from different spin
states [17]. In this work, we have for the first time identified a half-field signal in both
CWand PEDMR spectra of a-Si:H.This observation provides further evidence for a spin-
dependent transport channel via dipolar coupled triplet excitons and, in addition, allows
to measure the coupling strength (D) by means of ED-Rabi nutation experiments carried
out on the half-field resonance.

6.5.1 EDMR signal at half field
Figure 6.12 shows CW (black) and pulsed EDMR (red) spectra recorded at full and half
field. In both spectra a resonance centered at B0 ≈ 171mT (g ≈ 4.03) is found, enlarged
in the inserts in figs. 6.12a and b. Compared to the full-field resonance the signal has a
relative amplitude of about 2 %. This small amplitude may explain why the EDMR half-
field resonance has not been observed previously, especially since earlier studies were
carried out at higher temperatures (T ≈ 150K), where the SNR is much lower than at
cryogenic temperatures.
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As discussed in section 2.3.3, the position of the half-field resonance (Bmin) can serve
as a measure for D [48]:

Bmin = hν
2gμB √1 − 4

3 (
D*

ν )
2
, where D* = √D2 + 3E2. 6.7

At the MW frequency of 9.6487GHz used for recording the CWEDMR half-field spec-
trum, we find a zero-crossing at 171.24(10) mT (fig. 6.12a). According to eq. 6.7 (assuming
an axially symmetric D-tensor with E = 0), one obtains D = 580(80) MHz, where the er-
ror includes both the field-calibration and the Bmin read-off uncertainty. For E = 0 and
point-dipole approximation, the D-value can be used directly to estimate the spin-spin
distance rAB between strongly coupled spins A and B, according to

D =
3
2
μ0 gA gBμ2B

4πh
1
r3ab

, or D /MHz ≈ 77.8 ⋅ 103
(rAB /�A)3 , for gA,B = ge. 6.8

Using eq. 6.8 we obtain a spin-pair distance of 5.1(3)�A. Note that this result is in close
proximity to what has been derived in the early EDMR and ODMR studies by assuming a
distribution of Pake doublets yielding the broad TE line shape. Based on the observed line
width (ΔB0 = μ0 gμB /4πr3), spin-spin distances between 4�A and 5�Ahave been estimated
from both EDMR [244] and ODMR [243, 245].
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FIGURE 6.12 (a) Continuous-wave and (b) pulsed EDMR spectra recorded at full (g ≈ 2) and half field (g ≈ 4). The spectra
are normalized to a maximum absolute full-field amplitude of one. The inserts are magnified views of the half-field
resonance. Red traces in fig. b correspond to the PEDMR spectra, while the black traces show the integrated CWEDMR
signal, scaled to equal amplitude.
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The half-field resonance exhibits an asymmetric line shape with a sharper edge at the
high-field side and a broader wing towards the low-field side. In addition, the insert
in fig. 6.12b, where the integrated CWEDMR signal and the PEDMR signal (scaled to
equal amplitude) are shown, indicates a broadening of the PEDMR line shape. The latter
can, however, be attributed to MW-power broadening, since the PEDMR spectrum was
recorded at the maximum available B1-field (0 dB ≃ 1.92mT). For the analysis of the line
shape, we will thus only use the CWEDMR spectrum. As shown in section 2.3.3 (fig. 2.4),
an asymmtric line shape is predicted theoretically for the half-field resonance, according
to the two field positions Bmin and Bmax. However, this asymmetry should be mirror-
inverted to the observed shape, as the maximum of the line is found at Bmin. Moreover,
the difference between Bmax and Bmin is only about 0.1mT forD = 580MHz and can only
have a minor influence on the line shape. Other obvious explanations such as g-tensor
anisotropy, a rhombic D-tensor (E > 0) or the the influence of additional exchange cou-
pling can also be excluded as explanations, since none of these effects—although poten-
tially present—leads to a line shape that is as asymmetric as observed experimentally. The
only remaining explanation for the observed line shape is an asymmetric distribution of
D-values. According to eq. 6.7, the D-value strongly influences the position of the half-
field resonance. Assuming a disorder-induced Gaussian distribution of exciton distances
leads to a corresponding D-value distribution that is asymmetrically weighted towards
higherD, as shown in fig. 6.13a, resulting from the 1 /r3 dependency ofD (eq. 6.8). Larger
D-values shift the half-field resonance towards lower magnetic fields (eq. 6.7), which is
consistent with the asymetrically broadened line shape.

To test this hypothesis, we performed a least-squares fit of the CWEDMR half-field
signal, assuming an isotropic g-value of 2.0077 (gTE from the multifrequency-fit results
of section 5.4) and a Gaussian distribution of exciton distances with FWHM Δr, centered
about r. At each iteration, the individual half-field spectra were calculated for a set of 101
distances, equally spread over a range r ± 1.5Δr, and then summed using the respective
Gaussian weights. The individual spectra were calculated using the EasySpin [43] library
and eq. 6.8 to calculate D as a function of r. The fit parameters were r and Δr, as well
as the line width of a field-independent Voigtian convolutional broadening function and
a linear scaling factor. The fitting routine was implemented in MATLAB using a trust-
region-reflective algorithm.

The shape of the half-field resonance is very sensitive to both r andΔr. In order to assess
the confidence level of the obtained fit parameters, the fit was iterated using numerical
bootstrap resampling, as described in section 4.4.2. A bootstrap population of N = 1000
data traces was generated and the least-squares regression was repeated for each sample,
yielding a distribution of fit parameters and spectra. Fitting errors were estimated from
the respective standard deviations of the bootstrap distribution.

The r and D distributions and the simulated half-field spectrum obtained from the fit
are shown in figs. 6.13a and b. The shaded areas mark the 95 % confidence intervals of the
respective bootstrap-population results. From the fit, we obtain aGaussian distribution of
spin-spin distances with amean value r = 5.3(2)�A and a FWHM Δr = 1.6(5)�A. Note that
the uncertainties include both the fitting errors derived from the bootstrap distributions
(Δ [r]fit = 0.06�A and Δ [Δr]fit = 0.3�A) and the propagated uncertainties stemming from
magnetic-field calibration and an estimated error of the g-value (Δ [gTE] ≈ 0.0005). The
resultingmean of the asymmetricD-value distribution takes a value ofD = 590(80) MHz
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(red dotted line in fig. 6.13a). To illustrate the formation of the half-field spectrum as
superposition of spectra based on the distributions of r andD, fig. 6.13c shows individual
spectra at selected values of r, weighted according to the distributions shown in fig. 6.13a.

The simulated half-field spectrum shows excellent aggrement with the experimental
line shape. This supports the assumption of normally distributed exciton sizes, especially
regarding the lack of other explanations for the pronounced asymmetric line shape. We
hence conclude that the TEs responsible for the EDMR signal have an average spin-spin
distance of 5.3(2)�A, normally distributed with a FWHM of 1.6(5)�A. The determined
exciton size matches earlier estimations based on the full-field line width. Considering
the average a-Si bond length of 2.35�A [102], our result suggests a localization of the TEs
over two to three atomic sites. In the next section, we will confirm our findings by directly
measuring the dipolar coupling strength.
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FIGURE 6.13 Spectral fit of the CWEDMR half-field resonance assuming dipolar coupled S = 1 triplets (g = 2.0077) with
a Gaussian distribution of spin-spin distances r. (a) Distributions of r and D obtained from the least-squares fit (dashed
lines), normalized to an amplitude of one. The shaded areasmark the 95% confidence of the distributions, estimated by
means of bootstrap resampling. (b) Experimental and simulated half-field spectrum, based on the distributions shown
in fig. a. The spectrum is a superposition of the half-resonances calculated for a set of 101 distances, equal spread over a
range r ± 1.5Δr, weighted according to the Gaussian distribution. Each individual spectrum is convolvedwith a Voigtian
broadening function with a FWHMof 0.7mT. (c)Half-field resonances for selected values of r, weighted according to the
distribution shown in fig. a.
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6.5.2 ED-Rabi nutations
The observation of an electrically detected half-field resonance unambigiously proves the
presence of a spin-dependent transport channel via dipolar coupled S = 1 states. Based
on the spectral simulation carried out in the previous section, we were able to estimate
the spin-spin distance of the exciton and the associateD-value. In addition, the existence
of a half-field resonance allows for a direct measurement of the dipolar coupling strength
by means of an ED-Rabi nutation experiment.

Keevers et al. [85] have calculated the transition moment of the ΔmS = ±2 transition
using a second-order expansion of the time-averaged spin Hamiltonian. Using this ap-
proach, they were able to show that the half-field Rabi-nutation frequency is directly pro-
portional to the D-value of the exciton, according to

Ω(θ) ∝ ΩH sin (2θ) , with ΩH = B1
B0

D, 6.9

where the angle θ denotes the orientation of B0 with respect to the molecular frame. For
the half-field nutation frequency of the entire spin ensemble, one needs to integrate eq. 6.9
over all possible orientations θ. Based on eq. 6.9, D can thus be quantified by recording
ED-Rabi nutations at the half-field resonance as a function of the MW field strength B1.
At constant B0,D can be read off from the slope of a linear regression of themeasured nu-
tation frequencies Ω with respect to B1. In this way, Baker et al. [96] employed half-field
ED-Rabi measurements to determine the dipolar coupling strength of S = 1 states within
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FIGURE 6.14 (a) Electrically detected Rabi nutations recorded at g ≈ 4.03, at the center of the half-field resonance, as a
function of B1. Black traces show the experimental traces after subtraction of a second-order polynomial baseline. Red
traces and shaded areas mark the result and confidence interval of a least-squares fit according to eq. 6.10. (b) Nutation
frequenciesΩH obtained from the least-squares fit of the ED-Rabi traces. Fitting errors were estimated from the standard
deviation of the bootstrap population (see fig. 6.15). The D-value is obtained from linear regression.
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triplet-exciton/polaron complexes in . We followed the same approach and recorded ED-
Rabi nutations with B0 adjusted to the center of the half-field resonance. The measure-
ments were carried out as described in section 6.4.1. The resulting time-domain traces of
the integrated charge ΔQ as a function of the MW pulse length are shown in fig. 6.14a,
recorded at different B1 strengths as indicated.

Strongly damped oscillations are observed, modulated only for about one nutation pe-
riod. This strong damping is, however, not surprising as, according to eq. 6.9, not only B1
inhomogeneity but also a distribution ofD-values and the powder average over all angles
θ leads to a broad nutation-frequency distribution that smears out the nutation trace.
To determine the half-field nutation frequencies ΩH, the Rabi traces were fitted with a
damped powder-averaged oscillation function of the form

ΔQ(tP) ∝ exp[−tP /τinh] ⋅ ∫
π

0
cos[ΩH tP sin (2θ)] sin θ dθ, 6.10

which is based on eq. 6.9. The integration over all orientations θ includes the weighting
factor sin θ, assuming equally distributed orientations on the unit sphere. The damping
factor with time constant τinh takes into account both B1 inhomogeneity and damping
due to a distribution of D-values. The fitting parameters of this model are ΩH and τinh
as well as a linear scaling factor. In addition, a second-order polynomial baseline has
been included into the fit. The resulting fits are plotted with red dashed lines in fig. 6.14a.
Baselines have already been subtracted from both the data and the fit traces.

Due to the low SNR of the ED-Rabi traces with respect to the oscillation amplitude, we
evaluated the fitting error using bootstrap resampling, as discussed in the previous section
and explained in section 4.4.2. For each Rabi trace, N = 1000 bootstrap iterations were
performed to evaluate the errors of the obtained nutation frequencies ΩH. The shaded
areas in fig. 6.14a mark the 95 % confidence interval of the resultant fitted Rabi traces
over the bootstrap population. Note that also the baseline fit was included into the boot-
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FIGURE6.15 (a) Enlarged viewof the half-field ED-Rabi nutation recorded atB1 = 1.83mT. The experimental trace (black)
and the fitted curvematch those shown in fig. 6.14a. (b)Histogramof the fit-parameter distributionΩH over thebootstrap
distribution. The dashed curve shows a normal distribution with FWHM = 2ΔΩH√2 ln 2. (c) Comparison of the FFT
spectrum calculated from the time-domain ED-Rabi trace shown in fig. a and the distribution of nutation frequencies
ΩH obtained from the least-squares fit (see text for discussion).
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strap. The error margin of the baseline has been included into the confidence intervals
shown in fig. 6.14a. Exemplarily, fig. 6.15a shows a magnified plot of the ED-Rabi trace
and the fit result for the measurement at B1 = 1.83mT. In addition, the insert (fig. 6.15b)
plots a histogram of the bootstrap nutation-frequency distribution. From the standard
deviation, the fitting error of ΩH is estimated, yielding ΩH = 5.8(2) MHz.1 Figure 6.15c
also shows the frequency-domain Rabi spectrum calculated by means of FFT of the time-
domain trace in fig. 6.15a. The frequency peak at ΩH is clearly visible, especially when
applying apodization using a window function before calculating the FFT. However, the
nutation frequency cannot be read off accurately from the FFT spectrum due to the broad
peak width. We will thus use the results obtained from the least-squares fit for the data
analysis. Nevertheless the comparison of the bootstrap histogramwith the FFT spectrum
in fig. 6.15c confirms that the frequency peak is centered about the same frequency ΩH
obtained from the fit.

In fig. 6.14b, the nutation frequencies ΩH are plotted as a function of B1. According to
eq. 6.9, the slope of a linear fit through the origin provides the dipolar coupling strength.
The result of the linear regression is marked by the red shaded area in fig. 6.14b, yielding
D = 550(30) MHz. The uncertainty includes both fitting and nutation-frequency errors
and the experimental uncertainties of B1 and B0 arising from field calibration and fluc-
tuation during the measurement. The result matches the average D-value obtained from
the spectral fit of the half-field resonance in the previous section, providing support for
the fitting model.

In conclusion, we have for the first time observed an electrically detected half-field
resonance of a-Si:H, unambiguously proven the presence of a spin-dependent transport
channel via dipolar coupled S = 1 states. By means of spectrally fitting the CWEDMR
half-field signal and ED-Rabi nutation experiments at half field, we were able to esti-
mate the dipolar coupling strength and the underlying spin-spin distance distribution of
the excitons. This combined approach, yielding consistent results from both methods,
strengthens the reliability of the results. We find a Gaussian distribution of spin-spin dis-
tances with an average distance of 5.3(2)�A and a FWHM of 1.6(5)�A, corresponding to
roughly two to three a-Si bond lengths. This distribution leads to a mean dipolar cou-
pling strength of 590(80) MHz, consistent with the value of 550(30) MHz measured from
B1-dependent ED-Rabi nutations.

6.6 DENSITY-FUNCTIONAL-THEORY CALCULATIONS

Based on the experimental results presented so far, we have identified three paramag-
netic species that are involved in low-temperature spin-dependent transport in a-Si:H.
Electrically detected nutation experiments have identified spectral contributions stem-
ming from S = 1/2 doublet and S = 1 triplet states. The S = 1/2 signature comprises the
resonances of CBT- and VBT-trapped electrons and holes, with g-values of 2.0044 and
2.010, respectively. The S = 1 resonance has been assigned to strongly dipolar and ex-
change coupled electron-hole pairs forming a triplet exciton. From the multifrequency
fit in chapter 5, we found a g-value of 2.0077. From the observed half-field resonance, we
1Note that the bootstrap results in a normal distribution with FWHM = 2√2ln (2), as illustrated by the dashed Gauss profile in fig. 6.15b.
This symmetric distribution confirms that there is no systematic error in the fitting model, which would lead to a biasing of the bootstrap
distribution.
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TABLE 6.1 Calculated (DFT) and experimental g- and D-tensor principal values of delocalized conduction-band- (CBT)
and valence-band-tail (VBT) states and localized triplet excitons (TEs). Both the results of this work and of selected earlier
studies are listed. The TE state has beenmodeled as by relaxing an unperturbed superposition of a CBT-trapped electron
and a VBT-trapped hole. DFT calculations have been performed by the group of Uwe Gerstmann at the University of
Paderborn.

Source gx (or giso) gy gz g D (MHz)

CBT
DFT (George et al. [240]) 2.0046 2.0046 2.0038 2.0044
EDMR (this work) 2.0044 2.0044
LEPR (Umeda et al. [149, 150]) 2.004 2.004

VBT

DFT (this work) 2.0047 2.0124 2.0140 2.0104
EDMR (this work) 2.010 2.010
EDMR (Akhtar et al. [26]) 2.006 2.009 2.015 2.010
LEPR (Umeda et al. [149, 150]) 2.005 2.012 2.019 2.004

TE
DFT (this work) 2.0051 2.0070 2.0083 2.0069 614
EDMR (this work) 2.0077 2.0077 550(30)

determined a D-value of 550(30) MHz and a mean exciton spin-spin distance of 5.3(2)�A,
normally distributedwith a FWHMof 1.6(5)�A. To further validate these results and trans-
late them into structural models on an atomic scale, we complemented our experiments
with ab-initio density-functional-theory (DFT) calculations. These calculations were per-
formed by the group of Uwe Gerstmann at the University of Paderborn within the frame-
work of a project collaboration.

The combination of EPR experiments and DFT model calculations has already been
successfully employed to study theDBdefect in a-Si:H [148]. The same approach has been
used for EDMR experiments on a-Si:H/c-Si heterojunctions [240]. In this study, both DB
defects at the interface and CBT states in the a-Si:H layer could be identified to contribute
to spin-dependent recombination. Both DB and CBT could be modeled by DFT calcula-
tions, yielding excellent agreement between theory and experiment. For the CBT state, an
almost isotropic g-tensor with g = 2.0044 was calculated (see tab. 6.1), assuming an only
1 nm thick a-Si:H layer in the heterostructure. With increasing thickness, the g-tensor
can be expected to be purely isotropic [240]. The resulting spin-magnetization density
is shown in fig. 6.16a, indicating strong delocalization with the a-Si:H network. This cal-
culated result matches the g-value of CBT states that has been observed experimentally
by LEPR and EDMR/ODMR, both in earlier studies and in this work, confirming the in-
volvement of CBT-trapped electrons into spin-dependent transport and recombination.

Following the success of complementary EPR/EDMR and DFT investigations on a-
Si:H, we have extended the DFT calculations also to VBT-trapped holes. Based on the
commonmodel forCBTandVBT states in terms ofweak bonding sites caused bydisorder-
induced distortions in the a-Si network (see section 3.2.3), VBT states are modeled as a
delocalized excess hole centered at a distorted four-fold coordinated Si bonding site (in
similarity to a CBT state, which is modeled as an excess electron trapped at a disorder-
induced weak-bonding site). The g-tensor was calculated from first principles, using the
gauge-including projector-augmented plane-wave (GI-PAW) approach [270], which is
implemented in the Quantum ESPRESSO package [271]. A detailed description of the
calculation procedure can be found in ref. [240].

As for the CBT electron, modeling of a VBT hole results in a delocalized state, cen-
tered at a distorted four-fold coordinated Si bonding site, as shown in fig. 6.16b. However,
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6.6 Density-functional-theory calculations

the calculated g-tensor has strong rhombic symmetry, with principal values gx = 2.0047,
gy = 2.0124 and gz = 2.0140. The average g-value, g = 2.0104, is in excellent agreement
with our experimental results, as obtained both from multifrequency EDMR in chap-
ter 5 and from the S = 1/2 nutation-frequency-correlated EDMR spectra in section 6.4.
In our fitting models, however, we assumed an isotropic g-value, primarily to limit the
fit-parameter space. The X-band spectrum will only be slightly changed when includ-
ing an anisotropic g-tensor. On the contrary, the impact of g-tensor anisotropy on the
263GHz spectrum is much stronger. Due to the strong overlap with the CBT and TE
lines, however, the VBT resonance cannot be isolated, in order to unambiguously deter-
mine a potential g-tensor anisotropy. We found that including g-tensor anisotropy into
the simulations still produces good fit results, while slightly changing the relative spec-
tral weights and broadening parameters. Akhtar et al. [26] included a rhombic g-tensor
into a fitting model for low-temperature (T = 5K) X-band and 263GHz EDMR spectra
and reported principal g-values that are in good agreement with the DFT calculations.
Similar values were also derived by Umeda et al. [149, 150] from multifrequency LEPR on
a-Si:H (see also section 3.2.3). On this basis, we can overall conclude that the calculated
VBT model is consistent with experimental data. The DFT model thus corroborates our
assignment to a transport channel involving delocalized VBT-trapped holes.

Recently, the PAW formalism has been extended to enable DFT calculations of D-
tensors of high-spin centers [272]. Based on this approach, D-values were calculated for
defect states in diamond and polymorphs of silicon carbide, which were in good agree-
ment with experimentally obtained values [272]. In the scope of this work, the novel
algorithm has been applied to calculate a model for the TE state in a-Si:H. Based on
the observed g-value, which is approximately equal to the arithmetic mean of the CBT
and VBT g-values, the TE state was modeled as an unperturbed superposition of a CBT-
trapped electron and a VBT-trapped hole. Relaxation of this structure leads to the spin-
magnetization density shown in fig. 6.16c. Note that a large share of magnetization is
localized within one to two Si bonding sites. This is consistent with the exciton-radius
distribution derived from the EDMR half-field resonance. The calculated g-tensor ex-
hibits rhombic anisotropy (see tab. 6.1), resulting from the anisotropic VBT state. The
average g-value, g = 2.0069, is consistent with our experimental results. The calculated
TE structure results in a D-value of 614MHz, in excellent agreement with the D-value
we estimated from a least-squares fit of the half-field resonance (D = 590(80) MHz) and

(a) CBT electron (b) VBT hole (c) Relaxed CBT/VBT exciton

FIGURE 6.16 Spin-magnetization density (red) calculated from DFT for (a) conduction-band-tail (CBT) and (b) valence-
band-tail states (VBT), and (c) a triplet exciton TE formed by an strongly dipolar coupled pair of a CBT electron and a VBT
hole. Large and small spheres mark Si and H atoms, respectively. All graphics have been prepared by the group of Uwe
Gerstmann at the University of Paderborn.
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CHAPTER 6 Low-temperature transport in a-Si:H solar cells

from ED-Rabi nutations at half field (D = 550(30) MHz). This consistency between ex-
periment and theory clearly substantiates our model for TEs in a-Si:H, as being formed
strongly coupled e-h pairs trapped in tail states in direct proximity.

Complementing the EDMR investigations with DFT calculations has provided strong
support for assigning low-temperature spin-dependent transport to immobile electrons
and holes trapped in tail states, either as separated delocalized S = 1/2 states or as strongly
coupled, localized S = 1 excitons. Before adressing the nature of the associated transport
channels in section 6.8, the following section will present transient-EPR experiments,
demonstrating that the same paramagnetic states can be detected also by EPR.

6.7 TRANSIENT EPR

Transient EPR detects light-induced paramagnetic states by recording the time-resolved
EPR signal after a laser-flash excitation. The technique is ideally suited to study short-
lived light-induced states and has been successfully employed to investigate, for instance,
charge-conversion via photoinduced charge-transfer states [273–275] or strongly cou-
pled TE complexes [276, 277] in organic photovoltaic materials. In this section, we ap-
ply TREPR to a-Si:H powder samples at low temperatures (T ≤ 80K). We will thereby
present evidence for both weakly coupled spin-correlated electron-hole pairs and pho-
toinduced TEs. From the dynamics of the TREPR spectrum, we will further be able to
gain insight into the impact of these states on charge separation in a-Si:H, and correlate
the TREPR signals with the spin-dependent transport channels probed by EDMR.

Unlike in PEPR, continuous MW irradiation is applied to the spin system, while mea-
suring the transient EPR signal at constant MW frequency and magnetic field as a func-
tion of time. In contrast to conventional CWEPR, the signal is directly detected with-
out the use of phase-sensitive detection (e. g., based on magnetic-field or MW-frequency
modulation). Time-resolvedEPR spectra are obtained by carrying out field-sweptTREPR,
yielding two-dimensional signal maps. Comprehensive details concerning instrumenta-
tion, methodology and applications of TREPR can be found in EPR textbooks or recent
reviews (see, for example, ref. [259]). A brief description of the experimental setup can
be found in section 4.2. We applied TREPR to powder samples prepared from undoped
a-Si:H films, which were deposited using PECVD as described in refs. [163, 253] and sum-
marized in section 4.1. Samples of different electronic quality due to varying deposition
conditions and light exposure were examined, to evaluate a potential correlation of the
observed states with, for instance, sample morphology or defect density.

6.7.1 Transient-EPR signal of a-Si:H
Figure 6.17 shows the two-dimensional TREPR signal of an undoped a-Si:H powder sam-
ple at T = 80K. The dominant signal is a broad feature, covering a magnetic-field range
of more than 60mT. The spectrum reaches maximum intensity at about t = 0.8 µs af-
ter the laser flash and fully decays within 3 µs. The characteristic line shape with both
emissive (E) and absorptive (A) features (see fig. 6.17b) is typical of spin-polarized triplet
states [259, 275–278]. Non-Boltzmann populations of the triplet sublevels give rise to
ΔmS = ±1 transitions, which either absorb or emit a MW photon. This polarization pat-
tern reflected by the TREPR signature can be used to determine the formation mecha-
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6.7 Transient EPR

nism of the photo-excited triplet states [275, 277, 278]. The observed EA polarization
pattern is indicative of triplet states generated by intersystem crossing (ISC) from an ex-
cited singlet precursor state. In this case, the spin polarization is solely governed by the
selective population of the zero-field triplet sublevels, which depends on the symmetries
of the singlet and triplet wavefunctions. The resulting sublevel populations in presence
of a magnetic field depend on the orientation of the D-tensor principal axes with respect
to the magnetic-field vector (see section 2.3.3). The powder pattern, averaging over all
orientations, then exhibits a characteristic EEEAAA (or AAAEEE) sequence, resulting
from the three canonical orientations [259, 278]. Other triplet-formation mechanisms,
such as, for instance, recombination of spin-correlated radical pairs, directly populate the
high-field triplet manifold, producing polarization patterns that cannot be obtained from
ISC-generated triplets (e. g., AEEAAE or EAAEEA) [275, 278]. Therefor, we assign the
broad TREPR signal observed in fig. 6.17 to TEs formed by ISC of the geminate, photo-
excited singlet excitons.

The assignment to light-generated TEs is supported by an increase of the TREPR sig-
nal intensity with increasing light intensity (laser-pulse energy EL). This is illustrated in
fig. 6.17c, where the field-domain TREPR signal at t = 0.8 µs is shown as a function of EL.
Other experimental conditions were kept constant (temperature, laser wavelength, MW
frequency and power, resonator coupling and sample position). A clear light dependency
of the TE resonance is observed.

The line width of the TREPR signal (ΔBpp ≈ 16mT) is comparable to the line width of
the TE resonance measured with EDMR. It thus seems natural to assume that the same
states cause both signals. Therefor, we simulated the TREPR signal of ISC-generated TEs
based on the spin-spin-distance and D-value distribution determined from the EDMR
half-field signal (fig. 6.13). The resulting simulated spectra are shown in fig. 6.18a, scaled to
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FIGURE 6.17 (a) Field-swept transient EPR spectrum of undoped a-Si:H at T = 80 K. The spectrum was measured by
directly recording the time-resolved EPR signal after a laser flash of wavelength λL = 670 nm and laser-pulse energy
EL = 1.8mJ as a function of the external magnetic field. (b) Selected field-domain slices at different times after the laser
flash, as indicated by the dashed lines in fig. a. Emissive (negative) and absorptive (positive) signal components are
exemplarily marked by the shaded areas. (c) Light-intensity dependence of the TREPR signal. The field-domain slice
at t = 0.8 µs after the laser flash is shown for three different laser-pulse energies. For better visual comparability, the
colored traces have been smoothed by means of a digital fourth-order Butterworth low-pass filter.
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CHAPTER 6 Low-temperature transport in a-Si:H solar cells

match the amplitude of the TREPR field-domain slices. Excellent agreement is observed
between simulation and experiment, suggesting that the same photo-generated TEs that
are probed by TREPR indeed cause the spin-dependent transport channel responsible for
the EDMR signal.

In the central part of the spectrum, additional signals are superimposed onto the TE
resonance. This can be seen from the residual spectra between the three TREPR slices
and the TE simulation, which are shown in fig. 6.18b. At short times after the laser flash
(t < 2 µs), the residual spectrum exhibits an EAEA polarization pattern. We will not at-
tempt to explicitly analyze the line shape, since already a slight change of r or Δr in the TE
simulation strongly influences the residual line shape. However, the characteristic shape
of the signal, in particular, the presence of both absorptive and emissive line components,
is an unambiguous fingerprint of spin-correlated pairs. Similar TREPR line shapes have
been reported for organic semiconductors, such as polymer/fullerene blends, and were
assigned to charge-transfer (CT) states formed by spin-correlated polaron pairs [273, 275,
279]. Due to the non-thermal spin polarization, the signal unequivocally originates from
a geminate electron-hole pair. Based on the centering of the line at about g = 2.008, that
is, the arithmetic mean of CBT and VBT g-values, we assign the signal to weakly coupled
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FIGURE 6.18 Spectral simulations of the TREPR signal of a-Si:H. (a) Field-domain slices from fig. 6.17b, featuring the broad
triplet resonance. Simulations of the TE resonance, based on the result obtained from the half-field resonance (fig. 6.13),
have been carried out using the EasySpin [43] library. Only a linear scaling factor has been adjusted by least-squares
fitting to the experimental data. (b) Residual spectra of the slices shown in fig. a, obtained by subtracting the simulated
TE spectrum from the experimental TREPR traces. For times t < 2 µs, the characteristic polarization pattern of weakly
coupled spin-correlated radical pairs (EAEA) is observed. The purely absorptive signal at larger times (upper trace), was
least-squares fitted with a set of two Gaussian lines. The resulting g-values and line widths are consistent with the line
shapes of CBT- and VBT-trapped electrons and holes. Note that the magnetic-field range shown in fig. b has been nar-
rowed with respect to fig. a.
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6.7 Transient EPR

light-generated e-h-pairs that have been trapped in spatially correlated tail states before
being able to fully dissociate from the geminate pair.

At times t > 2 µs, the shape of the signal that is superimposed onto the TE resonance
changes and a purely absorptive feature is observed (upper trace in fig. 6.18b). We fitted
this spectrum with a spectral simulation, assuming the simple model of two Gaussian
lines with isotropic g-values. The resulting fit is shown by the dashed lines in fig. 6.18b
and results in g-values resembling the resonances of CBT and VBT states. This signal
can thus be assigned to trapped electrons and holes that have fully escaped the geminate
coupled pair. These signatures of separated charge carriers are likewise observed in LEPR
spectra of a-Si:H, as discussed in section 3.2.3.

The above results suggest that TREPR directly probes the charge-separation mecha-
nism in a-Si:H. The observed signals are consistent with the findings from PC, PL and
QFRS studies summarized in section 3.3. Photo-excited excitons are created in a singlet
state, due to the singlet ground state of doubly occupied states in thermal equilibrium.
After excitation into the extended band states, electron and hole relax down towards the
mobility edges (rapid thermalization) and into the tail states. After thermalization, gemi-
nate pairs exist as spatially correlated weakly coupled excitons, giving rise to the observed
TREPR signature. Dissociation leads to separated charge carriers that are observed in
both TREPR and LEPR when they are trapped in CBT or VBT states. Moreover, gemi-
nate pairs are observed as strongly coupled TEs that form from the excited singlet exciton
by ISC. Due to the similarity to the charge-separation process via CT complexes proped
by TREPR in organic photovoltaic materials [273, 275], we adopt the term charge-transfer
exciton for the spin-correlated e-h-pair in a-Si:H.

Both the signatures of spin-correlated coupled pairs and TEs are observed by TREPR.
Likewise, QFRS revealed lifetime peaks τS ≈ 3 µs and τT ≈ 1ms, assigned to geminate-
pair recombination of SEs and TEs [206, 210] (see section 3.3.2). Radiative recombina-
tion of geminate coupled pairs thus counteracts efficient charge separation in a-Si:H. Aoki
et al. [206, 213–215] identified another long-lived lifetime peak τD = 0.1–160 s, which they
assigned to radiative recombination of distant pairs. This is consistent with our observa-
tion of a TREPR signature of separated electrons and holes trapped in CBT and VBT
states. These states exhibit a much longer transient spin lifetime than the coupled states,
which is in agreement with the longer lifetime τD found from QFRS.1 By proving the
existence of both weakly and strongly coupled excitonic states as well as uncoupled tran-
sient paramagnetic species, our TREPR provides support for the conclusions drawn from
QFRS. By means of TREPR, we were able to directly follow the charge-separation process
in a-Si:H on a microsecond time scale and thereby elucidate the conversion from light-
generated excitons to separated electrons and holes contributing to photoconductivity.

6.7.2 Temperature dependency
In section 5.5, temperature-dependent EDMR spectra of a-Si:H films were presented,
which illustrated the transition from the low-temperature current-enhancing signal, fea-
turing the TE resonance, towards the room-temperature quenching signal, assigned to
spin-dependent recombination via DB defects. The enhancing signal was clearly identi-
1Note that we cannot directly compare PL lifetimes to the transient spin lifetimes observed in TREPR measurements. Spin lifetimes include
effects such as relaxation, while QFRS solely probes the population dynamics. Recombination lifetimes, however, set an upper bound of the
spin lifetimes in TREPR measurements.
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fied at temperaturesT ≤ 50K, while atT ≥ 150K only the quenching signal was observed.
At intermediate temperatures, a superposition of both signals, separated by their different
dynamics, was found. The TREPR signal discussed in the previous section was recorded
at T = 80K. The observation of a TE signal at this temperature is hence consistent with
the results of section 5.5 and allows for the conclusion that the same states are detected
by EDMR and TREPR. We repeated the TREPR measurement at higher and lower tem-
peratures to further test the correlation between EDMR and TREPR signals.

Figure 6.19 shows TREPR of the same a-Si:H powder sample, recorded at T = 10 K and
120K. Both spectra were acquired under the same conditions as the T = 80K spectrum
shown in fig. 6.17 (laser adjustment, wavelength and power, MW power, sample position-
ing and resonator coupling). At T = 10 K (fig. 6.19a), a strong TE resonance is evident—
comparable to what was observed at 80K. At T = 120K (fig. 6.19b), by constrast, only a
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FIGURE 6.19 Temperature dependency of the TREPR signal of a-Si:H. (a, b) Two-dimensional TREPR recorded at T = 10 K
and 120 K. Both spectra were recorded of the same sample and under the same experimental conditions as themeasure-
ments discussed in section 6.7.1 (λL = 670 nm, EL = 1.8mJ, MW attenuation 35 dB). (c, d) Magnetic-field domain cross
section at different times t after the laser flash (dashed lines in figs. a and b). The dashed orange curves show the sim-
ulated resonance of ISC-generated TEs, based on the results of section 6.5. (e) Residual spectra obtained by subtracting
the simulated TE resonance from the traces shown in fig. d. Similar line shapes are observed at T = 80 K (fig. 6.18b),
although the resonance assigned to separated electrons and holes (upper trace) exhibits a significantly reduced relative
intensity (note the scaling by a factor of five).
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very weak TE can be observed, as shown in fig. 6.19c, where the magnetic-field-domain
cross section at t = 0.8 µs after the laser flash is shown. At higher temperatures (150K,
295K), no TREPR signal was observed. This temperature dependency thus appears to
correlate with the low-temperature EDMR signal, lending support to the assumption that
the same TE states are detected by both methods.

Single field-domain slices at T = 10 K are shown in fig. 6.19d, extracted from the two-
dimensional signal as indicated by the dashed lines in fig. 6.19a. As in the previous sec-
tion, we simulated the TE resonance based on the exciton-distance distribution deter-
mined from the EDMR half-field resonance (r = 4.6�A, Δr = 1.4�A), and scaled the re-
sulting spectrum to the field-domain TREPR traces. The residual spectra between the
experimental data and the TE simulation are shown in fig. 6.19e. The line shape of the
TE resonance appears unchanged with respect to the 80K measurement. The residual
spectra between 0.5 µs and 3.5 µs also resemble the previously observed shape, indica-
tive of spin-correlated weakly coupled CT excitons. The relative intensity with respect to
the TE resonance, though, has increased, compared to the 80K signal. On the contrary,
the resonance stemming from uncoupled thermalized electrons and holes is merely vis-
ible. This can, however, be explained by the decreased charge-carrier mobility at lower
temperatures. Due to the lack of thermal energy, hopping transport between tail states
is predominantly limited to energy-loss hopping. Therefor, dissociation of the geminate
exciton becomes less probable, yielding a lower concentration of mobile, uncoupled elec-
trons and holes and, resultingly, a lower photoconductivity. In this respect, the differ-
ences between the TREPR signals at T = 80K and 10K are consistent with earlier PC
studies of a-Si:H (see section 3.3.1).

6.7.3 Transient Torrey nutations
A useful observation becomes apparent when taking a closer look at the single time-
domain TREPR traces, recorded at T = 10 K. In fig. 6.20a, the TREPR signals at magnetic
fields B0 = 342mT (g ≈ 2.004) and 347mT (g ≈ 1.978) are plotted, including the entire
data-aquisition interval. An oscillation of the TREPR signal is evident, suggesting the
observation of transient nutations due to the exposure to continuous MW irradiation.
These so-called Torrey oscillations [280–283] are a common byproduct of TREPR signals
that appear if the nutation frequency exceeds the spin-spin relaxation rates (1 /T1, 1 /T2).
They can be used either as a measure of B1 or to separate TREPR spectra stemming from
different paramagnetic species, not only by their dynamics, but also by their potentially
different nutation frequencies (similar to the approach we used in section 6.4 when car-
rying out field-resolved ED-Rabi or -PEANUT experiments).

Themagnetic-field positions of the slices shown in fig. 6.20a were selected according to
the maxima of either the narrow central signals (weakly coupled CT states and separated
localized electrons and holes) or the broad TE resonance. Already from the time-domain
traces, it is evident that the two signals exhibit different nutation frequencies. This be-
comes even more apparent from fig. 6.20b, where the respective FFT magnitude spectra
are shown.1 To derive the transient nutation frequencies Ω, the FFT spectra were fitted
with a simple Gaussian model, as shown by the dashed lines in fig. 6.20b. This yields fre-
1Note that an exponential baseline has been fitted and subtracted from the FFT spectra shown in fig. 6.20b. Owing to the lowMWpower and
the resultingly low nutation frequencies, the FFT peaks are superimposed by the strong zero-frequency peak, comprising non-modulated
signal components. Negative FFT magnitudes in figs. 6.20b–d are thus a result of an imperfect baseline correction.
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quenciesΩ = 0.13(4) MHz at B0 = 342mT andΩ = 0.19(4) MHz at B0 = 347mT, where
the given uncertainties correspond to the HWHM of the peaks. During the TREPR ex-
periment, unfortunately, no calibration of B1 has been conducted. However, based on
the assignment of the central narrow resonances to either weakly coupled or uncoupled
S = 1/2 states, such that ΩS = γB1, we estimate B1 = 4.7(13) µT, consistent with the low
MW power applied during the experiment (MW-power attenuation of 38 dB). For the
ratio between the two nutation frequencies, we obtain ΩT /ΩS = 1.47(54) ≈ √2. There-
for, ΩT represents the expected nutation frequency of S = 1 triplet states.

Figure 6.20c shows the baseline-corrected FFT spectrum for the entire magnetic-field
range. Field-domain cross sections at the closest frequencies to ΩS and ΩT are shown in
fig. 6.20d. Negative (red) FFT magnitudes are residual artifacts stemming from the expo-
nential baseline correction in the frequency domain. Due to these artifacts, we will not
attempt to quantitatively evaluate the nutation-frequency-resolved TREPR spectra. Nev-
ertheless, the two-dimensional FFT spectrum clearly illustrates the presence of S = 1/2
and S = 1 species. Moreover, a striking similarity between the TREPRnutation-frequency
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FIGURE 6.20 Transient Torrey oscillations observed in the T = 10 K TREPR spectrum of a-Si:H. (a) Time-domain TREPR
signals extracted from fig. 6.19a at two fixed magnetic-field positions. Both traces exhibit transient oscillations at differ-
ent nutation frequencies Ω. (b) Frequency-domain spectra obtained by calculating the FFT of the traces shown in fig.
a. An exponential baseline has been subtracted from the FFT magnitude spectra to allow for an identification of the
low-frequency nutation peaks. The dashed lines show the result of least-squares fits with Gaussian line shapes, used to
read off nutation frequencies. The ratio ΩT /ΩS = 1.47(54) ≈ √2 resembles the expected ratio between the nutation
frequencies of S = 1 and S = 1/2 species. (c) Two-dimensional FFT spectrum of the field-resolved transient nutations. A
remarkable similarity to the electrically detected nutation-frequency maps presented in section 6.4 becomes immedi-
ately evident. (d) Field-domain nutation-frequency-resolved magnitude spectra, extracted at the nutation frequencies
of S = 1/2 and S = 1 states, as indicated by the dashed lines in fig. c.
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TABLE6.2 Deposition conditions andmaterial properties of a-Si:Hpowder samplesused for comparing theTREPR signals
as a function of the structural and electronic material quality. Samples labeled A–E were prepared at Delft Technical
University, as described in ref. [163]. The first, unlabeled sample has been used for the TREPRmeasurements discussed in
the previous sections and was prepared at Forschungszentrum Jülich, according to ref. [253].

Sample Label a) m
(mg)

R
[H2] / [SiH4]

PRF

(W)
rD

(�A /s)
p

(mbar)
Porosityb) nS

c)

(1 /cm3)

09B502I 68 9 N/A N/A N/A N/A N/A
A M3610 10 0 3.1 1.8 0.7 low 6 ⋅ 1015
B A6725 11 0 3.6 2.8 0.7 medium 1 ⋅ 1016
C A6729 11 0 10 7.2 1 high 9 ⋅ 1016
Dd) A6709 4 50 10 1.8 8 low 3 ⋅ 1016
Ed) M3621 11 10 3.1 1.0 2 low 3 ⋅ 1016

a) Internal sample label, specified for future reference.
b) Porosity refers to the density of nanosized voids, measured by Fourier-transform infrared (FTIR) spectroscopy from the ratio of high and low hydrogen

stretching modes (HSM, 2090 1 /cm and LSM, 2000 1 /cm), as described in refs. [255, 256].
c) Spin concentrations, measured by quantitative EPR (see section 2.1) of the DB-defect resonance. For the light-soaked sample D, quantitative EPR

measurements were repeated before and after recording the TREPR spectrum, yielding similar results.
d) Light-soaked samples, which were illuminated for 400 h under an AM1.5 solar simulator at T = 50 ∘C.

mapand the electrically detectednutationpattern, obtained fromED-Rabi and -PEANUT
experiments, is observed (compare fig. 6.10). This further supports the assumption of the
same paramagnetic species being detected by both EPR and EDMR.

6.7.4 Comparison of different a-Si:H samples
Transient-EPR experiments revealed the presence of both weakly and strongly bound
light-generated excitons, affecting charge separation in a-Si:H. The correlation between
TREPR and EDMR signatures further suggests that the paramagnetic species detected by
EPR also induce the spin-dependent transport channels that cause resonant photocurrent
changes. To examine whether these states are universal properties of a-Si:H or specific to
material properties, we recorded TREPR signals of a-Si:H samples of differing morphol-
ogy and electronic quality induced by different preparation conditions.1

All a-Si:H powder samples prepared by RF-PECVD, as described in ref. [163]. Deposi-
tion conditions were chosen such that a significant variation of the electronic quality and
the nanoscopic morphology is assured between different samples. Therefor, the hydro-
gen/silane gas-flow-rate ratio R = [H2] /[SiH4], the RF power density PRF, determining
the deposition rate rD, and the pressure p were varied during deposition. An increased
silane dillution R is known to produce a-Si:H with enhanced light-soaking stablity [284,
285], while a higher deposition rate increases the porosity by introducing nanosized voids,
yielding a higher defect density and a reduced light-soaking stability [163, 255, 256, 286].
Furthermore, a-Si:H processed at high pressure has been found to exhibit an increased
bandgap and enhanced light-soaking stability, resulting in high open-circuit voltages and
efficiencies when used as an absorber layer in solar-cell devices [256, 287]. The deposition
conditions for the measured samples are summarized in tab. 6.2.

The TREPR signals obtained from samples A–C, measured under equal conditions
(laser wavelength λL = 670 nm and pulse energy EL = 1.3(2) mJ, MW-power attenuation
of 35 dB and temperature T = 80K), are shown in figs. 6.21a–c. All samples show the
1Transient EPR spectra presented in the previous sections are from the same intrinsic a-Si:H powder sample, prepared at Forschungszentrum
Jülich, as described in ref. [253]. Spectra discussed in this section were provided by the group of M. Zeman at the Delft University of
Technology. Comparing samples prepared at different research centers corroborates the universal nature of our findings.

129



CHAPTER 6 Low-temperature transport in a-Si:H solar cells

characteristic signatures of strongly bound TEs, weakly coupled CT excitons and dissoci-
ated electrons and holes. Figure 6.21d shows the non-resonant background signals of all
three samples, which have been subtracted from the TREPR spectra. These background
signals, following the laser flash, arise due to dielectric heating of both the MW resonator
and the sample, which is reflected in a change of the resonator impedance and quality fac-
tor. At comparable laser-pulse intensities, the amplitude of the background signal thus
provides an indicator for the sample conductivity. As expected, we observe the highest
background signal for sample A, which exhibits a low density of nanostructural voids and
the lowest DB-defect density, while the lowest background signal is observed for sample
C, which features the highest defect density and nanostructural quality.

For a comparison of TREPR signal intensities, single time- and field-domain slices of
the three samples are shown in figs. 6.21e–g. The resonances of TEs and weakly coupled
CT states exhibit almost equal intensities for all three samples (figs. 6.21f and g). Only at
B0 = 342mT, where the resonance of dissociated electrons and holes is observed, a signif-
icantly lower signal intensity is observed for sample C (fig. 6.21e). This can be explained
by a decrease of the charge-carrier density due to enhanced recombination viaDB defects,
as the DB density of sample C is by an order of magnitude larger than for the other two
samples (see tab. 6.2). Note that the variation of SNRs (figs. 6.21a–c) can be attributed to
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FIGURE 6.21 Comparison of the TREPR spectra and signal intensities of instrinsic a-Si:H samples with varying structural
and electronic properties. (a–c) Transient-EPR spectra of samples A–C (compare tab. 6.2). The samples were measured
as deposited, i. e., without application of light-soaking. All spectra were recorded under comparable experimental con-
ditions (T = 80 K, λL = 670 nm, EL = 1.3(2)mJ, MW attenuation 35 dB). (d) Non-resonant background signals, arising
as a result of dielectric sample heating. These baselines have been subtracted from the TREPR signals, but serve as an
indicator of the sample conductivity. (e, f) Time-domain TREPR signal at magnetic-field positions corresponding to the
maximum amplitude of either the uncoupled electron/hole or the TE resonance. (g) Field-domain cross sections at a
fixed time t = 0.8 µs after the laser pulse, where the TE resonance is maximum. Despite the distinctively different sam-
ple morphologies and conductivities, an almost equal intensity and shape of the TE signal is observed.
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6.7 Transient EPR

the different amplitudes of the subtracted background signals, causing varying strengths
of residuals remaining from an imperfect background subtraction.

In fig. 6.22, analogous TREPR spectra of samples D and E are shown. These samples
have been light-soaked for 400 h under an AM1.5 sun simulator, previous to the TREPR
experiments. For both samples, light-soaking led to an increase of the DB spin density
(from nS = 1 ⋅ 1016 to 3 ⋅ 1016 1 /cm3 for sample D, and from 2 ⋅ 1015 to 3 ⋅ 1016 1 /cm3 for
sample E), as determined by quantitative EPR.This light-induced degradation is a result of
the creation of metastable defects due to the Staebler-Wronski effect (SWE), although the
responsiblemicroscopicmechanism is not understood yet, even after 40 years of extensive
research (see section 3.2.2). Note that sample D has been prepared under high pressure
(p = 8mbar) and from highly H2-diluted silane (R = 50), both known to produce a-Si:H
that makes for highly efficient solar-cell absorbers with enhanced light-soaking stability
[256, 287]. This explains the stronger relative increase of the DB density of sample E.

Both signals feature the same characteristic shape and dynamics found for the as-
deposited samples. Slightly different intensities are observed for the resonances of sep-
arated electrons and holes (fig. 6.22c) and for the TE signal (figs. 6.22d and e). How-
ever, regarding the different sample masses (mD = 4mg, mE = 11mg) and slightly differ-
ing light intensities during the aquisition of both spectra (EDL = 0.6mJ, EEL = 0.8mJ), we
cannot decide whether the different intensities are related to actual sample properties. A
systematic comparison of as-deposited and light-soaked samples is yet to be done.
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FIGURE 6.22 Transient EPR spectra of light-soaked samples D and E, recorded at T = 80 K after a laser flash of energy
EL and wavelength λL = 670 nm. (a, b) Two-dimensional signals, (c, d) time-domain and (e) field-domain traces exhibit
similar line shapes as observed for the as-deposited samples in fig. 6.21 (section 6.7.1). An unambiguous comparison of
absolute signal intensities is not possible due to the different sample size (mD = 4mg,mE = 11mg) and slightly different
light intensities.
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6.7.5 Conclusion
Using TREPR, we were able to prove the existence of strongly and weakly coupled exci-
tonic states in instrinic a-Si:H, forming after light excitation of geminate e-h pairs. The
time resolution of TREPR allowed to follow the charge-separation process in a-Si:H on
a microsecond time scale. Comparable signal intensities were found in as-depsited and
light-soaked samples of varying morphology, defect density and light-soaking stability,
resulting from distinctively different preparation conditions. This suggests that excitonic
states are a universal feature of a-Si:H, which is consistent with an assignment to the in-
trinsic charge-separation mechanism of a-Si:H.

From these findings, the central role of the observed CT excitons for the yield of free
charge carriers that contribute to electronic transport has become evident. Backreaction
of the geminate singlet exciton into a strongly dipolar coupled TE via ISC is identified
as a mechanism that interferes with efficient charge dissociation. Comparison to the line
shapes of EDMRandODMR signatures of TEs indicates that the same states are observed.
In ODMR, the TE resonance is due to spin-dependent radiative recombination [233, 242,
243, 246, 265], identifying TE formation as a major loss channel of geminate pairs. This
is supported by the observation of distinct recombination lifetimes by QFRS, which were
assigned to singlet and triplet excitons [206, 210]. It is tempting to assign these recombi-
nation channels to the CT and TE states identified by TREPR.

Turning back to the EDMR results presented in this chapter, we have shown that the
line shape of the TREPR signal is in excellent agreement with the TE distance distribution
derived from the EDMR half-field resonance. Moreover, transient Torrey oscillations re-
vealed a nutation-frequency-resolved TREPR spectrum, almost identical to the nutation-
frequency maps obtained from ED-Rabi and -PEANUT experiments. This clearly sug-
gests that the transport channel probed by EDMR is mediated by the same TEs. The
mechanism that causes the resonant photocurrent change, however, is still to be uncov-
ered. We will adress this issue in the following section, where we employ electrically de-
tected double-resonance techniques to prove the existence of a three-particle Auger-like
recombination process that gives rise to the EDMR signal.

6.8 ELECTRICALLY DETECTED ELDOR

Theshape of the TREPR resonance, exhibiting both emissive and absorptive features, pro-
vides a clear identification of spin-polarized TEs, created from a geminate light-excited
singlet exciton via ISC.The correlation between EDMR and EPR line shapes suggests that
the same light-generated excitons cause the spin-dependent transport channel probed by
EDMR. From the similarity between electrically (section 6.4) and optically (ref. [246]) nu-
tation measurements, we further conclude that the same TEs also provide the radiative
recombination channel causing the ODMR signal. However, as already mentioned ear-
lier, geminate recombination does not affect photoconductivity, as charge carriers con-
tributing to the photocurrent must necessarily have escaped the photo-excited pair. An
additional spin-dependent transport or recombination channel must thus be present to
explain the EDMR signal.

Two possible scenarios arise that could explain a current-enhancing EDMR signal orig-
inating from geminate TEs: (i) spin-dependent dissociation of the geminate TE, yielding
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6.8 Electrically detected ELDOR

separated electrons and holes, which can contribute to the photocurrent; or (ii) spin-
dependent non-radiative recombination of the TE, involving an additional bound charge
carriers, which is released in a three-particle Auger-like recombination process. Similar
processes have recently been identified in organic semiconductors [96, 288] and µc-Si:H
[98]. Moreover, combined PC and PL studies on a-Si:H indicate the presence of a non-
radiative Auger-recombination channel at low temperatures, due to a quenching of the PL
at temperatures T < 50K [173, 191] (see section 3.3.1). Obvious canditates to be involved
in such a three-particle process are electrons or holes trapped in CBT or VBT states in
close proximity to the exciton.

Based on the experimental data presented until now, we cannot decide between either
spin-dependent dissociation or a three-particle recombination process. The method of
choice to investigate interactions between weakly coupled spins and thus identify a po-
tential three-particle process is electrically detected ELDOR (ED-ELDOR) [22, 289]. Note
that ED-ELDOR is not to be confused with the pulsed ELDOR experiment, also referred
to as double electron-electron resonance (DEER), which is well known fromEPR [34]. Elec-
trically detected ELDOR qualitatively detects couplings between electron spins involved
in a spin-dependent transport or recombination process, while PELDOR quantitatively
measures dipolar coupling strengths between interacting paramagnetic states.

The ED-ELDOR sequence has been employed to demonstrate the existence of spin-
dependent recombination channels betweeen phosphorus-donor and Si/SiO2 interface
states [22], aswell as oxygen-vacanvy complexes [289] in phosphorus-doped silicon. More-
over, ED-ELDORhas recently been used to prove the existence of a spin-dependent three-
particle Auger-recombination channel involving S = 1 excitons and S = 1/2 CBT states in
µc-Si:H [98]. We will use the same approach to probe the existence of a three-particle
process involving both TEs and S = 1/2 electrons or holes in a-Si:H.

6.8.1 Experiment and data evaluation
The principle of the ED-ELDOR experiment is schematically illustrated in fig. 6.23a. The
experiment is carried out at constant magnetic field B0 and employs a pump-probe pulse
sequence using two different MW frequencies to selectively excite transitions of the in-
teracting spin species. A pump pulse of length tP (red) is applied at a MW frequency
νP, which is resonant with the first spin species (A). After a time interval T, a three-pulse
spin-echo-detection sequence (blue), comprising a final π /2 read-out pulse, is applied at a
MWfrequency ν, resonantwith the second spin species (B). During the pumppulse, spins
A perform a Rabi nutation at a frequency ΩP = αPν1,P, affecting the spin-pair symmetry
of coupled pairs A–B. If a coupling exists between spins A and B, the spin-pair symme-
try prior to the detection sequence determines the spin-echo amplitude. Carrying out
the experiment as a function of tP will then result in an echo amplitude that oscillates at
frequency ΩP, reflecting the Rabi nutations performed by spins A.

In ED-ELDOR experiments, it is crucial to ensure selective excitation of A and B spins
during pump and probe phases. In case of overlapping excitation windows, pump and
probe pulses excite the same spin species, preventing an unambiguous interperation of
the resulting ED-ELDOR traces. Figure 6.23b depicts the pump and probe frequencies
selected with respect to the PEDMR spectrum. Under the assumption of a three-particle
process involving TEs and CBT- or VBT-trapped electrons or holes, the ED-ELDOR ex-
periment was carried out by pumping on the central narrow EDMR peak, assigned to
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CHAPTER 6 Low-temperature transport in a-Si:H solar cells

S = 1/2 CBT and VBT states, and probing on the broad TE resonance, far off the reso-
nances of S = 1/2 states. Red and blue traces in fig. 6.23b indicate the excitation profiles
of pump (g ≈ 2.005) and probe (g ≈ 1.971) π pulses, approximated by Gaussian B1 dis-
tributions. The shaded areas mark the regions of homogeneous excitation of widths 1 /tP
and 1 /tProbe, respectively. Pump and probe frequencies were spread apart about 170MHz,
ensuring sufficiently separated excitation windows. The maximum frequency separation
of pump and probe positions is limited by the bandwidth of the MW cavity. During the
experiment, the resonator Q-value was about 250 (measured by recording the resonator
tuning picture), yielding a resonator bandwidth of about 40MHz, centered about the
pumping frequency νP = 9.644GHz. Although the resonator bandwidth is significantly
lower than the pump-probe frequency difference, we still found sufficient MW amplitude
B1 at the probe frequency ν. Note that different B1 strengths were set for pump and probe
pulses, by using different channels of the pulse-forming unit, aiming to achievemaximum
pumping efficiency and detection selectivity at the same time.

Despite the straightforward approach of the ED-ELDOR sequence, careful data ac-
quisition and post-processing is required to deduce reliable results from the experiment.
One needs to ensure that the recorded integrated charge ΔQ indeed reflects the ampli-
tude of the potentially modulated spin echo. This is particularly crucial in ED-ELDOR
since the signal stemming from the spin echo of spins B is superimposed by an ED-Rabi-
nutation signal of spin A. The initial pump pulse induces an EDMR transient oscillating
at frequency ΩP due to the variation of the pulse length tP (gray trace1 in fig. 6.23a). The
integrated charge ΔQ will thus contain both the ED-Rabi signal of spins A and the spin-
1Note the different time scales of pulses and EDMR signals in fig. 6.23a. Pulse lengths are on a ns time scale, while EDMR responses decay
within µs or even ms. The ED-Rabi background is thus recorded at full amplitude together with the ED-ELDOR spin-echo signal.
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FIGURE 6.23 (a) Pulse sequence employed for an ED-ELDOR experiment. The frequency νP of the lower MW pulse of
length tP (red) is resonant with spins A. The upper ED-echo sequence at frequency νmatches the resonance of spins B.
If a coupling exists between spins A and B, the spin-echo amplitude will be a function of the pump-pulse length tP. (b)
X-band PEDMR spectrum of a-Si:H, plotted as a function of the Larmor-frequency offset with respect to the detection
frequency ν. The shaded areas mark the excitation bandwidths of pump and probe π pulses. The frequency difference
needs to be sufficiently large to ensure selective pump and probe excitation windows. In the present case, the pump
pulse excites S = 1/2 spins, while echo detection is selective the S = 1 exciton states.
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echo signal of spins B. In presence of a coupling between the spin species, both signals are
modulated with the same nutation frequency ΩP. To remove the ED-Rabi background
signal, a two-step ±π/2 phase cycle is applied to the final read-out pulse. This results in
opposing signs of the electrically detected spin echo [78] (∓1 for total flip angles 2π or π
during the three-pulse echo sequence). Both the ED-Rabi background as well as other
EDMR and non-coherent background signals will be unaffected by the phase of the read-
out pulse. Subtraction of the +π/2 from the −π/2 cycle yields an echo amplitude with the
sign equal to the PEDMR spectrum, while background signals are cancelled out [78, 289].

In practice, we found that phase cycling only partly removes unwanted background
signals. Slight variations in temperature, illumination intensity, photocurrent and MW
power in between phase cycles and small amplitude mismatches between the different
channels of the pulse-forming unit result in small residuals remaining from the super-
imposed currents, which cannot be avoided. Unfortunately, the amplitude of the re-
maining background signals is still of the same order of magnitude as the ED-ELDOR-
induced echo modulation. Other than, for instance, in ED-PEANUT, where we used
single-point detection of ΔQ to monitor the rotary-echo amplitude, ED-ELDOR thus re-
quires to record the entire spin echo, in order to separate echo and background signals
by means of a two-dimensional baseline-correction procedure. Recording the spin echo
is achieved by means of echo tomography, where ΔQ is recorded as a function of the
read-out pulse position τ2 (see section 2.5.7). Therefor, ED-ELDOR is necessarily a two-
dimensional experiment that records ΔQ as a function of tP and τ2.

The two-dimensional ED-ELDOR signal is shown in fig. 6.24a, recorded at constant
magnetic field (B0 = 343.6mT) andpump-/probe-pulse frequencies and amplitudes given
in fig. 6.23b. A constant waiting time T = 500 ns between pump pulse and probe se-
quence and a dephasing time τ1 = 100 ns was used. The pulse lengths of the π /2 and π
detection pulses were set to 32 ns and 64 ns, while the B1 strength of the detection chan-
nels was adjusted accordingly tomatch the corresponding nutation frequency of resonant
S = 1 states. An electrically detected spin echo is observed, centered at τ2 = τ1 = 100 ns
(fig. 6.24d). Moreover, an oscillation along the tP dimension is found (fig. 6.24c), with a
first minimum at tP = 20 ns, corresponding to the approximate π-pulse length expected
for S = 1/2 states at the given pump-pulse B1. The stepwise two-dimensional baseline-
removal procedure required to separate this oscillation into ED-ELDOR and ED-Rabi
background signals is illustrated column-wise in fig. 6.24.

Basically, the baseline correction follows the same approach used for subtracting inco-
herent background signals from two-dimensional PEDMR spectra (see section 4.3.2). In
a first step, a linear baseline is fitted and subtracted along the tP dimension (fig. 6.24c).
The resulting baseline is shown in fig. 6.24b. This baseline comprises the non-modulated
signal (both spin echo and superimposed non-modulated EDMR transients). In the sec-
ond step, conversely, a linear baseline is subtracted from the remaining modulated traces
along the τ2 dimension (figs. 6.24e–h). This baseline corresponds to themodulated back-
ground signal, that is, the ED-Rabi nutation of spins A (S = 1/2 states) excited by the
pump pulse. The remaining signal after these two baseline-removal steps contains only
the modulated spin echo (figs. 6.24i–l). As an illustration, we fitted the individual echo
traces with Gaussian lines centered at τ2 = 100 ns (red curves in figs. 6.24k and l). The
resulting two-dimensional fit is shown in fig. 6.24j and clearly exposes the modulation
of the spin-echo intensity. The superposition of the ED-ELDOR signal with both mod-
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ulated and unmodulated background signal is evident from fig. 6.24. This stresses the
importance of carefully recording the entire echo signal when carrying out ED-ELDOR
experiment. Uncovering the ED-ELDOR signal from the superimposed background sig-
nals corroborates the reliability of our results.

6.8.2 ED-ELDOR results
Figure 6.25a shows the fully processed ED-ELDOR trace (blue), corresponding to the
modulated echo intensity, which is obtained by integrating fig. 6.24i along the τ2 axis.
TheED-echo intensity ismodulatedwith a frequency of 25(2) MHz, read off from the FFT
spectrum (fig. 6.25b). This frequency is identical to the nutation frequency determined
from an ED-Rabi experiment at the pump position at equal B0, ν and B1) (red traces in
figs. 6.25a and b). This comparison shows that the observed echo-modulaton frequency
corresponds to the Rabi-nutation frequency of S = 1/2 states (Ω = ν1). With the echo-
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FIGURE 6.24 Illustration of the baseline-removal procedure used to separate themodulated ED-ELDOR spin-echo signal
from coherent and non-coherent background signals. (a) Raw two-dimensional ED-ELDOR signal recorded bymeasuring
ΔQ as a function of the pump-pulse length tP and the read-out pulse position τ2. (b) Non-modulated background signal
obtained by linear fits along the tP dimension. (c, d) Single slices taken from figs. a and b, as indicated by the dashed
lines, at τ2 = τ1 = 100 ns, where the echo amplitude is maximum, and tP = 20 ns, corresponding to the π-pulse length
of the pump pulse. (e–h) Second baseline-removal step along the τ2 dimension. A linear baseline is fitted to the edges
of the echo traces (fig. h), yielding the baseline shown in fig. f. This signal corresponds to the superimposed ED-Rabi
nutation of the EDMR response following the pump pulse. (i–l) Background-corrected ED-ELDOR signal containing only
the modulated spin-echo intensity. The red curves in figs. k and l correspond to a fit of the echo traces with a Gaussian
line centered about τ2 = 100 ns. The two-dimensional result of these fits is shown in fig. j.
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detection sequence being selective to the TE resonance, the observed modulation clearly
indicates a coupling between TEs and S = 1/2 states.

Maximum echo intensity is observed for zero pump-pulse length. In this case, the ex-
periment corresponds to a normal ED-echo experiment on the TE resonance. The total
flip angle during the echo sequence isπ, such that the final TE state after the echo sequence
is effectively the same state that would have been obtained by a single-pulse EDMR exper-
iment.1 For a coupled three-particle system that is initially in a quartet state, a flip of either
the S = 1 or the S = 1/2 spin leads to an increased doublet content (see section 2.5.8). As a
result, the transition rate between the two states will be enhanced, resulting in a positive
echo for a current-enhancing process. For a pump pulse with flip angle π (tP = 20 ns),
both the S = 1/2 and the S = 1 state are flipped. This, in turn, reduces the doublet content
of the three-spin system with respect to only exciting the S = 1 manifold. Consequently,
the echo intensity is quenched, which is exactly what is observed in fig. 6.25a.

To verify our findings, we repeated the ED-ELDOR experiment with interchanged
pump and probe positions. Therefor, we changed the magnetic field, such that the pump
1This is due to the chosen phase cycle, which subtracts the +π/2 (total flip angle 2π, quenching echo) from the −π/2 cycle (flip angle π,
enhancing echo).

ν = 9.478 GHz
νP = 9.644GHz

B0 = 343.6mT
ν1 = 24.0(9)MHz

0 200 400

Pulse length (ns)

ΔQ
(n
or
m
.)

(a)

ΩELDOR = 24.6(12)MHz ΩRabi = 24.7(15)MHz

0 20 40 60 80 100

Nutation frequency (MHz)

| F
FT

( Δ
Q

) |
(n
or
m
.)

(b)

9.49.69.8

ν0 (MHz)

ν = 9.814 GHz
νP = 9.644GHz

B0 = 349.7mT
ν1 = 26.4(9)MHz

0 100 200 300

Pulse length (ns)

ED-Rabi
ED-ELDOR

(c)

ΩELDOR = 38.3(22)MHz ΩRabi = 38.4(25)MHz

0 20 40 60 80 100

Nutation frequency (MHz)

(d)

9.69.810.0

ν0 (MHz)

FIGURE 6.25 (a) Time-domain ED-ELDOR trace (blue), obtained by integrating the modulated spin echo along τ2 (figs.
6.24i–l). The red trace shows the result of an ED-Rabi measurement at the pump position (ν = 9.644GHz) at equal B1
strength (B1 = 0.9mT). (b) Frequency-domain FFT spectra of the ED-ELDOR and ED-Rabi traces. The ED-echo amplitude,
detected on the TE resonance, is modulated with the Rabi-frequency of S = 1/2 states excited by the pump pulse. (c, d)
Results of an equivalent ED-ELDOR experiments with reversed pump and probe positions, as indicated by the inserts in
figs. b and d. The same baseline-removal procedure (fig. 6.24) has been applied to the ED-ELDOR signal. The spin echo
of S = 1/2 states is modulated with the nutation frequency of S = 1 triplet states (Ω = √2ν1). The experiment provides
clear evidence for a spin-spin coupling between S = 1 excitons and S = 1/2 states (either CBT electrons or VBT holes).
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frequency becomes resonant with the TE resonance. The probe frequency was then ad-
justed to match the resonance of S = 1/2 states (see insert in fig. 6.25d). The equivalent
time- and frequency-domain ED-ELDOR and ED-Rabi traces are shown in figs. 6.25c
and d, respectively. As expected, we find the echo intensity, detected on S = 1/2 states,
to be modulated with the S = 1 nutation frequency (Ω = √2ν1). Being able to detecting
an ED-ELDOR signal in both pump/probe configurations affirms the conclusion that a
coupling exists between TEs and S = 1/2 species.

In the above discussion, we intentionally did not specify the S = 1/2 coupling partner.
The strong overlap between the resonances of CBT electrons and VBT holes does not
allow to differentiate, which of the two potential states is coupled to the exciton. An ob-
vious experiment to resolve this issue would be a magnetic-field-resolved ED-ELDOR
measurement. From the relative FFT amplitudes under different resonance conditions,
one might be able to conclude on the coupling partner. Since a single ED-ELDOR trace
already requires a two-dimensional measurement, field-swept ED-ELDOR would have
to be carried out in three dimensions. Such an experiment would, on the one hand, be
time-consuming, as even the constant-field traces shown in this section already required
data-acquisition times of more than ten hours. On the other hand, field-resolved ED-
ELDOR measurements would also be technically demanding. In order to assure mean-
ingful data, one would have to carefully readjust either the pump or the probe frequency
when changing B0, while keeping B1 strengths unchanged. In the scope of this work,
such a measurement has not been realized. Therefor, we can only conclude that TEs are
involved in a three-particle process with either CBT electrons or VBT holes (or both).

6.8.3 Three-particle transport process
By providing evidence for a spin-spin coupling between TEs and CBT electrons and/or
VBTholes, we have shown that the excitonic EDMRsignal originates froma three-particle
spin-dependent transport process. We propose anAuger-like recombinationmechanism,
as sketched in fig. 6.26. Photo-induced geminate excitons are generated in an excited sin-
glet state (fig. 6.26a). After thermalization into the tail states, the electron-hole pair may
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FIGURE 6.26 Illustration of a spin-dependent Auger-like three-particle recombination process, which can explain the
current-enhancing EDMR signal associated with S = 1 triplet excitons. Filled and open circles mark negatively and posi-
tively charged electrons and holes, respectively. See text for further explanations.
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be separated via the formation of an intermediate CT state, as shown by TREPR in sec-
tion 6.7. Alternatively, the singlet exciton can back-react into a strongly coupled localized
TE state bymeans of ISC (fig. 6.26b). TheTEmay recombine radiatively, whichwould not
result in anEDMRsignal, but could be observed by photoluminescence andODMR. If the
TE is located in proximity to a CBT electron or a VBT hole, a coupled three-spin complex
can form. Transitions between the S = 1/2 state and the exciton will be spin-dependent,
according to the Pauli-exclusion principle (fig. 6.26c). If the three-spin system forms a
total quartet state (for example, a |T+ ↑⟩ state, as shown in fig. 6.26c), electronic transi-
tions will be Pauli-blocked. Flipping either the triplet spins or the S = 1/2 spin increases
the doublet content of the three-spin state ( |T+ ↓⟩ in fig. 6.26d), and transitions between
the three states become Pauli-allowed.

A number of scenarios could give rise to a current-enhancing EDMR signal. We be-
lieve that the most probable mechanism is a spin-dependent Auger-recombination pro-
cess, illustrated on the right-hand side of fig. 6.26. Spin-manipulation by EPR enables
e-h and e-e transitions between the TE and, for instance, the coupled CBT electron.1 In
a non-radiative e-h recombination process, the excess energy released by the recombina-
tion event is transferred to the remaining electron. The latter is thereby excited into the
conduction band and leads to a resonant current increase (fig. 6.26e). Different pathways
exist for a spin-dependent Auger-recombination channel between the three spins:

Direct recombination of the CBT electron and the TE hole, releasing the TE electron,
as shown in fig. 6.26e. The transition rate depends on the doublet content of the total
three-spin state.
Spin-dependent tunneling of the CBT electron into the CBT state of the exciton, fol-
lowed by a recombination with the hole, yielding the same result.
Recombination of the TE due to an increased ISC rate into a singlet state after a res-
onant spin transition |T±⟩ → |T0⟩. In this case, the excess energy would be trans-
ferred to the weakly coupled CBT electron (or VBT hole).
Enhanced triplet-exciton recombination after a resonant spin flip of the coupled CBT
electron. The mixing of states between the weakly coupled CBT spin and the TE
spins can give rise to spin flip-flop processes. A resonant flip of the CBT electron
can thus also induce transitions between the triplet manifold, finally increasing the
ISC-mediated exciton-recombination probability.

While we cannot decide on the precise microscopicmechanism, all scenarios result in the
same final state, that is, an excess charge carrier being released into the conduction or va-
lence band, where it can contribute to photoconductivity. The result is a spin-dependent
current enhancement that causes a positive EDMR signal, as observed experimentally.

Alternative explanations for a current-enhancing process via the coupled three-spin
state include spin-dependent tunneling of the CBT/VBT spin through the TE site, or
spin-dependent dissociation of the weakly coupled spin from the exciton. However, there
are a couple of reasons that favor the Auger-recombination picture. First of all, we have
already noted the close similarity between the TE signatures observed in EDMR and
ODMR, clearly suggesting that the same states are observed by both methods. The pres-
1In fig. 6.26, we exemplarily illustrate the proposed transport process for a CBT electron coupled to the exciton. An equivalent Auger-
recombination process could occur between a three-spin system formed by a TE and a VBT hole.

139



CHAPTER 6 Low-temperature transport in a-Si:H solar cells

ence of an ODMR signal proves the existence of a spin-dependent TE recombination
channel. In this case, the excess energy is released by emission of a photon, giving rise
to spin-dependent photoluminescence. Such a radiative TE recombination channel has
also been identified from QFRS experiments (see section 3.3.2). The presence of compet-
ing radiative and non-radiative recombination at low temperature has already been con-
cluded from early photoconductivity and -luminescence measurements on a-Si:H (see
section 3.3.1). At temperatures T < 50K, a decrease of the photoluminescence was ob-
served and assigned to a non-radiative Auger-recombination channel [173, 191, 193]. The
reported temperature regime is consistentwith the observed spin-dependentTE-mediated
process, providing further support for the Auger-recombination model.

A final question remains regarding the contributions of the CBT and VBT resonances
to the EDMR signal. Previous studies have assigned the current-enhancing signals at
low temperature with spin-dependent hopping (see section 3.4.2). The above discussion,
however, shows that current-enhancing CBT and/or VBT resonances can also be caused
by a three-particle recombination process. This shows that the interpretation of the low-
temperature CBT and VBT resonances is ambiguous. Interestingly, we found no marked
differences on the signal dynamics, when deconvolving the PEDMR signals of both a-Si:H
films (section 5.5.2) and pin solar cells (section 6.3) in the time domain. This further in-
dicates that CBT/VBT states and TEs are involved in the same spin-dependent transport
process. Our results thus suggest that a large share of the CBT/VBT resonances originates
from electrons and holes that are trapped at TE sites and are involved in spin-dependent
Auger recombination. Nevertheless, we cannot exclude the simultaneous presence of
spin-dependent hopping channels.

6.9 SUMMARY AND CONCLUSION

In this chapter, we have studied charge transport via paramagnetic states in a-Si:H at low
temperatures by means of PEDMR and TREPR spectroscopy. We have proven the pres-
ence of light-generated strongly coupled excitonic states, which give rise to both EDMR
and EPR signals. Based on the similar line shapes of EDMR and TREPR resonances, we
conclude that the same TE states are detected by bothmethods. These TEs further appear
to be an instrinsic property of a-Si:H and play a central role in the fundamental charge-
separation process.

For EDMR, clear evidence for an excitonic nature is provided by the characteristic nu-
tation frequency of √2ν1 and the first-time observation of an electrically detected half-
field resonance. Based on magnetic-field- and MW-power-dependent nutation exper-
iments, the TE resonance can be assigned to strongly dipolar- and exchange-coupled
electron-hole pairs. From the line shape of the half-field EDMR signal, we estimate a
mean electron-hole distance of 5.3(2)�A, which is in excellent agreement with the dipolar
coupling strength of 550(30) MHz determined from ED-Rabi-nutation measurements at
half field. The excitons are thus strongly localized, expanding over only two to three Si
bond lengths. Microscopically, we assign the TEs to an electron-hole pair trapped in CBT
and VBT states in close proximity. This model is supported by DFT calculations, which
leads to g-values and dipolar coupling strengths that are in excellent agreement with our
experimental data. The spin-dependent current-enhancing process associated with TEs
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is described in terms of a three-particle Auger-like recombination process. Experimental
proof for the involvement of a third spin is provided by ED-ELDOR measurements. The
third spin can either be a CBT electron or a VBT hole trapped in vicinity and weakly cou-
pled to the TE. Both resonances are clearly identified at their characteristic S = 1/2 nu-
tation frequency by means of field-resolved electrically detected nutation experiments.
Whether CBT and VBT states are also involved in spin-dependent hopping transitions
cannot be unambigiously answered based on the experimental data.

Transient-EPR spectra of undoped a-Si:H exhibit characteristic resonances of TEs as
well as weakly coupled spin-correlated electron-hole pairs and thermalized electrons and
holes. By comparing the TREPR signatures of a-Si:H samples with different structural
and electronic properties (morphology, defect density, light degradation), we could show
that these resonances are universal properties of a-Si:H. The TE line shape can be repro-
duced assuming the same exciton-distance distribution derived from the EDMR signal.
Moreover, we observed transient Torrey oscillations that produce a nutation-frequency
map similar to the one obtained from ED-PEANUT measurements. This suggests that
the same TEs are detected by EPR and EDMR, The existence of a TREPR signal clearly
indicates that the TEs are geminate, that is, electron-hole pairs created by the same pho-
ton. The dynamics of the TREPR signal allows to correlate the states to the charge-
separation mechanism in a-Si:H at low temperatures. After light excitation of singlet
excitons, weakly coupled spin-correlated charge-transfer states form. Electrons and holes
can only contribute to conductivity after dissociation of the CT state. By means of inter-
system crossing, excited singlet excitons can also back-react to strongly coupled, localized
TEs, impeding the separation of electrons and holes.

Our EDMR results have shown that TEs provide a non-radiative Auger-recombination
channel. In addition, ODMR measurements on a-Si:H have revealed excitonic radiative
recombination channels (see section 3.4.3). As for EDMR in this work, ODMR measure-
ments have detected a half-field resonance, providing evidence for S = 1 triplet states [242,
243, 245]. Moreover, pulsed-ODMR nutation measurements have produced magnetic-
field/nutation-frequencymaps that are strikingly similar to our EDMR results [246–248].
We thus conclude that radiative TE recombination occurs via the same geminate excitons
observed in EDMR and TREPR.

Radiative excitonic recombination channels have also been identified by photolumi-
nescence experiments (see section 3.3.2). Characteristic lifetimeswere identified byQFRS
that are independent of the charge-carrier-generation rate, which is indicative of radia-
tive geminate-pair recombination [193, 208–212]. These lifetime peaks were assigned to
singlet and triplet excitons. It seems natural to assume that these PL lifetime peaks corre-
spond to the same excitonsmeasured by EDMR/ODMR and TREPR. Clearly proving this
correlation, however, remains a challenging task. The lifetimes measured by QFRS can-
not directly be compared to those detected by EDMR or TREPR. Transient-EPR signal
dynamics are not only determined by recombination lifetimes, but also by spin relax-
ation. The dynamics of PEDMR signals are complicated functions of recombination and
dissociation rates and can also not be directly related to QFRS lifetimes. Nevertheless, the
similarity between the EDMR/ODMR signals and the TREPR line strongly suggests that
both radiative and non-radiative spin-dependent exciton recombination originates from
geminate pairs, which renders a common origin of all excitonic recombination channels
in a-Si:H very probable.
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CHAPTER 6 Low-temperature transport in a-Si:H solar cells

The experimental techniques applied in the course of this chapter have illustrated the
capability of modern PEDMR techniques to unravel the microscopic nature of electronic
tranport channels via localized paramagnetic states based on their spin dependency. This
methodology is not limited to a-Si:H, but can be used to elucidate the physical mecha-
nisms of charge-carrier transport and recombination in any organic or inorganicmaterial
that exhibits spin-dependent electronic transitions. In particular, the novel ED-PEANUT
detection scheme presented in this chapter may help to identify paramagnetic species in-
volved in spin-depedendent transitions.

142



C H A P T E R 7

Charge-carrier recombination at room temperature
7.1 Introduction 143
7.2 Materials and methods 144
7.3 Results and discussion 145
7.4 Summary and conclusion 153

After evaluating the spin-dependent transport channels in a-Si:H at low temperatures,
this final experimental chapter presents preliminary results obtained on a-Si:H at
room temperature. We show multifrequency PEDMR spectra and ED-Rabi nutations
of a-Si:H pin solar cells, which allow to narrow down the spin-dependent DB-related
recombination channel to transitions between weakly coupled neutral DBs and elec-
trons that are either directly captured from the conduction band or trapped in vicinity
to the DB defect.

7.1 INTRODUCTION

TheEDMRexperiments of chapter 5 revealed two temperature regimes of spin-dependent
transport and recombination in a-Si:H. At low temperatures, a current-enhancing signal
is observed, which has been studied in great detail in the previous chapter. With increas-
ing temperature, a current-quenching EDMRsignal becomes visible, which is dominating
for temperatures T ≳ 70K. This signal has commonly been assigned to spin-dependent
recombination via DB defects. Non-radiative recombination via DBs has already been
identified as themajor loss channel for light-generated charge carriers in a-Si:H fromearly
photoconductivity and -luminescence studies [192]. In addition, DB defects are known
to be closely related to the light-induced degradation of a-Si:H (see section 3.2.2). As
a result, the DB defect in a-Si:H has been amongst the most thoroughly studied para-
magnetic centers in amorphous solids within the last fifty years. Despite this extensive
research, many question concerning the nanoscopic structure of DBs, their relation to
the SWE and their role as recombination centers still remain unanswered.

One of these anbiguities concerns the physical mechanism of DB-related recombina-
tion. The associated EDMR signal at g ≈ 2.005 has been interpreted in terms of the cap-
ture of electrons trapped in the band tails by neutral DBs, followed by the capture of a
hole to complete the recombination cycle. The additional presence of a VBT resonance
has been explained by spin-dependent diffusion of holes in the valence-band tail towards
the DB, enhancing the recombination rate [60] (see section 3.4.1). Although this model
has been widely accepted [27, 61, 72, 225] and is consistent with the spectral contribu-
tions to the EDMR signal, alternative models for DB-related recombination have been
proposed that can also explain the experimental data.

Under sub-bandgap illumination, a g-value shift from g = 2.0050 to g = 2.0062 has
been observed [241], indicating an increased contribution of VBT holes. This has been
explained with a shift of the dominant recombination mechanism from transitions to-
wards tunneling of holes into neutral dangling bonds, followed by the capture of an elec-
tron [17]. The presence of both e-D0 and h-D0 transitions could also explain the results
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of our multifrequency EDMR study of a-Si:H films in chapter 5. For a spin-dependent
e-D0 transition, one would expect equal spectral intensities of the resulting CBT and DB
resonances. However, we found that the relative intensity of the DB resonance is much
larger than the intensity of the CBT line and is rather close to the combined CBT and
VBT íntensity. Alternatively, direct capture of electrons from the extended conduction
band into neutral DBs has been proposed as the dominant recombination mechanism
at room temperature [113, 238]. This model is supported by a shift of the g-value from
about g = 2.0050 at intermediate temperatures (100–150K) towards the pure DB g-value
(g = 2.0055) at room temperature [290]. We observed a similar effect in chapter 5, where
we found a significant increase of the relative DB-resonance intensity for temperatures
T ≥ 150K. Direct capture also appears reasonable based on the temperature dependency
of electronic transport in a-Si:H. Whereas at low temperatures, transport predominantly
occurswithin the tail states, increasing the thermal energymore andmore shifts the trans-
port path into the extended states for T ≳ 100K (see section 3.3.1).

Solely based on the EDMR line shape, it is not possible to verify either of the dif-
ferent microscopic models. However, as demonstrated in the previous chapter, mod-
ern PEDMR techniques allow to directly identify coupling partners involved in spin-
dependent pair processes based on electrically detected nutation experiments. Suchmea-
surements, conducted at room temperature, are presented in this chapter, aiming to ap-
proach one of the central unanswered questions regarding electronic transport in a-Si:H,
that is, the microscopic nature of the most prominent recombination process.

7.2 MATERIALS ANDMETHODS

The experiments presented in this chapter have been carried out on an a-Si:H pin solar
cell of the same type as used in the previous chapter. The sample structure and prepara-
tion procedure is summarized in section 4.1.1. Figure 7.1 shows the dark current-voltage
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FIGURE 7.1 Room-temperature dark current-voltage characteristics of the a-Si:H pin solar cell studied in this chapter,
plotted on (a) a linear and (b) a logarithmic current scale. The curve was recorded with the sample inserted into the
X-band EDMR setup. For comparison, the orange lines plot the dark I-V curve of the sample investigated in chapter 6,
which was of the same batch of EDMR samples. The EDMR experiments presented in this chapter were conducted in the
dark under forward-bias conditions (VB = 1.1 V), as indicated by the dashed lines.
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characteristics of the sample used for the measurements discussed in this chapter. For
the sake of comparison, the figure also includes the dark I-V curve of the pin solar cell
investigated in the previous chapter, which was of the same sample batch.

Qualitatively, both samples exhibit similar I-V characteristics, such that we will not re-
peat the discussion of the different voltage regimes that can be identified from the dark
I-V curve (see section 6.2.1). The EDMR experiments presented in this chapter were car-
ried out in the dark under strong forward-bias conditions (VB = 1.1 V). In this regime,
earlier EDMR studies on a-Si:H pin solar cells have revealed that electronic transport in
the intrinsic a-Si:H layer is predominantly caused by drift of charge carriers along an in-
ternal electric field that is determined by the strong injection of charge carriers [68, 238].
The current is limited by the series resistance of the device, which is increased by an en-
hanced recombination rate. Therefor, in this regime, strong current-quenching EDMR
signals are typically observed, yielding high SNRs [238].

EDMR experiments were conducted at X-band and 263GHz, using the setups de-
scribed in section 4.2. As for the low-temperature EDMR measurements discussed in the
previous chapter (see section 6.2.2), a small crumb of DPPH (g = 2.0036(2) [269]) was
attached on the sample substrate, directly next to the solar cell, and used for magnetic-
field (B0) and MW-field-stength (B1) calibration by means of CWEPR and Rabi-nutation
measurements, respectively. Unfortunately, field-calibration could only be conducted at
X-band. At 263GHz, the required EPR measurements could not be performed owing
to an instrument failure after the EDMR experiment. The magnetic-field offset thus has
to remain as a fitting parameter. At X-band, the calibration resulted in a magnetic-field
error of 0.07mT and a maximum B1 strength (0 dB MW attenuation) of 1.61(4) mT.1

7.3 RESULTS AND DISCUSSION

In chapter 5, we recorded multifrequency PEDMR spectra of undoped a-Si:H films and
used a global least-squares fitting strategy to disentangle the different resonance contri-
butions. Here, we followed the same approach by carrying out multifrequency PEDMR
on a pin solar cell at X-band and 263GHz. In a second step, we conducted ED-Rabi-
nutation experiments to identify coupled spins involved in the spin-dependent recom-
bination step. Note that the results presented in this chapter have to be considered as
preliminary, since they refer to ongoing research.

7.3.1 Multifrequency pulsed EDMR on pin solar cells
Figure 7.2 shows room-temperature X-band and 263GHz field-swept PEDMR spectra,
recorded in the dark andunder 1.1 V forward-bias conditions. A current-quenching signal
is observed, consistent with previous EDMR studies of a-Si:H pin solar cells under similar
conditions [68, 238].

Both the X-band and the 263GHz spectrum exhibit a similar shape as the correspond-
ing room-temperature spectra of a-Si:H films (fig. 5.2). Therefor, we carried out a spec-
tral least-squares fit, assuming the same superposition of DB and CBT/VBT resonances.
1Note that B1 is slightly lower at room temperature than at cryogenic temperatures due to a lower resonator Q.
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Again, we will follow a global fitting approach by calculating and fitting spectral simula-
tions, using a single parameter set, to both spectra at once. To reduce the degrees of free-
dom, we did not fit any g-value, but used the values from our DFT models (section 6.6),
and only fitted line-broadening parameters and spectral weights. As a result, we started
from the following parameter set:

Dangling bond As in section 5.4, we use the rhombic g-tensor and an axially symmetricA-
tensor for theHFIwith 29Si nuclei, determined by Fehr et al. [148] frommultifrequency
EPR (see section 3.2.1). Only the spectral weight was varied during the fit.

CBT state The DFT model shown in section 6.6 resulted in an almost isotropic g-value.
This value was calculated based on modeling an a-Si:H/c-Si heterojunction, assuming
an only 1 nm thick a-Si:H layer. For bulk a-Si:H, it can be assumed that the g-tensor
becomes purely isotropic [240]. We thus set an isotropic g-value of g = 2.0044, which
is consistent with experimental results, both of this work and previous studies. In addi-
tion, we used the g-strain parameter that was determined in section 5.4 (Δg = 0.0033).
As already discussed in sections 3.2.3 and 5.4.1, HFI with 29Si nuclei needs to be taken
into account for the CBT resonance. An axially symmetric A-tensor was assumed,
based on LEPR results of Umeda et al. [150] and theoretical calculations by Ishii and
Shimizu [151]. As in section 5.4, A-strain parameters were adopted from the DB de-
fect, due to the lack of literature values. The fitting parameters for the CBT resonance
comprised only the spectral weight and a field-independent convolutional Lorentzian
line width.
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FIGURE 7.2 Room-temperature (T = 295 K) field-swept PEDMR spectra of an a-Si:H pin solar cell recorded at (a, c) X-band
and (b, d)mm-waveband under dark, forward-bias (VB = 1.1 V) conditions. Figures a and b show the two-dimensional
PEDMR spectrum, recorded bymeasuring the transient current response after theMWpulse as a function of the external
magnetic field. Figures c and d correspond to the field-domain cross sections immediately after the MW pulse (t = 0),
where themaximum relative current change is observed. The dashed lines show the result of a spectral least-squares fit,
assuming a superposition of DB and CBT/VBT resonances (see text for discussion).
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TABLE 7.1 Spin-Hamiltonian and line-broadening parameters obtained from globally fitting the room-temperature X-
band and 263GHz PEDMR spectra of a-Si:H pin solar cells. Principal values of the g- and A-tensor are listed together with
the respective strain values (FWHM of a Gaussian distribution), the latter given in parentheses. Values printed in gray
were kept fixed during the fit, while black-colored values denote fit parameters.

g-tensor A-tensor (MHz) Line width a) (mT) Weightb)

gx or giso gy gz aiso T ΔBG
0 ΔBL

0
(strain) (strain) (strain) (strain) (strain)

CBT
2.0044 - - 200 40 - 0.87 0.15
(0.0033) (70) (24)

VBT
2.0140 2.0124 2.0047 - - - 0.27 0.10
(0.0086) (0.0039) (0.0025)

DB
2.0079 2.0061 2.0034 190 39 0.13 0.43 0.75
(0.0054) (0.0024) (0.0018) (70) (24)

a) Field-independent convolutional broadening using a Voigtian line shape with Gaussian and Lorentzian FWHM ΔBG0 and ΔBL0 , respectively. An addi-
tional Lorentzian line-broadening function (ΔBL0 = 0.4mT) was applied to the X-band spectrum to account for MW-power broadening.

b) Integrated spectral intensities normalized to sum to unity. Fitting errors are in the order of 30–40%.

VBT state DFT model calculation of VBT holes revealed a rhombic g-tensor anisotropy.
This result is consistent with earlier experimental results obtained from both EPR [149,
150] and EDMR [26]. In the previous chapters, we did not take g-tensor anisotropy
into account, but assumed an isotropic g-value of 2.01, which is, however, in excellent
agreement with the average g-value obtained from the DFT model. Here, we used the
calculated g-tensor and only fit g-strain parameters. Hyperfine interactions were not
considered, since they were found to be negligible for the VBT resonance [150, 151].
The fitting parameters for the VBT resonance were thus the g-strain parameters, a field-
independent Lorentzian line width and the spectral weight.

In addition to the component-wise line-broadening and weighting parameters, a field-
offset parameter for the uncalibrated magnetic-field axis of the 263GHz spectrum, and
a global convolutional Lorentzian line-broadening for the X-band spectrum, which ac-
counts for MW-power broadening, were required. Note that we only used a single set
of spectral weights for both the X-band and the 263GHz spectrum. This constraint sig-
nificantly reduces the degrees of freedom and is reasonably justified by the fact that we
found equal weight distributions for the multifrequency room-temperature spectra of a-
Si:H films in section 5.4.1 The fitting routine was implemented in MATLAB using the
EasySpin toolbox [43] for simulating solid-state powder-EPR spectra. The fit function is
based on the esfit method provided by EasySpin and uses a Nelder-Mead downhill-
simplex algorithm for non-linear least-squares optimization.

The parameter set obtained from the fit is listed in tab. 7.1. The resulting simulated X-
band and 263GHz spectra are included in figs. 7.2c and d, respectively. Note that we do
not explicitly state errormargins of the fitted parameters. Precise estimations are not pos-
sible without the use of numerical procedures such as bootstrapping (see section 4.4.2),
which become extensively time-consuming for multi-parameter spectral simulations. By
varying the starting parameters and altering the fitting model (e. g., by varying the line-
1To allow for amore granular fittingmodel, which also takes into account a potential frequency/field dependence of the spectral contributions
of DB and CBT/VBT resonances, further EDMR spectra at additional excitation frequencies are required. Moreover, frequencies below X-
band would also enable a more explicit characterization of the field-independent line broadenings. Such experiments have already been
initiated and will allow for an improved line-shape analysis in the near future.
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broadening functions or by replacing the rhombic VBT g-tensor by an isotropic g-value),
we found variations of the line-broadening and weighting parameters on the order of
30–40%, while obtaining simulations that were all in good agreement with the experi-
mental spectra.

Despite these fairly large error margins, the fit qualitatively produced a stable result,
concerning the relative distribution of spectral weights: We generally observed a conver-
gence of the fit towards a significantly larger weight of the DB resonance compared to
the CBT and VBT components. The same observation was already made in chapter 5 for
the EDMR signal of a-Si:H films at temperatures above 150K. Previous authors similarly
reported a g-value shift from g = 2.0050 to g = 2.0055 with increasing temperature [290],
indicating a weighting towards to pure DB resonance. This result does not appear consis-
tentwith a spin-dependent recombinationmodel based on either an e-D0 or an h-D0 tran-
sition, followed by the (spin-independent) capture of a hole or an electron, respectively.
For both cases, one would expect equal contributions of both spin-pair constituents. Lips
et al. [290] explained the g-value shift based on a rate-equationmodel, considering the ef-
fect of different DB and CBT spin-lattice relaxation times (T1) on the EDMR signature of
the e-D0 transition: Whereas the T1 relaxation of DBs exhibits only a slight temperature
dependency, T1 changes by orders of magnitudes for tail-state electrons and holes [150,
291]. As a result, the contribution of the CBT resonance is diminished with increasing
temperature. As already stated in chapter 5 and section 7.1, an alternative explanation
could be a coexistence of spin-dependent e-D0 and h-D0 recombination channels. In ad-
dition, direct capture of electrons from the conduction band could explain the increased
DB content at room temperature. A transition from tunneling of tail states into defects
towards direct capture has also been proposed to explained a similar temperature depen-
dency of the EDMR line shape of µc-Si:H pin solar cells [238, 292].

To narrow down the possible explanations for the observed EDMR line shape at room
temperature, it is inevitable to identify the coupling partners of the spin-pair underlying
the electronic transition. Pulsed EDMR techniques provide this capability. Particularly
useful information can be obtained, when varying the MW power in a PEDMR experi-
ment, as shown in the following.

7.3.2 Microwave-power-dependent EDMR spectra
Figure 7.3 shows X-band PEDMR spectra recorded as a function of the MW-field am-
plitude B1. The lengths of the MW pulses were adjusted to match the π-pulse lengths
of S = 1/2 states. As a result, pulse lengths varied between 136 ns at B1 = 0.13mT (up-
permost spectrum) and 18 ns at B1 = 1.02mT (bottommost spectrum), corresponding to
excitation bandwidths of about 0.3mT and 2.0mT, respectively. Note that the spectrum
at B1 = 0.13mT corresponds to the same X-band spectrum that was analyzed in the pre-
vious section. For reference, the fit result of fig. 7.2c is thus included in fig. 7.3c.

At lowMWpowers (B1 ≲ 0.4mT), the spectrum consists of a single peak that becomes
slightly broadened with increasing B1 (MW-power broadening). At higher MW powers
(B1 ≳ 0.5mT), a dip appears in the center of the spectrum. This dip is characteristic for
spin-locking conditions [92], which occur if the two spin-pair constituents involved in
the spin-dependent transition are excited simultaneously (see section 2.5.6). In this case,
the singlet and triplet content remains unchanged, since the total spin-pair-state den-
sity is only shifted between the triplet eigenstates |T+⟩, |T0⟩ and |T−⟩ [88, 293, 294].
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7.3 Results and discussion

Spin-dependent transitions can still occur due to an increased intersystem-crossing rate
between the |T0⟩ and |S⟩ state (see section 7.3.3). However, the overall transition rate
decreases under spin-locking conditions, such that the EDMR signal becomes quenched,
resulting in the characteristic dip [92].

In fig. 7.3c, vertical lines are included that mark the average g-values of DB defects
(g = 2.0055), CBT electrons (g = 2.0044) and VBT holes (g = 2.0104), according to the
fitting model described in the previous section. A close comparison with the center po-
sition of the dip indicates an alignment with the center of the DB resonance. This obser-
vation is consistent with our findings from the previous section, indicating a dominant
distribution of DB defects. Note, however, that conclusions based on the dip position
need to be drawn with care. Taking into account field-calibration, read-off and MW-
frequency uncertainties, we find the center of the dip at a magnetic field of 341.75(12) mT
(marked by the shaded area in fig. 7.3c), corresponding to g = 2.0056(7). Considering the
error margin, the dip is consistent with both the pure DB g-value, and the average value
g = 2.0050 that would be expected for spin locking of a coupled CBT/DB pair. Under the
assumption that spin locking is the origin of the dip, we can conclude that either e-D0

tunneling transitions or direct capture of charge carriers into DB defects cause the spin-
dependent recombination channel. On the contrary, h-D0 transitions seem less likely,
as spin locking would be expected to appear at maximum overlap of the VBT and DB
resonances at g ≈ 2.008.
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FIGURE 7.3 Dependence of the X-band PEDMR spectrum on the MW-field amplitude B1. (a, b)Dark-current forward-bias
PEDMR signals at low and high B1 as indicated. (c) Field-domain cross sections through the two-dimensional PEDMR
signal maps, taken immediately after the MW pulse (t = 0), as indicated by the dashed lines in figs. a and b. All
spectra are normalized to equal amplitude and plotted such that the baselines indicate the value of B1. The dashed
curves show the spectral fit result from fig. 7.2c. Vertical dotted lines mark the mean g-values of DBs (g = 2.0055), CBT
electrons (g = 2.0044) and VBT holes (g = 2.0104). The shaded gray area marks the center of the characteristic dip
(B0 = 341.75(12)mT), which emerges at high B1 and serves as an indicator for spin locking of a coupled spin pair due to
simultaneous excitation, taken into the account read-off and magnetic-field-calibration uncertainties (see text for dis-
cussion).
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CHAPTER 7 Charge-carrier recombination at room temperature

While the change of the PEDMR line shape as a function of B1 serves as an indicator of
spin-locking conditions, more direct evidence can be obtained from ED-Rabi-nutation
measurements (see section 2.5.6). Spin locking should result in a characteristic Ω = 2ν1
nutation-frequency component, also referred to as Rabi-beating [19, 21, 92, 295]. Such
room-temperature ED-Rabi experiments are presented in the next section.

7.3.3 Room-temperature ED-Rabi nutations
Figure 7.4a shows ED-Rabi-nutation traces, recorded by measuring the integrated charge
ΔQ after a single MW pulse as a function the pulse length tP (see sections 2.5.6 and 6.4.1).
All traces were measured at fixed MW frequency and magnetic field (g ≈ 2.0055), under
variation of the MW-field amplitude B1. The resulting frequency-domain FFT spectra are
shown in fig. 7.4b. At low MW powers (B1 ≲ 0.4mT), a single Rabi-frequency compo-
nents is observed. Linear regression of the nutation frequencies, read off from the peak
positions in the FFT spectra, yields a nutation-frequency coefficient α = Ω /ν1 = 1.0(1),
where ν1 = gμBB1 /h is the precession frequency of S = 1/2 spins about the MW-field vec-
tor B1. This characteristic nutation frequency accordingly stems from a spin-dependent
transition involving weakly coupled S = 1/2 spin pairs (see section 2.5.6).
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FIGURE 7.4 Room-temperature X-band ED-Rabi nutations as a function of the MW-field amplitude B1, recorded at the
center of the EDMR resonance (g ≈ 2.0055). (a) Time-domain ED-Rabi traces, measured by recording the integrated
charge ΔQ of the transient dark-current change ΔI as a function of the MW-pulse length tP. A polynomial baseline was
subtracted from the raw data traces (see section 6.4.1). (b) Frequency-domain spectra, obtained by calculating the FFT
magnitude of the traces shown in fig. a, after apodization with a Hamming window function. Note that both time- and
frequency-domain traces are normalized to equal amplitude and plotted such that the baselines indicate the particular
value of B1 on the right-hand y-axis. The dashed lines in fig. b correspond to linear-regression fits of the B1-dependent
frequency peaks observed in the FFT spectra, yielding Rabi-nutation frequenciesΩ = ν1 (blue) andΩ = 2ν1 (red).

150



7.3 Results and discussion

With increasing MW power (B1 ≳ 0.5mT), an additional frequency peak emerges in
the FFT spectra in fig. 7.4b. In the time-domain traces, this additional frequency compo-
nent becomes visible as a characteristic beating (uppermost trace in fig. 7.4a). Linear re-
gression of the FFT-peak positions results in a nutation-frequency coefficient α = 2.0(2),
that is, a doubling of the S = 1/2 Rabi frequency. In section 6.4.1, we also observed such
a double-frequency component in low-temperature ED-Rabi spectra of a-Si:H and as-
signed it to strongly exchange-coupled spin pairs. However, in that case, we found a
Ω = 2ν1 component that did not evince any marked B1 dependence. On the contrary, the
double-frequency peak in fig. 7.4b clearly appears only at high MW powers and increases
monotonicallywithB1. This unambiguously identifies the origin of the room-temperature
beating-component as spin locking.

Under spin-locking conditions, the paired spins are excited simultaneously due to the
increased excitation bandwidth. As discussed above, this results in a total spin-pair pop-
ulation that is only shifted between the sublevels of the triplet manifold, with transition
frequencies Ω = 2ν1 (see section 6.4.1). Although the spin-pair symmetry, in terms of
singlet and triplet content, is thus not directly affected by EPR, spin-dependent electronic
transitions can still occur due to intersystem crossing (ISC). If the |T0⟩ and |S⟩ aremixed,
for instance, as a result of hyperfine interactions of the paired spins with neighbouring
nuclear spins of 1H or 29Si nuclei, triplet population is shifted into the singlet state by
means of ISC [88, 92]. Consequently, the singlet content oscillates at frequency Ω = 2ν1,
giving rise to spin-dependent current changes.

By comparing figs. 7.3 and 7.4, it immediately becomes apparent that the B1 depen-
dency of the ED-Rabi spin-locking component coincides with the appearance of the dip
in the PEDMR spectrum. This correlation clearly shows that the feature is indeed caused
by spin locking. Based on this result, we can narrow down the spin-dependent recom-
bination channel in a-Si:H to either direct capture of charge-carriers from the extended
band states into DB defects or tunneling transitions between CBT-trapped electrons and
neutral DBs. To further corroborate this finding, we measured ED-Rabi nutations as a
function of the external magnetic field. Such nutation-frequency-correlated EDMR ex-
periments have already provided in-depth insight into the microscopic nature of low-
temperature spin-dependent transitions in a-Si:H in the previous chapter.

Figures 7.5a and b show field-resolved ED-Rabi spectra at low (B1 = 0.26mT) and
high (B1 = 1.02mT) MW power. Both spectra contain features at nutation frequencies
Ω = ν1, that is, the expected nutation frequency of weakly coupled S = 1/2 spin pairs. The
high-B1 spectrum in fig. 7.5b further shows a spin-locking component at Ω = 2ν1. Both
features exhibit characteristic parabolas, which are due to off-resonant spin excitations
(see section 2.5.6). Magnetic-field-domain EDMR spectra associated with a particular
Rabi-nutation frequency can be obtained as cross sections through the two-dimensional
field/frequency map (see sections 6.4.2 and 6.4.4). Such spectra are shown for the single-
and double-frequency components in figs. 7.5c and 7.5d, respectively.

The field-resolved ED-Rabi spectrum at Ω = ν1 (fig. 7.5c) resembles the line shape of
the low-power PEDMR spectrum discussed in section 7.3.1. The PEDMR spectrum ap-
pears slightly broadened, which can be attributed to MW-power broadening. Since at
low MW power only the Ω = ν1 is observed, the spin-dependent recombination process
clearly occurs via weakly coupled S = 1/2 pairs. The Ω = 2ν1 peak, emerging at high B1
(fig. 7.5d), is a narrow unstructured line that can be fitted with a simple Gaussian line,
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CHAPTER 7 Charge-carrier recombination at room temperature

centered at g = 2.0052(5). This finding corroborates our previous conclusion and ex-
cludes VBT holes as coupling partners of the spin-locked pair. The confidence interval
of the g-value (comprising both an estimated fitting error and the magnetic-field/MW-
frequency uncertainties), however, does not allow to differentiate between g = 2.0055 and
g = 2.0050, that is, the g-values of the pure DB resonance and the averaged g-value that
would be expected for a CBT/DB spin pair. Purely based on the shape and position of
the spin-locking signal, it is thus not possible to draw further conclusions regarding the
nature of the recombination mechanism.

As discussed above, both direct capture of electrons from the conduction band and
e-D0 tunneling transitions have been proposed as spin-dependent DB-related recombi-
nation channels. Direct capture has been identified as the dominant room-temperature
recombination mechanism in µc-Si:H [238, 292]. A qualitative model for direct capture
in terms of a spin-dependent Shockley-Read-Hall recombination process has been pro-
vided by Rong et al. [296]. In this model, electron capture leads to an excited charged
DB state D−∗, which can be either in a singlet or a triplet state. Relaxation to the ground
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FIGURE 7.5 Field-swept X-band room-temperature ED-Rabi nutations of an a-Si:H pin solar cell. (a, b) Two-dimensional
magnetic-field/nutation-frequency maps, obtained by calculating FFT (real part) of the time-domain ED-Rabi traces,
recorded as a function of the external magnetic field at two distinct MW-power settings. (c, d) Nutation-frequency-
resolved PEDMR spectra, corresponding to cross sections through the ED-Rabi field/frequency maps at nutation fre-
quencies Ω = ν1 and Ω = 2ν1, respectively. Note that a Hamming-window function has been applied to the ED-Rabi
time traces, before calculating the spectra in figs. c and d, in order to suppress off-resonance parabolas (see section 6.4).
For reference, the green curve in fig. c plots the PEDMR spectra of fig. 7.2c. The red, dashed curve in fig. d shows the
result of a spectral least-squares fit, assuming a simple Gaussian line shape.
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7.4 Summary and conclusion

stateD− of the charged DB, from where the recombination cycle can be completed by the
caption of a hole, will thus be spin-dependent. Manipulation of theD−∗ spin state by EPR
thus causes the EDMR signal originating from a direct-capture process. Due to the spatial
overlap of spins in the exited D−∗ state, however, the spin pair will be strongly coupled.
This was shown for the case of µc-Si:H by Boehme and Lips [292] and utilized to identify
the direct-capture mechanism. We have not found any marked indicator of strong spin-
spin coupling in the room-temperature ED-Rabi spectra of a-Si:H. For strong dipolar
coupling, one would expect a characteristic nutation frequencyΩ = √2ν1, as observed at
low temperature in the previous chapter. For strong exchange coupling, a B1-independent
2ν1 frequency component would be observed (see section 6.4). We could clearly assign
the double-frequency component to B1-dependent spin locking. Based on the absence of
strong spin-spin coupling, it appears more likely that room-temperature spin-dependent
recombination in a-Si:H is due to e-D0 tunneling transitions. The predominance of the
DB resonance in the PEDMR spectrum can be explained by different temperature depen-
dencies of the spin-lattice relaxation times, as discussed in section 7.3.1.

7.4 SUMMARY AND CONCLUSION

In this chapter, we have presented room-temperature PEDMR experiments on a-Si:H pin
solar cells, seeking to understand the mechanism of spin-dependent DB-related recom-
bination. We have shown that the current-quenching room-temperature PEDMR spec-
trum is dominated by the DB-defect resonance, with additional small contributions of
CBT- and VBT-trapped electrons and holes. Based on ED-Rabi-nutation experiments,
a spin-dependent transition via weakly coupled S = 1/2 spin pairs could be identified,
which is further corroborated by the presence of spin locking under strong MW exci-
tation. From the resonance position of the spin-locking signal, we were able to exclude
spin-dependent tunneling of VBT holes into DB defects as the dominant recombination
channel. A direct-capture mechanism further seems improbable due to the absence of
strong spin-spin coupling. As a result, we conclude that the spin-dependent recombi-
nation channel giving rise to the room-temperature EDMR signal is based on tunneling
of CBT-trapped electrons into neutral DB defects. This is consistent with early models
derived from CWEDMR experiments [60].

It is to be noted that the results presented in this chapter have to be considered as pre-
liminary, as they are part of ongoing research. In collaboration with the group of C.
Boehme (University of Utah), a wider range of multifrequency EDMR experiments have
recently been conducted, covering excitation frequencies between 50MHz and 263GHz.
These experiments will help to derive more granular and reliable spin-Hamiltonian pa-
rameters based on a global multifrequency fitting approach. Based on these results, the
assignment to spin-dependent e-D0 tunneling needs to be reevaluated. In addition, an ex-
planation for the strong relative DB-resonance intensity, leading to a g-value shift with in-
creasing temperature, needs to found. As discussed in section 7.3.1 and proposed by Lips
et al. [290], different temperature dependencies of the spin-lattice relaxation times of CBT
electrons andDBdefectsmay cause a shift of the relative line contributions. Temperature-
dependent electrically detected relaxationmeasurements [267, 268, 297]may help to sup-
port this hypothesis.
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CHAPTER 7 Charge-carrier recombination at room temperature

Although a final conclusion regarding the microscopic mechanism of spin-dependent
room-temperature recombination cannot yet be drawn from the experiments presented
in this chapter, the results have once more demonstrated the strength of PEDMR to di-
rectly probe paired spin states involved in spin-dependent electronic transitions. A com-
prehensive answer to the open questions concerning DB-related recombination in a-Si:H
can thus be expected from future experiments that exploit this capability.
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C H A P T E R 8

Summary and conclusion

In this work, the microscopic nature of charge-transport and -recombination mecha-
nisms in a-Si:H were studied using PEDMR spectroscopy. Current-limiting transport
channels via paramagnetic states could be identified in both intrinsic a-Si:H films and
fully processed a-Si:H solar cells. By employing the powerful toolbox of modern PEDMR
techniques in conjunction with TREPR and ab-initio DFT calculations, we were able to
gain in-depth insights into the impact of disorder-induced localized states on electronic-
transport properties of a-Si:H. In the following, the results and conclusions of chapters 5
to 7 are briefly summarized and set into context of previous research on a-Si:H, which has
been discussed in chapter 3.

In chapter 5, we employed multifrequency PEDMR on undoped a-Si:H films to dis-
entangle the different spin-dependent processes observed at different temperatures. We
identified a current-enhancing process at low temperatures (T < 50K) and a current-
quenching process at temperatures above 150K. Based on a global multifrequency spec-
tral fit, the high-temperature signal could be assigned to spin-dependent recombina-
tion via DB defects, whereas the low-temperature signal exhibited the characteristic res-
onances of electrons and holes trapped in CBT and VBT states, as well as a third field-
independently broadened line at g = 2.0077. This line had formerly been observed in
EDMR spectra of a-Si:H and had been tentatively assigned to triplet excitons based on
the unusually large field-independent line width of about 20mT.

The excitonic nature of the low-temperature EDMR signal could, for the first time, be
unequivocally proven in chapter 6, were we presented a comprehensive study of the low-
temperature PEDMR signal of a-Si:H pin solar cells. By combining PEDMR with TREPR
spectroscopy, we could demonstrate that light-generated TE states form from geminate
electron-hole pairs. Based on the observed g-value and the complementation with DFT
model calculations, we were able to assign the TE states to a strongly coupled e-h-pair
trapped in CBT and VBT states in direct proximity. Evidence for strong dipolar and ex-
change coupling was found. We could further determine the exciton size to an average
e-h distance of 5.3(2)�A. This result not only confirms earlier estimations, but is also in
excellent agreement with the dipolar-coupling strength calculated from our DFT model.
Based on our finding that the excitonic TREPR resonance is observed in a-Si:H samples
with a wide range of structural and electronic properties, we conclude that the existence
of these states is a universal feature of a-Si:H.

Triplet excitons in a-Si:H have also been observed in ODMR studies by a number
of groups, as discussed in chapter 3. Based on the similarities between PEDMR and
PODMR signatures, we believe that the same TEs lead to spin-dependent current and
luminescence changes. The ODMR signal can be explained with radiative TE recom-
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CHAPTER 8 Summary and conclusion

bination. The current-enhancing EDMR signal could be assigned to a spin-dependent
non-radiative Auger-like recombination channel. We have provided clear evidence for
such a three-particle process by means of ED-ELDOR experiments. Triplet-exciton re-
combination thus provides an important loss channel of geminate pairs in a-Si:H, coun-
teracting efficient separation of light-generated charge carriers. This central role of TEs
during the charge-separation process in a-Si:H is further corroborated by our TREPR ex-
periments, which allowed to follow the charge-separation mechanism of light-generated
excitons on a microsecond time scale. We found the first direct experimental evidence
of spin-correlated e-h-pairs forming after light excitation. We interpret these states as
charge-transfer states (in analogy to CT states found in organic semiconductors), which
can either dissociate into separated charges or form strongly coupled TEs by means of
ISC. Radiative or non-radiative recombination of these excitons thus finally decreases
the yield of light-generated charge carriers that can contribute to photoconductivity.

The picture that has emerged from this low-temperature EDMR/EPR study is also con-
sistent with earlier findings from photoluminescence and -conductivity studies on a-Si:H
(chapter 3). Radiative recombination channels of geminate singlet and triplet excitons
have been identified by means of QFRS. The associated characteristic PL lifetimes have
been observed at temperatures T ≲ 100K, which coincides with the temperature regime
where we found the TE signature in TREPR spectra. Moreover, PL and PCmeasurements
at low temperatures indicated the presence of a non-radiativeAuger-recombination chan-
nel, competing with radiative geminate-pair recombination. This is in excellent agree-
ment with the three-particle Auger-recombination process that can describe the observed
spin-dependent TE-mediated current enhancement, which was detect in the exact same
temperature regime.

At low temperatures, the transport in a-Si:H is dominated by hopping conduction
of electrons and holes via their respective tail states, as was concluded from the low-
temperature dependencies of PC and PL on temperature, electric field and charge-carrier
generation rate (see section 3.3.1). Earlier studies have therefor assigned the current-
enhancing low-temperature EDMR signals associated with CBT and VBT states to spin-
dependent hopping transitions. However, we have shown that the same signals can also
originate from the observed three-particle process. We can thus not finally decidewhether
spin-dependent hopping is directly observed in the low-temperature EDMR signal of a-
Si:H. Theoretical models of hopping conduction are, however, consistent with the ob-
served temperature dependence of the EDMR signal. Such models (see, e. g., refs. [198,
199]) predict a transport path that is moved more and more towards the mobility edges
with increasing temperature. This results in a strong increase of the conductivity at tem-
peratures T ≳ 60K until the transport path is entirely shifted into the extended band
states for temperatures above approximately 100K. At these intermediate temperatures,
we observe a transition from the low-temperature current-enhancing TE signal towards
the current-quenching recombination signal, as was shown in chapter 5. This is in agree-
ment with the simultaneous quenching of the PL intensity that is commonly observed at
these temperatures, indicating the predominating influence of non-radiative recombina-
tion channels competing with geminate-pair recombination.

The investigation of the room-temperature EDMR signal of a-Si:H solar cells in chap-
ter 7 has shown that the dominant non-radiative recombination process at high temper-
atures is recombination via mid-gap DB defects, as it had been already concluded from
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earlier EDMR studies as well as our results in chapter 5. A spectral fit of the multifre-
quency EDMR signals of both a-Si:H films and solar cells comprises the EPR signatures
of DB defects and CBT-/VBT-trapped electrons and holes. Earlier studies have inter-
preted the presence of these resonance in terms of a spin-dependent e-DB transition,
followed by the capture of a hole to complete the recombination. The observation of a
VBT resonance was explained by spin-dependent hopping of holes towards the recombi-
nation site, thereby increasing the recombination rate. An alternative explanation would
be a spin-dependent h-DB transition, followed by the capture of an electron. In chap-
ter 5, we concluded from the relative signal intensities of DB, CBT and VBT resonances
that probably both mechanisms are present. However, in chapter 7 we could prove this
assumption wrong, based on the observation of room-temperature ED-Rabi nutations.
With increasing MW power, we detected spin locking, which provided direct experi-
mental evidence for a spin-dependent recombination process via weakly coupled paired
spins. Based on the g-value of the spin-locking signal (g ≈ 2.005), we were able to exclude
a spin-dependent h-DB transition.

Unfortunately, the resolution at X-band did not allow to resolve the small g-value dif-
ferences between DB and CBT resonances, such that we could not finally decide whether
the above-described model of spin-dependent e-DB tunneling or a direct-capture mech-
anism causes the room-temperature EDMR signal. Based on the absence of strong spin-
spin coupling, we believe that recombination of CBT-trapped electrons ismore likely than
direct capture of charge carriers from the extended band states. However, further exper-
iments are required to reach a final conclusion. Such experiments include electrically
detected spin-relaxation measurements, a wider range of multifrequency EDMR experi-
ments, and electrically detected nutation experiments at higher MW-excitation frequen-
cies, offering an increased g-value resolution. High-frequency ED-Rabi experiments were
not conducted in the scope of this work, but have recently come into reach due to a MW-
power upgrade of our 263GHz/9.4T EPR/EDMR setup. Moreover, room-temperature
multifrequency EDMR experiments at MW frequencies between 50MHz and 263GHz
have recently been conducted in collaboration with the group of C. Boehme (Univer-
sity of Utah), and will be included into the analysis in the near future. Based on these
experiments, we expect to come up with a final microscopic model for non-radiative
DB-mediated recombination, which provides a major charge-carrier loss channel that
strongly influences the electronic performance of a-Si:H-based devices.

Futurework is also required to develop a comprehensive understanding for the temper-
ature dependency of spin-dependent transport and recombination in a-Si:H. Based on the
temperature-dependent spectral deconvolution of 263GHz EDMR signals in chapter 5,
we observed strongly deviating temperature dependencies of the current-quenching res-
onances associated with CBT/VBT states and DB defects. Within this work, we did not
acquire sufficient data at intermediate temperatures to corroborate and interpret this ob-
servation. Future multifrequency PEDMR experiments can help to gain a better under-
standing of the temperature dependency of recombination channels in a-Si:H.

Finally, the excitonic states that were identified in this work may trigger further inves-
tigations using both EDMR and EPR spectroscopy. The temperature dependency of the
TE resonance cannot be fully understood based on the data presented in this thesis. Most
of the experiments in chapter 6 were conducted at cryogenic temperatures (T = 10 K). In
the temperature-dependent measurements in chapter 5, we observed a TE line at tem-
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peratures up to about 50K. Earlier studies that were based on CWEDMR experiments
reported the presence of a broad g = 2.008 line at temperatures around 150K (see sec-
tion 3.4.3). This discrepancy may be due to different detection bandwidths of pulsed and
CWEDMR. A systematic combined temperature-dependent pulsed/CWEDMR study is
required, possibly also as a function of structural and electronicmaterial properties, to re-
solve this issue. Furthermore, a potential correlation between light-induced degradation
andTEsmay be evaluated in the future. Triplet excitons have been proposed as a potential
precursor state in the so-called bond-breakingmodel for the SWE [11, 244]. Interestingly,
non-radiative Auger recombination of excitons, also referred to as exciton-polaron anni-
hilation, has been identified to cause the long-term degradation of blue phosphorescent
OLEDs [298–300]. Noting the many similarities between transport and recombination
mechanisms in organic and inorganic semiconductors, it is worth investigating whether
the Auger-like TE recombination process identified in this work might also be related to
the SWE. Developing a consistent model for light-induced degradation of a-Si:H, which
has not yet been understood on a microscopic level, even after more than fourty years of
active research, would be a valuable contribution to the research field of a-Si:H.

The results of this work have shed light upon a number of open questions regarding the
microscopic nature of transport and recombination processes in a-Si:H. In particular, the
role of geminate excitons in the separation process of light-generated charge carriers has
been studied in great detail. The findings of this thesis may help to disentangle transport
and recombination channels in multilayer a-Si:H-based devices, such as, for instance,
heterojunction a-Si/c-Si solar cells. Considering the role of a-Si:H as a model-like amor-
phous semiconductor, our results also contribute to the general understanding of disor-
dered solids. Nevertheless, a plethora of questions concerning structural and electronic
properties of a-Si:H remains unanswered. Research on a-Si:H can thus be expected to
keep progressing in the future. The methodology applied in this thesis has demonstrated
that EDMR and EPR spectroscopy can be valuable tools to support this development.
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