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CHAPTER 1
MOTIVATION AND INTRODUCTION

Remote sensing has opened a new chapter for global Earth observations. It is the tool that
transforms Earth observation images into quantitative data products. It transforms qualitative
statements like ” There is a cloud.” into quantitative ones: ” There is a cloud, with a cloud
top pressure of 200 + 50hPa and liquid water content of 0.3 + 0.1g/m3”. Remote sensing
data products are used in an enormously rich field of applications and research, for instance
human health, meteorology, climate, geodesy, biology, or oceanography. Figure 1.1.1 shows an
illustrative example. Data from the SEVIRI instrument on board the geostationary satellite
MSG is used to produce a pseudo true color image of Earth. The data was used to derive a
quantitative cloud top pressure product, which for example can be used in climate studies or
for weather prediction.

remote\
sensing §

Figure 1.1.1: Image from the 5th of May 2012 from the SEVIRI instrument on board the
MSG satellite. A remote sensing algorithm was used to produce a map of a cloud top pressure
product using SEVIRI data. Level 1B data from EUMETSAT was used, both images were
produced at the Institute for Space Sciences.

This dissertation contains several contributions to the wide research field of remote sens-
ing and radiative transport. In this field of research, several prerequisites are required for a
successful retrieval of data products. One of them are accurate measurements of the radio-
metric properties of the measured light and for some applications this includes polarimetric
measurements. Executing such measurements is part of the field of polarimetry and Chapter
2 covers techniques that can be used to design optimal polarimeters using polarizing filters
and waveplates. Also discussed is a robust technique for the characterization of the optical
properties of waveplates.

One of the main tools of remote sensing are accurate vector radiative transfer simula-
tions. Chapter 3 deals with the implementation of a vector radiative transfer model for the
coupled atmosphere ocean system. The radiative transfer model is based on the MOMO model,
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which has a long tradition of successful applications at the Institute for Space Sciences at Freie
Universitdt Berlin. In the second section of the chapter, a new but simple approach for the
validation of radiative transfer models is proposed.

Three applications of the developed model in the field of remote sensing of aerosols and
hydrosols are discussed in Chapter 4. The simulated spectral channels range from 400nm to
1000nm as shown in Figure 1.1.2. The gray areas show the spectral width of the simulated
MERIS and OLCI channels. Their measurements are used in a wide range of remote sensing
applications for the ocean, land surface, and atmosphere.
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Figure 1.1.2: Direct solar spectrum'as it could be measured at the top (black line) and at
the bottom (gray line) of the atmosphere if only absorption from atmospheric constituents
is considered. The gray boxes show the width and position of measurement channels of the
MERIS and OLCI instruments. The dashed lines show the position of the oxygen A and B
bands, which are also visible at the bottom of atmosphere spectrum.

Section 4.2 discusses the effects of sea water salinity and temperature on water-leaving
radiance and top-of-atmosphere radiance. These effects are widely neglected in current imple-
mentations of ocean color remote sensing algorithms. Discussed in Section 4.3 are possibilities
for the remote sensing of the aerosol vertical distribution using hyper spectral radiance mea-
surements in oxygen absorption bands. The spectral position of the facilitated oxygen A and
B band is also shown in Figure 1.1.2. Simulations for the oxygen A band were performed
and applied to set up a simple retrieval scheme for measurements made by the TANSO-FTS
instrument on board the GOSAT satellite, which is described in Section 4.4.

The three examples combine theoretical techniques with their application to measured data
sets and, next to their content itself, provide a good overview about the applicability of radiative
transfer simulations in the research field of Earth observation.

! Data was provided by Rasmus Lindstrot and is based on absorption calculations using the HITRAN database.



About This Book

This book is based on research that was conducted for various projects. Most of the results
were published by or submitted to peer reviewed journals. Some of the unpublished material
was presented at international conferences. The majority of sections is written in the style
of a research paper, which means that textbook knowledge is mostly omitted and only refer-
enced. A reader without some background in radiometry, polarimetry, radiative transfer, or
inverse modeling might need to consult some of the cited material. Each chapter begins with a
short introduction of the general ideas behind the field of research, and references to its basic
principles.

Chapter 2 is based on work the for AMSSP project [1] which was funded by DFG. The
presented work was published in peer reviewed journals and is reproduced here as Section 2.2
and Section 2.3:

André Hollstein, Thomas Ruhtz, Jirgen Fischer, and René
Preusker. Optimization of system parameters for a complete mul-
tispectral polarimeter. Applied Optics, 48:4767-4773, 2009,

André Hollstein and Thomas Ruhtz. Method for retrieving the
polarization properties of a waveplate assembled in a multispectral,
complete polarimeter. Opt. Lett., 34(17):2599-2601, Sep 2009.

The foundation for both research results was laid in my diploma thesis [4]. After submitting
my thesis, I continued to work in this field, extended the original results and, together with my
co-authors, published the two papers. The result covered in the first paper is described much
more rigorously, a analytic solution for special cases was added, and the propagation of error
was included. The results were presented with a poster at the 2009 WE-Heraeus-Seminar on
satellite remote sensing of aerosols: techniques, limitations, and validation and was awarded
with the poster prize of its session. The results presented in the second paper are also discussed
more rigorously and additional measurements were analyzed.

The advancement of the MOMO radiative transfer model, which is described in Chapter 3,
was supported by the WATERRADIANCE project of ESA. Main results of the model devel-
opment and validation were published in a peer reviewed journal and are reproduced here as
Section 3.2 and Section 3.3:

André Hollstein and Jirgen Fischer. Radiative Transfer Solutions
for Coupled Atmosphere Ocean Systems Using the Matrixz Operator
Technique. Journal of Quantitative Spectroscopy and Radiative
Transfer, 113(7):586 — 548, 2012,

André Hollstein. Verification of radiative transfer results by in-
serting them into the RTE: A demonstration for rayleigh scatter-
ing. Journal of Quantitative Spectroscopy and Radiative Transfer,
113(15):1970 — 1973, 2012.
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The application of the MOMO model to the remote sensing of aerosols and hydrosols as
described in Chapter 4 were supported by the WATERRADIANCE and the FLUSS project
of ESA. The results for the effects of ocean salinity and temperature were supported by the
WATERRADIANCE project. The results, which are covered in Section 4.2, were submitted
to a peer reviewed journal and were also presented at the IRS conference 2012:

André Hollstein and Jirgen Fischer. Effects of salinity, tempera-
ture, and polarzation on top of atmosphere and water leaving ra-
diances for case one waters. Applied Optics, 10 2012. doc. ID
169561, accepted 10/17/2012,

André Hollstein and Jiirgen Fischer. Salinity, temperature and
polarization effects for simulated radiances in a case one waters
atmosphere ocean system. IRS2012-9, 8 2012.

The results concerning the remote sensing of aerosol vertical distribution were supported
by the FLUSS project, were presented at various internal meetings, and were used for internal
reports. Main results were presented at the IRS 2012 conference and a four-page paper was
submitted to the peer-reviewed conference proceedings:

André Hollstein and Jirgen Fischer. Possibilities for remote sens-
ing of aerosol vertical structure using the O2A band: A sensitiv-
ity study concerning polarization, spectral resolution, instrument
level, and various scenes over land. IRS2012-65, 8 2012,

André Hollstein and Florian Filipitsch. Possibilities for the re-
trieval of aerosol vertical profiles from space using hyper spectral

radiance measurements in oxygen absorption bands. submitted to
the Proceedings of IRS2012, 8 2012.

The proceedings paper covers only the main results of the conducted research. A much more
detailed discussion is given in Section 4.3.

The presented publications were only slightly edited and reformatted for this book. Text
and figures were only modified to improve readability and to correct typing errors. The 1st
person plural voice (for example, “we show that”) is used in some of the published papers and
thus sections of this book. This is inconsistent to some extend, but was kept since the papers
were originally published in that way.
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2.1 Introduction

Polarimetry is the science of metering the polarization of electro magnetic radiation. Polariza-
tion describes the temporal correlation of the electro magnetic field, which forms the radiance
field. The radiance field of Earth’s atmosphere is perceived by us as daylight and its spectrum’
as color. Under the physical conditions of Earth’s atmosphere, the radiance L is simply pro-
portional to the square of the electric field E, normalized to the opening angle of the sensor,
and E is a solution of Maxwell’s equation applied to the solar system. Radiance sensors do not
measure the current state of the electric field, but rather integrate the radiance over a period
of time, and therefore average out the temporal variation of the electric field,>2 The inherent
vector nature of the eclectic field is lost by the averaging of a radiance measurement. The
real electric field can be constructed as a superposition of plane waves, and the projection of a
single wave onto a coordinate system defined by a sensor is shown in Figure 2.1.1.

E, A L

Ey

|/

Figure 2.1.1: The electric field E and the temporal variation of its components projected to
the axes €, and €,. The sum of both components is shown as black line and, in the shown
case, the electric field vector rotates around the axis of time. Not shown is the €, axis, which
is assumed to be perpendicular to the plane spanned by €, and €, and parallel to the viewing
direction of the sensor defining this coordinate system.

Shown is the variation of the electric field in time and in the direction of the radiance
sensor. The field can be separated into its components projected onto the axes of a coordinate
system defined by the viewing geometry of a sensor. In the figure, the €, axis not shown, but
it is assumed that it is aligned parallel to the viewing direction of the sensor and perpendicular
to the 2 — y plane. Without loss of generality, let the electric field® in this plane be:

1 Which is true only for the part which the human eye is sensitive to. 2 Much more detailed information can
be found in almost any textbook on electrodynamics. A comprehensive and rigorous description is given also in
references [11, 12]. A plane electric wave with a wavelength of 400nm oscillates in a vacuum roughly 7.5 * 10
times in one second, which is a lot. ® A more rigorous treatment can be found in reference [13] and references
therein.
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. cilpatwt) | o
B= eitetang | = Cij = (EE;), (i,j = z,y), (2.1.1)

where E, , are the field amplitudes, ¢, , the field phases, and w the angular frequency. The
(.) indicates the averaging of the sensor over time (integration time) and space (opening angle).
Using this notation, the coherence matrix C' of the field can be calculated and expanded in a
basis that spans the space of Hermitian, complex, and 2x2 matrices. The definition of a basis
is arbitrary, but a commonly used example in the field of physics are the Pauli matrices &:

o= OV 0)) e

The coherence matrix can be written as symbolic scalar product C' = ). 0;s; =: S& and
the expansion coefficients s; as a symbolic vector S:

S .= (50,31,52,83)T, (2.1.3)

which is the Stokes vector. Its components describe the temporal correlation of the electric
field with respect to the chosen basis &. The task of polarimetry is then to measure the Stokes
vector components. A widely used definition of & leads to the Stokes vector in (I,Q,U,V)
notation, where I is the radiance, ) and U are the linear polarized radiance components, and
V' is the circular polarized radiance component. This definition shows that polarization is an
inherent property of the radiance field, but the values describing it depend on the chosen basis
&, which must be known to compare independent measurements. This arbitrary choice can be a
source of error and confusion, but can be used to simplify the math for a particular instrument.

In general, we human beings do not perceive polarization as we see light and color. To study
polarization and its properties, we rely on polarimeter instruments, which among other tools,
can be built using polarization filters and waveplates. However, the polarization properties of
radiation are used in many applications, for instance to enhance contrast for photographs or in
special glasses made for hiking, driving, or sailing. In contrast to humans, many animals can
perceive polarization [14]. A striking example is the mantis shrimp, which is shown in Figure
2.1.3. It not only has the ability to deal super fast underwater blows, which can even cause
cavitation [15], but their eyes operate as a multi-spectral polarimeter [16]. Figure 2.1.2 shows
its eye, which has eight different types of photo receptors and in addition receptors that are
sensitive to linear and even to circular polarization. This indicates that this creature has a
very different understanding of light and color than we humans do.

mid-band

S

Figure 2.1.2: Images of the mantis shrimp eye [16]. Different rows of the eye (see pannel B and
C) contain different photosensitive cells, which are in addition sensitive to polarization.
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Figure 2.1.3: Image of the mantis shrimp [17]. They are about 7em in size and can be found
from New Caledonia up to the West Indian Ocean.

While the mantis shrimp uses its polarization vision for underwater navigation, environment
identification, and communication, we humans can use it, for example, for the remote sensing
of clouds and aerosols [18, 19, 20] using ground-, air-, or space-borne polarimeters. Section 2.2
describes a strategy to design optimal multi-spectral polarimeters. This section was published
in the peer-reviewed journal Applied Optics as:

André Hollstein, Thomas Ruhtz, Jirgen Fischer, and René
Preusker. Optimization of system parameters for a complete mul-
tispectral polarimeter. Applied Optics, 48:4767-4773, 2009.

The design of the described class of polarimeters consists of linear polarization filters, as
well as of waveplates. These optical elements have the ability to transform linear polarization
states into circular ones and vice versa. Section 2.3 describes a method to robustly characterize
these optical elements. Is was published in the peer-reviewed journal Optical Letters as:

André Hollstein and Thomas Ruhtz. Method for retrieving the
polarization properties of a waveplate assembled in a multispectral,
complete polarimeter. Opt. Lett., 34(17):2599-2601, Sep 2009.



2.2 Optimization of System Parameters for a Complete
Multispectral Polarimeter

2.2.1 Abstract

A general class of complete multispectral polarimeters is optimized with respect to signal to
noise ratio, stability against alignment errors and the minimization of errors regarding a given
set of polarization states. The class of polarimeters that are dealt with consists of at least
four polarization optics, each with a multispectral detector. A polarization optic is made of an
azimuthal oriented waveplate and polarizing filter. A general but not unique analytic solution
that minimizes signal to noise ratio is introduced for a polarimeter that incorporates four
simultaneous measurements with four independent optics. The optics consist of four sufficient
waveplates, where at least one is a quarter waveplate. The solution is stable with respect to
the retardance of the quarter waveplate; therefore it can be applied to real world cases where
the retardance deviates from A/4. The solution is a set of seven rotational parameters that
depends on the given retardances of the waveplates. It can be applied to a broad range of real
world cases.

Consecutively, a numerical method for the optimization of arbitrary polarimeters of the
discussed type is presented and applied to two cases. First, the class of polarimeters that was
analytically dealt with is further optimized with respect to stability and error performance with
respect to linear polarized states. The second case was a multispectral case for a polarimeter
that consists of four optics with real achromatic waveplates. This case was used as the theoret-
ical background for the development of the airborne, complete and multispectral polarimeter
AMSSP, which is an instrument for the German research aircraft HALO.

2.2.2 Introduction

The self correlation of a beam of electromagnetic radiation can be represented in form of its
real Stokes vector S := {s;} and a four dimensional Hermitian C2*2 ;= {cij} coherence matrix
S. The definition of the polarization parameters s; and ¢;; depends on the chosen coordinate
systems and may differ from author to author [13]. In most definitions, the first component
of the four vector S and the trace of C are described by the intensity I of the beam. Non-
depolarizing optical elements such as polarization filters or waveplates can be described by their
C?*? Jones matrix [21]. The incident light S is transformed to S’ by transmission through the
element. The Jones matrix J describing the element transforms the coherence matrices S of
the incident lights as follows [22]:

S = JsJt. (2.2.1)

The real vectors of S can be represented in three dimensions by capitalizing on the Poincaré
sphere [23]. The components s; to sg are normalized with respect to sg. The new dimensionless
axes s;/so, i = 1,2, 3 are then used as axes of a Cartesian coordinate system. Any Stokes vector
with a degree of polarization of one, lies on the surface of a sphere with radius one around the
origin. Any optical element described by its Jones or Mueller matrix can be represented by the
real four vector, whose scalar product with the Stokes vector of the incident light, yields the
intensity of the transmitted beam [24].

2.2.3 Instrument design

Calibrated detectors, such as CCD spectrometers or photo diodes, measure the intensity of an
incident beam of light. To measure the complete Stokes vector of the beam, one must therefore
use known polarizing elements in front of the detector where the transmitted intensity is affected
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by all four polarization parameters. Polarizing filters and waveplates with given retardance 0
are available off the shelf and a waveplate followed by a polarizer realizes the proposed property.
One possible realization with four entrance optics is shown in Figure 2.2.1.

The Jones matrix of an ideal polarizer can be computed as the rotational transformation
R(6) of a filter matrix F":

P():=R(O)FRO)" =
_ ((cos(®) —sin(®) \ (1 0 ( cos(0) —sin(0) \T _ ( cos?(0) cos(@)sin(0) | (2-2:2)
- ( sin(d) cos(6) ) ( 0 0 ) ( sin() cos(9) ) - ( cos(#)sin(f) sin?(6) ) )

The Jones matrix of an ideal waveplate can be computed by rotating a matrix that intro-
duces a phase shift between the two components of a Jones vector:

W(8,5) = R(O)W(5)R(6)" = R(6) ( (1) 21.5 ) R(O)". (2.2.3)

The instrument design consists of four entrance optics followed by a rotated waveplate, a
polarizing filter and a detector. See also references [25, 24]. The optical setup can be described
by the optics matrix O, which is the dot product of the single elements:

O3, ¢p, Pup) = P(op)W (p + Pup, ). (2.2.4)

The detector measures the intensity of the beam, which is given by:

I=Tr (050*) —. 08§. (2.2.5)

’ ° fide view
x| waveplate polarizing filter detector

Figure 2.2.1: Sketch of the instrument design with four entrance optics.
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The real four vector O can be calculated to:

1
1 [ sin(2¢,) cos? (%) + sin? (g) sin(2(ep + 2¢y))
2 cos(pw) sin(9) sin(@y)

cos(2¢p) cos? (§) + cos(2(gp + 24)) sin® (3)
This optical setup can be described by three parameters. The angles of the polarizing filter

¢p and waveplate ¢,,, and the retardance of the waveplate, which is a given spectral-dependent
function. Therefore, a system made of four of those optics can be described by eight free
angular parameters and four given retardances for any spectral channel. By setting the angle
wpo of the first polarizer to zero and measuring the other polarizer angles relative to this, one

S
I

(2.2.6)

N |
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can reduce the eight free parameters to seven. The retardance and, on a much smaller scale,
the angle of the waveplate show a spectral dependency. The spectral dependency of the fast
axis for some waveplates angle can be due to circular birefringence of the used quartz crystal.?
The point on the Poincaré sphere that describes the setup can be calculated by interpreting
the vector O as Stokes vector. Merging the intensity measurements together in a vector I and
using the above equation one can define a system matrix A, which is defined as: A; ; = O(i);.
The relation between the measurements I and the Stokes vector of the incident light S can be
written as:

I=A§ — S§S=47'T (2.2.7)

This equation requires that the matrix A is invertible. In addition, Tyo showed in reference
[26] that for optimal performance and signal to noise ratio one needs to minimize the condition
number of the matrix. The condition number ¢ of a matrix x is defined as:

c(@) = [l/llz]. (2.2.8)

Here we choose the I, norm. Other authors have used the l1 or o, norm, the determinant
of the matrix A or reciprocal absolute determinant [24, 25]. It is convenient that for four
independent measurements the condition number has an absolute minimum of 3'/2 [26]. A
solution is a set of seven angular parameters that optimizes the system with respect to the
given four retardances and a weighting function.

Minimizing the condition number of a system will be one of the main concerns for the next
two parts of this paper.

2.2.4 Analytic Solution With Optimal Condition

The demand for angular symmetry in a solution will simplify the issue of minimizing the
condition number of the system. Further simplification will be achieved through geometric
reasoning. The fully linear polarized states are located around the equator of the Poincaré
sphere. By rotating the polarization filter, the accessible states are therefore described by the
equator. The states that represents a rotating waveplate in front of a polarizing filter form a
curve on the surface of the sphere, which is shown in Figure 2.2.2. The angle of the polarizing
filter shifts the whole arch around the equator. The retardance controls the breadth of the arch.
The two free angles together with the retardance specify a point on the surface of the sphere.
The four considered measurements yield four points which include a tetrahedron. The idea is
that minimizing the condition number is related to maximizing the volume of the tetrahedron.
It has been shown that maximizing the volume of the tetrahedron is equal to maximizing the
determinant of the system matrix A [25]. Once the equator of the Poincaré sphere is defined,
the fully circular poles of the sphere are special points. They describe the only axis that leaves
the degree of fully linear states invariant under rotations around this axis. The poles can
be reached with the setup by using a quarter waveplate at +45° relative to its polarization
filter. The angle of the polarization filter has no influence for this particular point and will be
arbitrarily set to zero. To maximize the volume of tetrahedron, the other three points can be
spread out around a constant latitude. The positions of the filters are therefore set to 0°, 60°
and 120° [27]. The angle and the retardance of the three waveplates are set to be equal for all
waveplates to be §. One optimal setup for 6 = A/4 is shown in Figure 2.2.2.

The volume of the enclosed tetrahedron can be calculated by using Equation 2.2.6 to de-
termine the vectors describing the endpoints of the tetrahedron. Let V. describe the circular
pole and VZ, 1 =1,2,3 the three other setups. Settmg the circular pole as the new origin yields
the three edges of the tetrahedron: o; := V. — V;. The volume V is then proportional to the

4 From correspondence with the manufacturer
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Figure 2.2.2: Four points on the surface of the Poincaré sphere that represent a polarimeter
with minimal condition number. The polarimeter consists of four equal quarter waveplates and
four polarizing filters.

triple scalar product ¥ (v X U3). Extreme values of V are calculated by finding the roots of
the derivative with respect to ¢:

0= 0,V o sin(d) cos(2¢) [sin(d) sin(2¢) + 1] [3sin(d) sin(2¢) — 1] . (2.2.9)

A nontrivial solution can be obtained by setting the third term to zero and finding the root
for (:

¢ = ! int (lsm(d)—1> : (2.2.10)
2 3

This first main result is valid if sin(§)~! < 43. For any given waveplate with retardance
sin~1(1/3) < 6 < 7 — sin"!(1/3) the optimal rotation angle can be calculated. We will call
those waveplates sufficient. On the Poincaré sphere there is an optimal latitude, which the
maximum spaced points have to reach to maximize the volume. This is impossible when the
bow is either too small or too wide. For such insufficient retarders the 45 ° solution is optimal
in that they reach the highest possible latitude for the given retardance.

The result of four quarter waveplates is shown in Figure 2.2.2. An example with one quarter
waveplate and three A/6 plates is shown in Figure 2.2.3. The Mollweide projection is used to
show the whole surface of the Poincaré sphere. Similar projections will be used later on.

For waveplates with insufficient retardance one uses the 45° solution and the condition
number will rise from 1 for the sufficient case to % (5 + \/ﬁ) ~ 1.43 while the retardance
approaches 0 or w. In those cases one is using effectively no waveplates and the matrix A

simplifies to:
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This option is not optimal in terms of minimized condition number but may by a good
choice in terms of cost effectiveness.

| /
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el / S
=

Figure 2. 2 3: Optimal solution for a polarimeter with one 1/4 and three 1/6 waveplates; § =
/3, 2 sin~! (m) The surface of the Poincaré sphere is drawn using the Mollweide
prOJectlon.

The solution to a more general case can be derived by using the given results from Equa-
tion 2.2.10 and 2.2.6. A polarimeter with optimal condition number can be constructed out
of one quarter wave plate and three waveplates with sufficiently, but not necessarily, equal
retardances. This can be a cost-effective way of constructing a polarimeter for special applica-
tions with demands for high precision for non-standard wavelengths. Quarter waveplates can
be manufactured for any wavelength from UV-B to the near infrared and are available off the
shelf for a range of standard wavelengths such as 780nm, 808nm and 830nm. Now a solution is
presented where just one quarter waveplate and three sufficient ones are needed. The quarter
waveplate is used to reach the circular pole, the other ones to reach the known optimal points
for quarter waveplates. By using Equation 2.2.10 to calculate the appropriate angle for the
waveplate for the given retardance, one has to adjust the spacing of the three polarizing filters
to reach optimal condition. This can be done by solving Equation 2.2.6 for the two optics:

= T ]. . —1 ]. = Vi 1 . —1 1
pe— —_ -— —_ - — pu— N = — — . 2.2-12
0(9 0,6 5% = 5sin <3)> O(Q,(Z,gp 5 Sin <3sin(5i))> ( )

The solution of Equation 2.2.12 for 6’ is then an offset Af for the particular original values
of §; =0°,60°,120°. The numerically obtained general result is shown in Figure 2.2.4. This,
together with the result from Equation 2.2.10, is a recipe to construct an optimal polarimeter
with four sufficient waveplates where at least one is approximately a quarter waveplate.

In the figure the offset for quarter waveplates is zero because they where taken as reference.
For a smaller retardance the offset is significantly smaller as for bigger ones, which shows the
different behavior of the arch on the surface of the Poincaré sphere as the retardance approaches
0or
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Figure 2.2.4: Offset Af(9) from the original values 6; = 0°,60°,120° for arbitrary sufficient
waveplates.

2.2.5 Numeric Optimization with Respect to Condition Number and Error
Performance

In the previous section, the set of parameters were reduced with symmetry arguments, and
optimal solutions for the reduced problem were outlined. Here the full space of the degrees
of freedom will be used to obtain optimization with further demands to the solution. Two
solutions are given. First, a solution for four quarter waveplates as discussed before. Then
the real world case where the retardances of four purchased waveplates are spectral dependent
functions, which vary around 7/2. There are seven independent parameters, which lead to
a large number of configurations with minimized condition number. In Figure 2.2.5 the two
dimensional behavior of the condition number is shown. The marked point represents one
optimal choice. The other parameters used for this graph can be found in Table 2.2.1.

0 ©po | Puwo || Pp1 | Pwl ©p2 | Pw2 ©p3 Pw3
[rad] | 0 | 1.24 [ 0.03| 1.93 1.44 | 129 || 1.74 | 1.82

[deg] | 0 | 71.02 || 1.57 | 110.71 || 82.35 | 73.97 || 99.77 | 104.48

Table 2.2.1: Numerically obtained values for the polarimeter shown in Figure 2.2.6. All wave-
plates where chosen to be A/4.

From Figure 2.2.5 one can see the complex behavior of the condition number while two
parameters are changed. From the various minima, one can choose values for the parameters
that lie in a broad area to further stabilize the solution against alignment errors. This leads
to the heuristic approach to minimize the condition number and use the additional degrees
of freedom to the synchronous optimization of the stability A of the condition number in
respect to parameter errors. The stability is defined by calculating the scalar product from the
uncertainty vector of the parameters and the gradient of the condition number normalized by
the number itself. The global minimum of A is then one and represents the relative stability
of the solution:

WM' (2.2.13)

For multispectral optimizations the parameters d;, py; generally depend on wavelengths
where ¢,; is a constant. For the optimization of the AMSSP [1, 28] instrument a multispectral
weighing function f was introduced.
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Figure 2.2.5: Behavior of the condition number with respect to the two angular parameters of
one optical setup. The marked point represents a solution with minimal condition number for
all parameters. Their values can be found in Table 2.2.1.

1) = 525 (2

The function f depends on the spectral dependent retardances, fast axes positions of the
waveplates and the fixed values of the polarizing filters. It describes the spectral weighted aver-
age with the weights g, over the norm of a vector that contains both optimization parameters.
The spectral function of the waveplate fast axes is measured for one arbitrary position and then
internally stored as a spectral offset from the mean over the whole function. The varying input
parameters for the function are the seven independent parameters. To calculate the value of
the function, the spectral dependency of the angle of the fast axis is also taken into account.
The resulting parameter for the angle of the fast axis describes then the angular position of
the mean over that function. By construction, the function has an absolute minimum at 1.

For the minimization of f the powel function of IDL, which proved sufficiently fast and
accurate, was used. Depending on the initial values, the algorithm converges towards inde-
pendent solutions. In the first step, a number of results is calculated with initial values that
were taken from a regular grid in the seven dimensional parameter space. Points that lead to
initial divergent condition were removed from the grid. This was done by partitioning the full
parameter space into four two dimensional parameter values where one point contains the two
parameters for one optic. When one is using the same waveplates for all optics any doubling of
the subsets will lead to just three effective measurements and a non-invertible system matrix.
The reduced grid then contains N = n(n? —1)(n? — 2)(n? — 3) instead of n” points, where n is

T
,A(AA)) (2.2.14)

2
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the number of grid points in every direction. The results were then used to build a database
with optimized setups of condition numbers lower than some chosen cut of value.

By partitioning the grid into subsets and distributing the calculations, the computational
effort was parallelized. Now an example for a monospectral optimization for four quarter
waveplates is shown. The database contains a number of optimized solutions from which
we can choose one that minimizes some additional requirements. We have chosen the error
performance with respect to fully linear polarized states. The error estimate for a certain
Stokes vector with respect to errors in alignment and retardance uncertainty is given by [26]:

es(S) = {A—l (Z(ebiabiA)> } S. (2.2.15)
(2
For a minimization function we use the I3 norm of e€g for a number of equally distributed
fully linear polarized states. The average was then calculated and the database was sorted
to find the optimal set, which is now also optimized in respect to error performance for the
selected sets of Stokes vectors. The result is shown in Figure 2.2.6 and Table 2.2.1. Symmetry
was not taken into account for this result.

-1,

+-0.5

Sz

Figure 2.2.6: Numerically obtained result for an optimal polarimeter with additional minimiza-
tion of measurement errors for fully linear polarized states. The arabic numbers indicate the
number of the parameter set from Table 2.2.1.

The obtained result is not unique but minimizes the condition, maximizes the stability
of the condition number and minimizes the mean error with respect to linear states. The
monospectral setup with four quarter waveplates was chosen to be comparable with the analytic
solution from the previous section. The norm of the error vector €5 for both parameter sets for
all fully polarized states is shown in Figure 2.2.8.
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The algorithm is generally applicable for multispectral systems where the retardance and
the waveplate angles are spectral dependent functions. This was used to find optimal parameter
values for the multispectral polarimeter AMSSP, which is shown in the next section.

2.2.6 Multispectral Optimization for the Polarimeter AMSSP

The polarimeter AMSSP is a new instrument for the German research aircraft HALO. Its
development is funded by the DFG priority program (PP-1294) and under development at
the Institute for Space Sciences at the Freie Universtit Berlin. Aim of the polarimeter design
was to measure the full Stokes vector in the visible and UV-C band for the remote sensing of
aerosol properties. The instrument consists of four optics with achromatic quarter wave plates
at 633nm. Multispectral measurements of the retardances are shown in Figure 2.2.7.

Using the outlined procedure, the results in Table 2.2.2 were obtained. In order to save
computational time, the spectral resolution for the optimization was reduced to one tenth of
the resolution of the used detectors.

The numerically found set of parameters is similar to the analytic solution for four quar-
ter waveplates, where the single parameters are slightly offset to account for the retardance
derivations from A\/4. This highlights the usefulness of the analytic solution applied to a mean
value for real spectral-dependent retardances.

500 550 600 650 700 750

Figure 2.2.7: Multispectral measurement of the spectral retardance of four used achromatic
waveplates.

2.2.7 Error Calculation for Polarization Parameters

Calculating the error of the retrieved Stokes vector depends on 4n — 1 parameters, where n
is the number of independent measurements taken. The error can be estimated by taking the
Taylor expansion of the retrieval to the first order:

5i (T4 &) ~ s; (T) + (Vgs; (7)) (Z+E— ) = s; (T) + (Vzs; (7)) € (2.2.16)

The error can then be split up into errors with origin from uncertainty about the instrument
and errors due to random errors in the detector:

Gs=S@+-S@):= Gpa + Grer . (2.2.17)
systematic random

This can be expressed in terms of two error matrices for each error vector:
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= ]R'Y-"-ZJL-"-ZJLZLE)7 Gb c R4X11, €y € ]Rll7 GI c R4m4, €r € R4, (2218)
(Golyy = 05 S (B.1) = 0 (A7 (b) Tl (2.2.19)
(Gilyy = 07,5 (5.1) = 07, 147" () 1. (2.2.20)

This procedure yields the distinct contributions of random and systematic errors to the
entire error of the retrieval.

Figure 2.2.8: Norm of the error vector es for the numerically obtained result (A) and the
analytic solution of Equation 2.2.10 from the former section (B).

©p0 Pw0 ¥p1 Pwl Pp2 Pw?2 ¥p3 Pw3
[rad] 0 0.76 1.04 2.96 1.97 3.04 3.12 2.91

[deg] | O | 43.83 || 59.83 | 169.81 || 113.07 | 173.94 || 178.56 | 166.54

Table 2.2.2: Optimized parameters for the multispectral case.

2.2.8 Conclusion

This research was conducted during the development of an engineering model of the airborne
multispectral polarimeter for the AMSSP instrument. There we used the last-mentioned mul-
tispectral approach to find a set of optimal values for the polarimeter. The shown analytical
solution is a good solution even for multispectral measurements when achromatic waveplates
with small spectral dependencies are used. Slightly better values can be obtained by using all
degrees of freedom and the additional weighting function. The distinction between the two
main error classes shows how much the uncertainty about the optical setup contributes to the
total uncertainty of the polarization retrieval.
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2.3 A Robust Method for Retrieving the Polarization
Properties of a Waveplate Assembled in a Multispectral
and Complete Polarimeter

2.3.1 Abstract

A robust method for the optical characterization of polarimeter optics for a complete and
multispectral polarimeter is presented. The polarimeter optics consist of a waveplate, polarizing
filter and a multispectral detector. The method employs a source of unpolarized light and a
rotating polarizing filter and retrieves the retardance and the angle of the waveplate. Three
independent measurements at distinct angles of the analyzer are used at a time and an arbitrary
number of distinct measurement triples can be used to ensure the consistency of the results. The
elements of the polarimeter optics must not be moved during the measurement and therefore
the method allows to adjust the setup to defined and potentially optimized values for the
retrieved properties. This key element of the method was a crucial feature for the design
of the multispectral airborne polarimeter AMSSP for the German research aircraft HALO.
The application of the method to a single optic of the AMSSP instrument is presented. The
variation of the independently retrieved parameters is then used to estimate the maximum
uncertainty of the results due to systematic errors.

2.3.2 Introduction and Motivation

A setup made from a waveplate and a polarizing filter can be used as polarimeter optics for
complete and multispectral polarimeters [24, 25]. They can be described by the position of
the waveplate relative to the polarizing filter, the absolute position of the polarizing filter and
the spectral dependent retardance of the waveplate. The positions were used to optimize the
polarimeter with respect to signal to noise ratio [24, 25] and error performance [4].

A method of measuring these parameters for a given setup is presented. The method uses
a source of unpolarized light and a rotating polarizing filter. The angle of the waveplate will
be determined modulo 7/2, which can be dealt with when one is starting with parallel aligned
elements.

The method was developed for the airborne polarimeter AMSSP [1, 28], which utilizes no
movable parts to increase stability against vibrations and performs simultaneous measurements
to avoid errors due to the fast changing of scenes during airborne measurements. Therefore,
a characterization method for a fixed setup was needed. The results for a single AMSSP
polarimeter optic is presented in the last part of this paper.

2.3.3 Retrieving the Polarization Properties of the Waveplate

The experiment consists of a source of unpolarized light, a rotating polarization filter P(6),
the polarization optics and a multispectral detector. The Jones matrix of the experiment E is
derived from the the product of the Jones matrices of the single components, where P is the
Jones matrix for an ideal polarizing filter and W is the Jones matrix for an ideal waveplate
with retardance J rotated by the argument [23]:

E =P (0p) W (8, 0p + uw) P (0) . (2.3.1)

The arguments ¢, ¢, + ¢ and ¢ describe the rotational positions of the elements. The
coherence matrix of unpolarized light of unit intensity is given by 1/2I,. The transmitted
intensity I’ of an incident beam of unpolarized light with intensity I passing through the setup
is given by [13]:
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') :=Tr <E(gﬂ2)ET>

— %I (cos (2¢w) cos (2 (8 — @p — pw)) — cos(d) sin (2py) sin (2 (0 — pp — ow)) + 1) .
(2.3.2)

The angle ¢, can be easily determined when the setup is assembled and is therefore consid-
ered as known. Three measurement positions 6; applied to Equation 2.3.2 will be sufficient to
eliminate I and to retrieve ¢,, and d. By choosing the 6; to be the sum of an arbitrary offset
© and 0,7/4 and 7/2, the system of equations can be simplified and a triple of independent
measurements M; identified by the angle © is used to retrieve the parameters:

M, :=1(0), My:=TI(0+ %), My :=1'(© + g). (2.3.3)

The retrieved parameters must be independent from © and therefore variations can be
treated as systematic errors. The unknown intensity of the incident beam is given by I =
2(M; + M3) and can be eliminated from the set of equations for the M;. By using m :=
(My, Ms, Ms), the two remaining equations are written as ma; = 0 and solved for the @;:

a = (2a +2,0,2a —2)7, (2.3.4)
dy = (2-28,-4,2 - 2p)".

The two coefficients a and (3 are determined as:

a = cos(6)sin (2 (6 — ¢p — Yuw)) sin (2¢4) — cos (2 (0 — ¢p — Yw)) cos (2¢y) , (2.3.6)
B = cos(6) cos (2 (0 — pp — Yuw)) sin (2¢y,) +sin (2 (0 — ¢p — Yw)) cos (2¢y,) .

Solving mda; = 0 with respect to o and (3 yields:

M3 — M;
azizjm’ 238
M3z + M, ! ( )
Ms — M,
= ——= =:mgo. 2.3.9
& M3z + Ms 2 ( )

Using Equation 2.3.8 and 2.3.9, we obtained the main result of this paper:

9 9
§ = cos! 1 = my = my —1), (2.3.10)
cos (2¢p) m1 — sin (2pp) ma + 1
. lc o1 cos(4<pp)(m§—m%)—2 cos(2¢p)m1+2sin(2pp)ma+2 sin(dep)momq —1 (2 3 11)
Pu = 4 m?+2m; cos(2¢p)+m3—2ms sin(2¢p)+1 ' o

With the results from Equations 2.3.10 and 2.3.11, the retardance and the angle of the
waveplate can be calculated as a function of the arbitrary offset ©. Disagreement with respect
to © can lead to a better insight into possible errors within the experiment. This would not
be possible when one is using a fitting algorithm to retrieve the parameters. For quarter
waveplates the retardance § is /2 and the second term in Equation 2.3.2 vanishes. For real
quarter waveplates this term becomes small with respect to the other ones, which can lead to
numeric instability because one is effectively neglecting this term.
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2.3.4 Experimental Setup

The results from Equations 2.3.10 and 2.3.11 were used to determine the retardance and the
angle of an achromatic quarter waveplate in front of a polarizing filter, which is used as po-
larimeter optics for the instrument AMSSP. An integrating sphere was used as source for
unpolarized light. The polarizing filter was moved using a rotary stage, which is displayed in
Figure 2.3.1. One intensity measurement was obtained by averaging over approximately 15
single measurements for any angle . The parameters were retrieved as the average over 256
retrievals for independent ©’s and the parameter error is set to the corresponding standard
deviation, which is used as an estimate for the systematic error. The random error of the
retrieval alone cannot explain the value of the standard deviation. We believe that this is due
to the big opening angle of the standard fiber cupping optic that was used in the experiment.
The results of the retrieval are shown in Figure 2.3.2 and Figure 2.3.3.

lamp with integrating sphere
rotary stage with polarizer

| AMSSP optical setup with |
Sensor | polarizer and waveplate |
I
|
| PO
|
1

beam of light

Figure 2.3.1: Optical setup of the experiment.
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Figure 2.3.2: Retardance for the analyzed achromatic waveplate.

The spectral dependence of the fast axis of the waveplate is due to circular birefringence
of the used quartz crystal®>. The retrieved estimates of the parameters and Equation 2.3.2
were used to calculate model intensities Ij;. We compared them with the multispectral mea-
sured intensities using the scatter plot technique. The plot shown in Figure 2.3.4 shows good
agreement between the calculated model intensities and the measurements, which justifies the
preliminary use of the retrieved parameters.

® From correspondence with the manufacturer.
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Figure 2.3.3: Result for the fast axis angle of the analyzed waveplate.
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Figure 2.3.4: Scatter plot of the measurements I and model intensities ;.

2.3.5 Conclusion

A method for retrieving the crucial polarization properties of a waveplate in front of a polarizing
filter was presented. The method incorporates multispectral intensity measurements with an
integrating sphere and a turning polarization filter in front of the setup. The retardance and the
angle of the waveplate are retrieved by using three independent measurements at ©,7/4 + ©
and 7/2 + ©, where © is an arbitrary offset. In the ideal case, for any angle © consistent
parameters must be retrieved. In the presence of errors, the deviations of the parameters with
respect to © can lead to insights into error sources of the experiment. The presented experiment
shows that the method is applicable.
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3.1 Introduction

Radiative transfer simulations are one of the workhorses of remote sensing applications that
are based on radiance measurements. The main idea behind such remote sensing schemes is to
measure radiance in spectral channels that are sensitive to the parameter one is interested in
and then to use radiative transfer simulations to infer the atmospheric state, which explains
the measurements and prior knowledge. The resulting state is then called a remote sensing
product.

Measurements of diffuse radiance in the visible and shortwave infrared spectral region are
mostly determined by scattering and absorption processes, which are shown in Figure 3.1.1.
Scattering and absorption is caused by molecules and particulate matter, which are suspended
in the atmosphere and ocean. Among them are aerosol particles, water droplets which form
clouds, ice crystals, and hydrosols such as chlorophyll and sediment. A general way of simulat-
ing measurements of the diffuse radiance is to derive the radiative transfer equation and solve
it numerically.

radiance detector

sun -si 7
0 Yoy, Srin 7
% O, S g Ve /
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Figure 3.1.1: Shown are major processes that contribute to measurements of diffuse radiance
for an atmosphere ocean system. Among them are single and multiple scattering, which are
caused by molecules and particulate mater. Also important are reflections from the sea surface
and the water leaving radiance. Not shown here are processes due to inelastic scattering in the
atmosphere and ocean, and internal radiance sources such as chlorophyll fluorescence.

Several necessary simplifications are the reasoning behind this approach. The first! step
is to derive the radiative transfer equation from the more fundamental Maxwell equations,
since no reasonable way is known to solve them directly for Earth’s atmosphere. The result
is an integro-differential equation for the radiance field L, which can be measured using a
well-collimated detector:

d
<“dT - 1) Lir.u¢) = woPe M5y + wo / dp'd) PL(r, 1, 6) , (3.1.1)

single scattering
of solar irradiance

multiple scattering of
diffuse radiance

where Z(7) is the atmospheric state, 7 is the optical thickness, P(7,#(7)) is the scattering

! The historic development was quite different as one can see when comparing reference [29] with [11]. The
presented order is set up in an educational way.
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matrix, wo (7, Z(7)) is the single scattering albedo, Sy is the solar constant, i, is the solar zenith
angle, and the angles (u, ¢) define the viewing geometry. It is not straightforward to invert this
equation for general cases Z and to express the atmospheric state as simple function F' of the
radiance measurements M = (L1, ...,L,)T: & = F(M). Hence inverse algorithms? are used to
construct the inversion function F. In many applications, forward radiative transfer modeling
is used to express the radiance field L; as function f(Z) of the atmospheric state by solving
the radiative transfer equation. Then, the atmospheric state can be derived by minimizing
a metric function §: ¥ = minffé(ﬂ  f(@), ]3), which depends on the measurements M, the
forward simulations f(Z), and the prior knowledge P.

Section 3.2 deals with the implementation of a vector forward radiative transfer model for
the case of a plane parallel atmosphere ocean system. This section was published in the peer
reviewed journal Journal of Quantitative Spectroscopy and Radiative Transfer as:

André Hollstein and Jiirgen Fischer. Radiative Transfer Solutions
for Coupled Atmosphere Ocean Systems Using the Matrix Operator
Technique. Journal of Quantitative Spectroscopy and Radiative
Transfer, 113(7):586 — 548, 2012.

Radiative transfer models use various numeric techniques to solve the radiative transfer
equation. They are implemented in various computer languages and can easily contain many
thousand lines? of code. Errors can be hard to find and model validation is a major step in the
development of a radiative transfer model. A standard way of doing that is to compare own
simulations with measurements or simulations performed by other models, which is especially
interesting if an independent approach was used to solve the radiative transfer equation. Several
tables with simulation results have been published in the past,* which can be used for simple
validation purposes. Problems arise when there is no accepted table available for a feature that
the model implements. This is the case even for simple problems, e.g. for the vector radiance
field in the coupled atmosphere ocean system or for inelastic scattering in the atmosphere and
ocean. For those cases, validation is usually performed by comparing own results with those
from other models, which can be a difficult and tedious task. If the differences between two
models are larger then the model error,® it might be difficult to judge which model result is
a better representation of the true value. At the forefront of science, there might not even
be another model to compare with. In Section 3.3, a simple but different approach to the
validation problem is presented. It was published in the peer-reviewed Journal of Quantitative
Spectroscopy and Radiative Transfer as:

André Hollstein. Verification of radiative transfer results by in-
serting them into the RTE: A demonstration for rayleigh scatter-
ing. Journal of Quantitative Spectroscopy and Radiative Transfer,
113(15):1970 — 1973, 2012.

The presented research is based on the idea that it is difficult to implement a system that
finds solutions for the radiative transfer equation,® but that it is much easier to implement
a system that verifies that a simulation result is in fact the solution of the radiative transfer
equation. For the test case of Rayleigh scattering, such a system was implemented in Mathe-
matica. The implementation is about 60 lines of code long, which makes it very easy to review
the implementation. The proposed setup can be easily extended to an atmosphere ocean case
or to inelastic scattering and can be a valuable addition for future validation tasks.

2 A rigorous introduction can be found in reference [30]. ® The MOMO model, which is described in Section
3.2, consists of 12214 lines of code. * Tables exist for Rayleigh and Mie scattering [31, 32, 33]. Next to other
initiatives, tables and inter comparison results are made available by the IPRT group [34]. ® The model error
is often unknown and the presented method can also be used to estimate it. © Equation 3.1.1 is one of the
simpler forms of the radiative transfer equation. It can become much more complicated if thermal emission or
inelastic scattering is to be included.



3.2 Radiative Transfer Solutions for Coupled Atmosphere
Ocean Systems Using the Matrix Operator Technique

3.2.1 Abstract

Accurate radiative transfer models are the key tools for the understanding of radiative transfer
processes in the atmosphere and ocean, and for the development of remote sensing algorithms.
The widely used scalar approximation of radiative transfer can lead to errors in calculated
top-of-atmosphere radiances. We show results with errors in the order of £8% for atmosphere
ocean systems with case one waters. Variations in sea water salinity and temperature can lead
to variations in the signal of similar magnitude. Therefore, we enhanced our scalar radiative
transfer model MOMO, which is in use at the Freie Universitat Berlin, to treat these effects as
accurately as possible. We describe our one-dimensional vector radiative transfer model for an
atmosphere ocean system with a rough interface. We describe the matrix operator scheme and
the bio-optical model for case one waters. We discuss some effects of neglecting polarization in
radiative transfer calculations and effects of salinity changes for top of atmosphere radiances.
Results are shown for the channels of the satellite instruments MERIS and OLCI from 412.5nm
to 900nm.

3.2.2 Introduction

An accurate and flexible remote sensing scheme has a broad range of possible applications in
the field of atmospheric and oceanic research. Virtually all analyses of measurements made by
radiance sensors need radiative transfer (RT) calculation results to derive meaningful physical
quantities. In this paper, we describe a radiative transfer scheme that is able to calculate the
vector radiance field in an atmosphere ocean system (AOS) with a wind blown interface. We
assume that the system has no horizontal, but arbitrary vertical structure. Hence, the scheme
is a one dimensional vector radiative transfer solver. Similar systems have been described in
the past and recent literature, such as the works from Kattawar and Adams [35], Nakajima and
Tanaka [36], Takashima [37], Chami [38], Fell and Fischer [39], Chowdhary et al. [40], He [41]
and Zhai [42] to name a few. The work described in this paper is based on the radiative transfer
model MOMO, which is itself based on the work of Fischer and Grassl [43], Fell and Fischer
[39] and Bennartz and Fischer [44]. It has a long tradition of successfully developed remote
sensing applications, including the sensing of lakes [45], analysis of hyper spectral data to derive
surface fluorescence signals [46], the analysis of ocean color data from MERIS measurements
[47], and the retrieval of land surface pressure from MERIS data [48]. We decided to upgrade
the MOMO FORTRAN code to account for polarization in order to base the development of
future remote sensing algorithms on more accurate RT calculations.

Sections 3.2.3 and 3.2.4 introduces the radiative transfer equation and the matrix operator
method. Section 3.2.5 and 3.2.6 describes the models for pure ocean water and the bio-optical
model for in-water constituents. Section 3.2.7 is devoted to the validation of the code and
Section 3.2.13 describes the first applications as mentioned in the abstract.

3.2.3 Radiative Transfer Equation

The differential radiative transfer equation (RTE) given in Equation 3.2.1 states that the change
of the diffuse light field 0, L(7) with respect to the optical thickness 7 is proportional to both
the light field itself, and the diffuse sources J(7) at this optical depth:

uor L(t) = —L(1) + J(7). (3.2.1)
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The light field is described by a real four-dimensional Stokes vector [49, 13] (and references
therein). To find unique solutions, it is necessary to define boundary conditions that define the
top and the bottom of the atmosphere. Equation 3.2.2 states that there is no diffuse downward
directed radiation at the top of the atmosphere, and Equation 3.2.3 states that the upward
directed radiation at the bottom of the AOS is given by the reflection of the downward directed
radiation. The surface reflection is modeled using a real 4 x 4 reflection matrix R(u, ¢, ', @),
which depends on the direction of incidence (i/, ¢') and reflection (u, ¢):

L(t =0, <0)=0, (3.2.2)

1
L(T = To, 1 > 07 ¢) - /0 d’u//dd)/R(M7 ¢7N/a ¢/)L(TO7 MI’ ¢/) (323)

The complexity of the RTE originates from the coupling of the field by the scattering source
term J, which is shown in Equation 3.2.4. It consists of a scattering term for the direct solar
radiation and a scattering term for the diffuse field:

d -7
<'ud7' B 1>L(7—’ L, d)) =woP (T,,u, O, s, ¢S) € /MSSO

single scattering term

+ o / A dd P(7, 1, 6,1 &)Ly il &),

(3.2.4)

diffuse scattering term

where is Sy the solar constant, the solar position is set to (us, ¢s), and wg is the single
scattering albedo. We assume that the scattering matrix P only depends on ¢ — ¢’ and expand
L and P in a Fourier series with respect to the expansion coefficient m. The equation then
decouples into a series of equations in Fourier space that are now independent of the viewing
azimuth angle:

d
(“dT - 1>Lm<f, 1) = wo P, (1, 1) €7/
(3.2.5)

b (14 8om) [ P ) Lol 1),

We discretize Equation 3.2.5 for numerical treatment on a computer system, and split the
light field into parts for the upper and lower hemisphere:

L (7, p)=Lon (T, > 0), (3.2.6)

L (1, p)=Lp (1, < 0). (3.2.7)

Integrations are then replaced by summing over the integrand at Gaussian quadrature
points p; and multiplying with the Gauss Lobatto weights ¢;:

k

[ antt = 3 1 e (3.2.)

i=1
We define matrices that contain the Gaussian points, weights, phase matrix values, and
source terms values:
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c=diag(c1,..., k), (3.2.9)

M = diag (1, . . ., jug,) » (3.2.10)
[Pr®ij = Pm(Epi, £005)14,5 €1, K, (3.2.11)
[JiH)ij = woSo[PE )i e/, (3.2.12)
[T = woSo[ Py tlije™ M, (3.2.13)

where dg,, is the Kronecker delta. Defining the matrices Fﬁr/ ~/H/7 and o/ as
abbreviations:

it =M1 (1 —worr (1+ 6om) P Te), (3.2.14)
I = M Ywor (1 + dom) P e, (3.2.15)
I, =M 'wor (1 + dom) P, e, (3.2.16)
T =M1 (1—wor (1+6om) Py c), (3.2.17)

yE =ML (3.2.18)

we can insert them into Equation 3.2.5 and write the result as a compact matrix equation:

d [ L* —THt T L st
S)-(HE E)(HE)(E) e

3.2.4 Matrix Operator Method

The method is based on the interaction principle which has been described by Twomey et al.
[50] and later by Grand [51]. It includes any order of scattering and is applicable to systems
with any optical thickness.

L™(1y) L*(ty)
. AV

A ]lz

\l/ L7(12)

L™ (1) \/

2
L™ (t3)\|s \y L'(13)
T3 >

Ji+l,i \/
/N i+l

Figure 3.2.1: Interaction Principle.

The interaction principle states that the upward directed light field at a given optical thick-
ness depends linearly on the transmitted light field from a layer at higher optical thickness, and
the downward directed intensity at the same level. The interaction coefficients are called reflec-
tion r;; and transmission ¢;; and a schematic is shown in Figure 3.2.1. This holds analogously
for the downward directed light field at the lower level:
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L* (o) = tor L™ (11) + 11217 (72) + Ja1, (3.2.20)
L™ (1) = raL™ (1) + t1al™ (12) + Jro. (3.2.21)

Stating the interaction principle for two consecutive atmospheric layers with three bound-
aries, one can eliminate the transmission and reflection operators of the intermediate layer. By
writing the resulting equations in the same form as the interaction principle, the transmission
and reflection operators of the combined layers can be expressed as [50, 52, 53, 35, 39]:

t31 =tz (1 — riar3a) ‘to1, (3.2.22)
t13 = t12 (1 — raariz) ‘tos, (3.2.23)
r3; = rag + t12raz (1 — riarse) ~‘tar, (3.2.24)
rig = rog + tgariz (1 — rgaria) “Liag. (3.2.25)

Applying the algorithm for two layers with the same optical properties is known as doubling;
applying it to layers with different optical properties as adding.

solar radiation e
N1 1774 / " Caan
adding
n,
| [ |mq
N5 elementary layer||1{{2]]3]||m
doubling
@ nx | |

Figure 3.2.2: Doubling and adding scheme.

Figure 3.2.2 shows how this concept is applied to the atmosphere ocean system. The initial
optical thickness 7y after n doublings grows exponentially like 7,, = 7,2" and should be chosen
such that final result is independent of 7,. The layers can be combined using the adding
algorithm and the interaction principle can be used to calculate the radiances at inter layer
boundaries.

The mathematical foundation of this procedure was published in a series of papers by Grant
and Hunt [51, 54] and a result was the differential matrix form of the interaction principle, which
has the same form as Equation 3.2.19:

d + d - + d +
e T R T LPy 2 () (3.2.26)
dr \ L dr T01 tip—1 L dr \ Jqp
A comparison of the two equations yields the definition of the elementary transmission and
reflection operators:



32 Chapter 3: Vector Radiative Transfer

tio =1 —T}\rdr,
tor =1—-T,dr,
ro1 = I} 7dr,

rio = I, "dr.

3.2.27
3.2.28
3.2.29
3.2.30

A~~~ I~ —~
~— ~— ~— ~—

3.2.5 Sea Water Optical Model

Scattering of radiation by ocean water can be modeled using a Rayleigh-like phase matrix with
a depolarization factor of 6 = 0.039 [55]. Sources of scattering in the homogeneous water bulk
are thermodynamic fluctuations of sea water density and salt ion concentration. A detailed
discussion in terms of thermodynamics has been given by Zhang and Hu [56]. As an option
for the user we keep the previously used model from Morel [57], which neglects temperature
and salinity effects. Morel described a model with exponential spectral dependency with two
constants that have been derived from measurements in open oceans:

500nm

The absorption coefficient a,, of pure sea water is taken from the algorithm theoretical
basis document (ATBD) of the ESA project WATERRADIANCE [55], which includes data
from many sources ([58, 59, 60, 61, 62, 63, 64]). The absorption is modeled as linear expansion
with coefficients g for salinity, W7 for temperature, and absorption measurements at Ty = 20°
and So = 0PSU:

1 A —4.32
grmerel — 0.00288— ( ) . (3.2.31)
m

(T, S, A) = aw(To, So, A) + (T — To)Tr(A) + (S — So)Ts(N). (3.2.32)

The refractive index of air relative to sea water can be calculated using:

n® (T, S, X €[300nm,800nm]) = ng + (n1 + noT + n3T?) S+

ns +neS+n7I  ng ng
A Tt

(3.2.33)

naT? +

with values of the k; from reference [55]. For longer wavelengths up to 4000nm, the tem-
perature and salinity dependency at 800nm can be used.

The volume scattering coefficient of sea water (g, is the sum of contributions from density
fluctuations (B4r) and concentration fluctuations (5.r) and has been discussed by Zhang and
Hu [56]:

Baw M T, S) = Bap(A\, T, S) + Bep (A, T, S). (3.2.34)

In Figure 3.2.3 we show relative differences of the model by Morel and that by Zhang and
Hu. The variation with salinity and temperature is shown as a set of gray curves and at 400nm
the relative differences are in the order of 10%.

The variation of the relative refractive index with respect to wavelength, salinity and tem-
perature is shown in Figure 3.2.4. On the scales of temperature and salinity relevant to the
Earth’s oceans, the changes with salinity are more pronounced than those with temperature.
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Figure 3.2.3: Volume scattering coefficient with log scale according to the Morel model (in
black) and varying with temperature and salinity (in gray). The dashed line represents (right
scale) relative differences between the model for a temperature of 20° and salinity of 20PSU.
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Figure 3.2.4: Relative refractive index with respect to wavelength, salinity and temperature.
Variations due to salinity changes at constant temperature are shown with black lines, those
with temperature at constant salinity are shown with gray dashed lines.
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3.2.6 Bio-Optical Model for Case One Waters

The bio-optical model relates the chlorophyll concentration to its spectrum of inherent optical
properties (IOP). The latest measurements of IOPs available to us are from Bricaud et al.
(from 2010 via personal communication, see also [65]) and include measurements of the single
scattering albedo wy and the chlorophyll absorption coefficient a.p;; but not the phase matrix.

Information about the shape of chlorophyll phase functions has been given by A. Morel [66],
J. Chowdhary [40], M. Chami [38] and others. Spectral constant size distribution parameters
and the complex refractive index spectra are input parameters for Mie calculations. We derive
the first guess of the imaginary part of the refractive index by using the following equation
[65, 67]:

achi (M)A

47

where agp; is the chlorophyll absorption coefficient. This simple model assumes that the
electric field in a chlorophyll particle is an evanescent wave. To compensate the shortcomings of
this simple model, we introduce an offset to the complex refractive index. We use the Levenberg
Marquardt method to optimize the size distribution parameters and the offset to find a fit to
the measured single scattering albedo spectra. The result is an almost perfect fit to the data,
but the phase matrices show unphysical high oscillating phase functions. To overcome this, we
add a penalty value to the norm used in the optimization scheme if the backward direction of
the resulting phase function is either too small, or shows too strong oscillations. This describes
a trade-off between achieving physical phase functions and a better fit of the single scattering
albedo spectrum. Figure 3.2.5 shows the resulting single scattering albedo spectra and the
measurements for chlorophyll concentrations from 0.1ug/1 to 50ug/l.

ni(\) = (3.2.35)

1.0¢
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Figure 3.2.5: Single scattering albedo spectra from Bricaud 1998 (dashed lines), and best fit
results with penalty terms using a log normal size distribution. The gray vertical columns
indicate the position and the width of the OLCI channels in that spectral band.

Figure 3.2.6 shows the spectral dependence of all absorption coefficients in the bio-optical
model. Data for the chlorophyll absorption is present where the symbols are drawn. For a
given chlorophyll concentration in the Bricaud 1989 data set, the absorption of CDOM can be
calculated using the proposed exponential model:

1
acpom(A) = CLCDOM(440nm)6_S(>\_440nm), S =0.011—. (3.2.36)
nm
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Figure 3.2.6: Absorption coefficients of the constituents of the bio-optical ocean model. The
black solid line shows the absorption of pure water, the dashed lines show the absorption of
CDOM and the straight lines the absorption of chlorophyll. Different gray tones represent
different chlorophyll and associated CDOM concentrations.

3.2.7 Model Validation

The standard way of validating new implementations of RTE solvers is to compare results
with independent implementations for common test cases. Tables containing numeric values
of the polarized radiation field for special cases have been published by several authors [31,
68, 69, 70, 71, 32, 33]. We used data from Natraj et al. [32] and Kokhanovsky et al. [33] to
validate MOMO. First, we compare Stokes vector tables for cases of pure Rayleigh scattering.
Second, we compare light fields calculated with the SCIATRAN model [72] for scattering by
three scattering matrices (including Rayleigh) over a black surface. At last we look at physical
aspects of the light field.

3.2.8 Rayleigh Scattering

The tables for Rayleigh scattering by Natraj et al. [32] have been calculated using a numerically
more stable approach to the solution of the X and Y functions of Chandrasekhar and Coulsen
[29, 31]. The range of viewing angles in the tables is from 0° to 90° (16 values), solar positions
range from 0° to 90° (7 values), and azimuth positions range from 0° to 180° (7 values). Surface
albedos range from 0.0 to 1.0 (3 values) and Rayleigh optical depth range from 0.02 to 1.0 (5
values).

The main result of our comparison is shown in Figure 3.2.7. Panel (a) shows the relative
differences with respect to viewing angle for every point in the table. Panel (b) is the same
type of graph, but for significant differences. The significant difference of two numbers a and b
is the difference of the significant in language independent arithmetic form of a and b divided
by ten to the power of the exponent of a. The value shows the number of (nonzero) equal digits
of the two numbers.
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Figure 3.2.7: Difference of MOMO calculations and Natraj’s tables [32]. All available cases are
plotted in gray. The zenith resolved mean is shown in black, and the overall mean as number
on the right scale.

3.2.9 Mie Scattering

Kokhanovsky et al. [33] have published results from the SCTATRAN model, where three scat-
tering cases involve a homogeneous purely scattering layer over a black surface. As scatterers
they have chosen the Rayleigh, an aerosol and a cloud type phase matrix. The components of
the phase matrices under consideration are shown in Figure 3.2.8. Both phase functions (see
mq and m3 component) are strongly peaked in the forward direction. The other phase matrix
elements ms and mg are rich in features and hence useful to test the accuracy of the models
for given resolutions.

The mean relative deviations of MOMO and SCIATRAN results for all cases are shown in
Figure 3.2.9. Results of MOMO calculations for the two cases together with the SCTATRAN
results are shown in the Appendix in Figure 3.2.22. Our results agree very well with the results
from SCIATRAN. The dashed lines in the figure represent cases in which the phase functions
have been truncated and straight lines represent results for the original phase functions. This
approximation cannot reproduce the intensity in the forward scattering direction, but repro-
duces the components Q,U,V in this region quite well and results can be reproduced with much
less computational effort (see also Section 3.2.17 and Figure 3.2.22).
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Figure 3.2.8: Benchmark phase matrices from Kokhanovsky et al. [33].
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Figure 3.2.9: Mean of relative differences for MOMO and SCIATRAN results. The mean is
taken over the azimuth values and up and downward direction. Scatter types are indicated

with gray tones. Straight lines show results for the original phase matrices and dashed lines

for the truncated phase matrices. Absolute values are shown in Figure 3.2.22.
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3.2.10 Conservation of Flux

Elastic scattering conserves the radiance flux. To test only the effects of scattering, we cal-
culated a number of test cases where the direct solar source is only present in the top of
atmosphere layer. This layer is the only source of diffuse radiation that propagates through
the system. With no internal sources and no absorption present, the outward directed fluxes
from a single layer must balance the inward directed fluxes from the neighbor layers:

e= (Fl(m) + Fi(m)) = (F1(r1) + FH(7i) ) (3.2.37)
Fout - E

= o ~W 3.2.38
%(Fout + an) ( )

The deficiency value € should be small for all layers, and can serve as a proxy for the accuracy
of the model for a given resolution. Here we use § to describe the ratio of the deficiency to the
mean of the two fluxes. To test the Fourier expansion, we calculate the fluxes from azimuthal
resolved radiances at a layer boundary:

P = [ dudont ™z, 6). (3.2.39)

A nonzero value of ¢ has two possible origins: first, due to errors in the implementation, and
second, due to the numeric approximation of the integrals. Since it can be almost impossible
to distinguish the two effects, § must be small. For layers with Mie scattering, ¢ is smaller than
1% when choosing 30 atmospheric Gaussian points, 36 Fourier terms, and azimuthal output
at every 30°. Using this procedure we can also test the atmosphere ocean interface and at the
same resolution we find deficiencies smaller than 3%.

3.2.11 Ocean Surface Reflection

Tables of the radiation emerging from the ocean, to our best knowledge, have not been published
yet.” In a paper by Mobley et al. [73], the authors showed a comparison of several models
for oceanic waters. The scalar version of our model agreed well with the published values
[39]. However, they do not include polarization or detailed radiance fields, and hence are not
sufficient for a comparison. For this comparison, we consider an atmosphere with Rayleigh
scattering with an optical thickness of 0.1, a rough sea surface as lower boundary, no ocean
body, and the wind speed is set to 7m/s. Via personal communication, the author of the
NASA GISS radiative transfer model, Jacek Chowdhary, shared with us some results of his
model [40, 74]. The compared model output was the upward directed vector radiance at the
top of the atmosphere. In Figure 3.2.10 we show results for the upward directed radiance and
degree of polarization for both models. The dashed lines represent Chowdhary’s results, and
the plot markers show the model resolution of 0.1 in terms of zenith cosines. Since for a given
zenith resolution both of the models use different sampling points, we used MOMO with a
high resolution of 60 zenith angles to be able to compare with Chowdhary’s results. In both
panels we show results for different solar angles indicated by different gray shades, and show
solar positions with vertical dashed lines. The two models agree very well with each other,
which holds for all other viewing geometries. A comparison in which we used the same zenith
resolution produced similar results. The largest deviations are seen in the direction of the
horizon near sun glint for low solar angles.

7 An statement also given by Zhai et al. in 2010 [42].
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(b) Comparison of degree of polarization in the principal plane for different solar positions.

Figure 3.2.10: Comparison of radiances and degree of polarization computed with our and
Chowdhary’s model. The viewing geometry is the principal plane, and curves show the results
for different solar positions.
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3.2.12 Known Properties

To test if the radiative transfer model is physically correct, we look at special cases and verify
if the model reproduces our expectations. The sun glints directed into the atmosphere and into
the ocean are good proxies for the correct implementation of the reflection and transmission
matrices of the interface. Both are dominant features, showing strong dependencies with the
zenith and azimuth angles, and they are computed with the same matrices that are used for the
diffuse reflection and transmission. In Figure 3.2.11 we show upward directed TOA radiances
for a Rayleigh atmosphere with a black surface, and cases with an ocean surface with varying
wind speed. The Rayleigh optical thickness for these cases was set to 0.1 (= 545nm) using
a US standard atmosphere. As the wind speed becomes smaller, the sun glint becomes more
narrow and stronger as one would expect if the surface roughness is changing from rippled to
flat.
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Figure 3.2.11: Upward directed radiance at the top of the atmosphere in the principal plane.
Solar position is indicated with a vertical line. The black line with plot markers represents the
result with a black surface and shows also the zenith resolution. Result for different surface
wind speeds are shown as gray shaded lines. The solar constant was set to unity, so the unit
represents reflection.

When the light field propagates into the ocean it is refracted according to Snell’s law.
In Figure 3.2.12 (7 = 0.1, w = 1m/s) we show the upward and downward directed radiance
just above and below the ocean interface. The directions are indicated by the signs of the
radiances. We show the position of the sun, the critical angle, and the position of the refracted
solar position with vertical lines. As expected, the glint into the ocean is refracted, and the
sun glint has a steeper angle.

Another way to test the refraction in the model is to look at the downward directed radiance
just below the ocean surface. We set the solar position to the zenith and chose a high water
absorption so that there is no upward directed radiance that can contribute to the signal from
reflection at the ocean surface. In Figure 3.2.13 we show the results of this simulation for
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Figure 3.2.12: Upward (black) and downward (gray) directed radiances just above and below
the ocean surface. The solar position and refracted solar position are shown with vertical
dashed lines. The critical angle is shown by the gray vertical line.

different surface wind speeds. When looking at the lowest chosen wind speed of 0.1m/s, we
can clearly see that the transmitted diffuse radiance is almost entirely refracted into the Fresnel
cone. At the boundary of the cone we can see the brightening of the underwater horizon. If the
surface wind speed increases the boundary becomes more smooth and radiance is distributed
to the outside of the Fresnel cone.

For a flat ocean surface the Fresnel cone has a sharp boundary and all transmitted radiance
from the atmosphere is refracted into the cone. Upward directed radiance just below the ocean
interface becomes total internally reflected if outside the Fresnel cone. In Figure 3.2.14 we
show the downward directed radiance just below the ocean interface; the sun is in zenith, the
sky is black, and the ocean is purely scattering. Different wind speeds are shown with different
shades of gray and one can see how the sharp boundary of the Fresnel cone becomes smoother
for rougher ocean surfaces.
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Figure 3.2.13: Downward directed radiance just below the ocean surface. The solar position is
set to zenith and different surface wind speed cases are shown with different gray shades. The
ocean is highly absorbing and reflection from upward directed radiance from the ocean is not
contributing to the signal.

Fresnel cone

0.35}
0.30} N
~---- w=0.2m/s
0.25} Neee- w=0.4m/s
- w=1.0m/s
- 0.20} - w=3.0m/s
—)_g ~,
= *----- w=5.0m/s
0.15}
“---- Ww=7.0m/s
0.10}
0.05}
0.00} . _ _ _ _ .
0.0 0.2 0.4 0.6 0.8 1.0

zenith Angle u

Figure 3.2.14: Downward directed radiance just below the ocean surface without contribution
from transmitted radiance. Different surface wind speeds are indicated with different shades
of gray.
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3.2.13 First Applications

MOMO now accounts for polarization, sea water salinity, and sea water temperature, and all
three effects can have a non-negligible impact on top-of-atmosphere and water-leaving radiance.
In this section we discuss two applications of the model for top-of-atmosphere and water-leaving
radiances, for channels from 412.5nm up to 900nm of the upcoming ocean color instrument
OLCTI (Ocean Land Color Instrument) onboard ESA’s Sentinel 3 satellite.

3.2.14 Effects of Neglecting Polarization in Case One Waters

MOMO can be operated in a scalar mode that neglects polarization and therefore consumes
less memory and is much faster than the vector mode. When switching from polarization to
scalar mode, the difference in computing time and memory is slightly smaller than 1/(3 x 3)
for linear, or 1/(4 x 4) for complete, Stokes vector calculations. The main reason for this effect
is that higher order Fourier terms of the scattering matrices tend to contain more zero valued
elements than those of lower orders (depending on the actual physical constituent) and that we
use a sparse matrix multiplication approach, which is much faster for matrices containing zero
valued elements. Using only scalar radiative transfer is usually much faster to compute and less
difficult to implement, but resulting relative deviations from vector calculations can reach up
to 20% for atmosphere ocean systems [42] and will in general depend on wavelength and scene.
For a brief discussion we computed the effects of neglecting polarization for the 412nm OLCI
channel where the sea water is most transparent. Figure 3.2.15 shows hemispheric plots with
radiances calculated with the vector model (see top of each panel) and the relative difference
1 — I/I with respect to the scalar mode (bottom of each panel). We call 1 — I'/T the relative
polarization error, and if it is smaller then zero, the scalar calculations are underestimating the
real value. Results are shown for the solar positions 25.9° (see Panel (a)) and 50.3° (see Panel
(b)). The salinity is 35PSU, the wind speed is 7m/s, and the sea water temperature is 15°C'.
For both cases combined, the relative polarization error is in the order of +8%. A change of
sign occurs and the pattern of this change depends strongly on solar position. The highest
relative polarization error can be found in the principle plane opposite to the solar position.

Figure 3.2.15 shows results for water-leaving radiances for the same case. The range of the
relative polarization error increases from —2.5% to —5% to values from 1.5% to —6% for the
higher solar angle. With increasing solar angle a sign change of the relative polarization error
occurs.

We can conclude that the effects of neglecting polarization for a realistic atmosphere ocean
system with case one waters depend strongly on viewing geometry and solar angle, and in
the shown cases reached values up to =8%. The relative polarization error can show a rather
complex pattern; therefore we see no easy way of correcting scalar radiative results without
running a full vector model.
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Figure 3.2.15: Top-of-atmosphere vector radiance field in the 412.5nnm channel for an atmo-
sphere ocean system with clear atmosphere and case one waters. The chlorophyll concentration
is 0.1ug/l, the wind speed is 7m/s, and the salinity is 35PSU. In Panel (a) the sun is at 25.9°
and in Panel (b) the sun is at 50.3°. The upper part of each panel shows the vector radiance
where the radiance direction on the unit sphere has been projected to the equatorial plane.
The gray colors indicate the value of the radiance in W/m?/nm/sr. The lower part of the
panel uses the same projection technique but shows the value of 1 — I /I to show the relative
difference of the two radiances in %.
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Figure 3.2.16: Same case as in Figure 3.2.15, but for the water leaving radiance.
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3.2.15 Salinity

The salinity of the ocean can vary from values as little as 5PSU, as in the northern part of
the Baltic sea, to a maximum of 40PSU. A standard value of 35PSU for the open oceans can
be assumed [75]. Figure 3.2.17 and 3.2.18 show the effects of a salinity change from 35PSU to
5PSU on top of atmosphere and water leaving zenith radiance: 1 — Ispsy/Isspsy. The water
leaving radiance is defined as the upward directed radiance just above the ocean surface, but
without radiance contributions from diffuse and direct reflection from the ocean surface. It is
the radiance directly emerging from the ocean and is an useful starting point for ocean color
retrievals using radiative transfer results for the ocean alone.

Both figures show values for the sun at zenith (top value per cell), at 25.9° (bottom value
per cell), and a chlorophyll concentration ranging from zero (pure sea water) to 50ug/l. The
atmosphere was modeled aerosol free, and gaseous absorption was taken into account. The root
causes of the salinity effect are changes in the sea water absorption, the sea water bulk scattering
coefficient, and the real part of the sea water refractive index. The results for the pure sea
water case can be seen as upper limit to the salinity effect. Increasing chlorophyll concentration
leads to additional absorption and scattering by ocean components that are independent from
the salinity, therefore decreasing the salinity effect. A chlorophyll concentration of 0.1ug/l
represents global mean value and for this concentration the salinity effect is in the order of
3.11% to 4.85%. For top-of-atmosphere radiances and channels up to 753.8nm, the salinity
effect is generally decreasing with increasing chlorophyll concentration, and remains almost
constant for the channels with higher wavelength. This is caused by the increase in sea water
absorption (see Figure 3.2.6). High sea water absorption renders the water body almost black
and the remaining cause for effects are changes of the refractive index, and thus the reflectivity
of the atmosphere ocean interface. When this effect dominates the signal, the salinity effect
becomes independent from the chlorophyll concentration.
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Figure 3.2.17: Salinity effect (1 — Isspsy/Ispsu) for top-of-atmosphere zenith radiance in %.
The top value per cell represents results with the sun in zenith position, and bottom values for
the sun at 25.9°. Results are shown for the OLCI channel subset from 412.5nm to 900nm, and
a chlorophyll concentration range from pure sea water to 50ug/1.

Figure 3.2.18 shows the salinity effect for the water-leaving radiance. For a chlorophyll
concentration of 0.1ug/l the salinity effect is ranging from 4.85% to 16.84%. The effect is
highest when the sea water absorption is lowest. For pure sea water, the effect is almost
constant with variation from 17.59% to 19.26%, and with increasing chlorophyll concentration
the salinity effect becomes smaller. For the channels in the NIR, due to the high sea water
absorption, the chlorophyll signal dominates the water-leaving radiance, therefore the salinity
effect becomes small.

We showed that the sea water salinity can have a significant effect on both, the top-of-
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Figure 3.2.18: Salinity effect (1 — Isspsy/Ispsy) for zenith water leaving radiance in %. Top
value per cell represents results with the sun in zenith position, and bottom values for the
sun at 25.9°. Results are shown for the OLCI channel subset from 412.5nm to 900nm, and a
chlorophyll concentration range from pure sea water to 50ug/1.

atmosphere radiance and the water leaving radiance. The effect is caused by changes of the sea
surface reflection, sea water absorption and scattering. The changes for water-leaving radiance
can reach up to 19.26%, and could have a significant effect for retrievals of ocean constituents
if the actual value of the salinity is neglected.

3.2.16 Conclusion and Outlook

MOMO, now accounts for the polarization of radiation in the atmosphere-ocean system, and
we are confident that our implementation is free of major errors. During the development of
the vector version of the program, the latest stable scalar version was used to implement the
treatment of inelastic Raman scattering. The result of merging the two versions would be
an almost feature complete, one dimensional, radiative transfer system for atmosphere ocean
systems.
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3.2.17 Appendix

Rough Atmosphere Ocean Interface

The model of the surface reflection matrix R and transmission matrix 7" is based on papers by
Nakajima and Tanaka [36], Kattawar and Adams [35], and Sancer [76]. The surface is modeled
as a Gaussian distribution of surface facet normals, which is caused by surface roughening due
to the wind blowing over the surface [77, 78]. Shadowing effects of the surfaces facets are
modeled using a shadowing function.

1 27
0 =11 [ i’ [0 (RGu i 0) + Tt ). (3.2.40)
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The deviation of the deficiency term €(u) from unity shows how the models conserve ra-
diance flux. In Figure 3.2.19 we show the hemispheric reflection and transmission for wind
speeds of 5,10, and 15m/s for relative refractive indexes 1.33 and 1.337%. The top panel shows
the values for light incident from the atmosphere and the bottom panel for incident light from
the ocean. The window of total internal reflection (Snell’s cone) can be clearly seen in Panel
(b) of Figure 3.2.19. The deficiency is larger for larger wind speeds, which may be caused from
multiple scattering and shadowing effects which are modeled by an shadowing function.
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Figure 3.2.19: Hemispheric reflectivity and transmissivity for wind speeds 5,10,15 m/s for a
relative refractive index of 1.34 (from atmosphere)and 1.347! (from ocean). The deficiency ¢
is shown in gray dashed lines for all three wind speeds.
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Numerical Techniques: Phase Function Truncation

Phase function truncation is a widely used method to decrease the number of Fourier terms
necessary for azimuthal radiative transfer calculations. The general procedure is shown in
Figure 3.2.20. The strong forward peak of the original phase function (shown in black) is
continuously replaced by a second order polynomial. To accurately represent the modified phase
function, far fewer Fourier terms are necessary, but forward scattered radiation is effectively
treated as unscattered. We show this effect in Figure 3.2.22 using the phase functions used in
the comparison with SCTATRAN. We show results from the SCIATRAN model, and results
from MOMO using the original and the truncated phase function. In Panel (b) we show the
downward directed radiation. The strong diffuse forward scattering could not be reproduced,
but away from this feature the results with truncated phase function agree well.
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Figure 3.2.20: Phase function and truncated phase function. Truncation is performed from 15°
on.
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Figure 3.2.21: Detailed comparisons of MOMO and SCIATRAN results for the upward directed
radiance for the aerosol case.

To keep the polarization properties of the original phase matrix, we rescale all other elements
of the matrix with the ratio of the truncated and the original phase function [38].
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Figure 3.2.22: Same as Figure 3.2.21, but for the downward directed radiance for the aerosol
case.

Numerical Techniques: Fourier Series Modification for the Conservation of
Radiation

The conservation of intensity for scattering can become an issue if the zenith resolution of
the RT computations is too low. Incident radiation S (1) is scattered to all other directions p
described by the phase matrix: S¥' (1) = M (i/, 1)S(1'). In Fourier space, the zeroth matrix My
describes the mean of the angular distribution and we therefore describe the energy conservation
in Fourier space as:

o = [ dut ) = [ du(to(u 1036 ) (3.2.41)

In the case of unpolarized incident solar radiation the matrix product simplifies, and the
conservation of intensity can be written as:

V' — 1 - /du]\;fn(,u',,u)o =0 — €. (3.2.42)

Due to the limited number of zenith angles, the left hand side of Equation 3.2.42 may not
vanish and is set to e. Increasing the number of zenith angles would diminish this residual, but
this may not be possible due to constraints in available computation resources. For this reason
we modify the phase matrix:

~ €
Mu(p's 1Yo = M (', ' )o — 2= (3.2.43)
#l

As described in Section 3.2.17, the phase matrix is then modified to keep the polarization
state of the scattered radiation unaltered, and the rescalation factor § becomes:

€u

0,=1 o G o. (3.2.44)

The effect of these phase function modification for a cloud case is shown in Figure 3.2.23.
The highres case was calculated using 180 zenith Gaussian points and the unaltered phase
matrix. The original and modified were calculated using 60 zenith Gaussian points except the
original and the modified phase matrix. The surface is black and the optical thickness of the
cloud is 5. The highres case represents the truth. The modified version agrees very well with
the highres results but needed significantly less computation effort. The usage of the original
phase matrix leads to errors in the intensity and degree of polarization. The case was chosen so
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that the effect of the discussed procedure becomes visible; for standard cases the effect wouldn’t
be as pronounced, since real droplet size distributions tend to dilute the pronounced features
of such special cases.
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(a) Comparison of upward and downward azimuthal averaged intensity.
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(b) Comparison of upward and downward azimuthal averaged degree of polarization.

Figure 3.2.23: Effect of diagonal balancing of residuals to better conserve the total intensity
of the system. Comparing intensity and degree of polarization for the original and balanced
case using a cloud model with optical thickness 5 and a black underlying surface. Azimuthal
averaged calculations were done using 180 (high res) and 60 zenith angles. For the cases with
lower resolution, the original and the modified cases were calculated and the high resolution is
seen as truth.



3.3 Verification of Radiative Transfer Results by Inserting
them into the RTE: A Demonstration for Rayleigh
Scattering

3.3.1 Abstract

The verification of a new or updated radiative transfer model (RTM) is one of the important
steps in its development; this is usually achieved by comparisons with real measurements or
published tables of generally accepted radiative transfer results. If such tables do not exist,
verification becomes more complicated and an external review of the implementation is often
unpractical due to the sheer amount and complexity of the code. The presented verification
approach is to “simply” insert results of radiative transfer (RT) calculations into the radiative
transfer equation (RTE). The evaluation of the RTE consists of numerically calculating partial
derivatives and integrals, which is much simpler to implement than a solution of the RTE.
Presented is a demonstration of this approach for a case of Rayleigh scattering in a plane parallel
atmosphere, which showed only very small deviation from the radiative transfer equation.

This approach has two key benefits. First, its implementation into a high level computer
language can be very short (=~ 60 lines in MATHEMATICA) and clear compared to a full RTM;
and such code is much more easy to review. Second, this approach can be easily extended to
cases where no other independent RT implementation is available for validation. The proposed
implementation and data are provided with this paper®.

3.3.2 Motivation

One of the important steps in implementing a radiative transfer model (RTM) is verification of
the technique. Two commonly used techniques are comparisons with real measurements [79]
and with results from independent models [80, 42]°. During the past, a number of radiative
transfer results have been published that are commonly used for verification. Examples are
vector light field results for a Rayleigh scattering atmosphere [31, 32], cases of Mie scattering
[70, 33], or atmosphere-ocean cases [73]. These results can be used to verify certain aspects
of the RTM, such as scattering and surface reflection, but since further benchmark results
are often lacking, other features are more complicated to verify. Prominent examples of such
features are the atmosphere-ocean system, effects of the sphericity of the earth, and inelastic
scattering in the atmosphere and ocean.

Error sources of RTM’s can originate in the understanding of the problem, as well as the
complexity of their implementation. The code of published RTM models can be easily spread
over a large number of source files and thousands of lines of code (e.g. libradtran [81]). The main
idea of this approach is that it is much more complicated to solve the radiative transfer equation
(RTE), than to verify that a particular light field is in fact a solution to it. For verification,
the integro-differential equation does not have to be solved and only a partial derivative and
two integrals have to be computed. Secondly, such verification does not need to be as fast as
possible, hence instead of inherently fast low level languages such as FORTRAN or C, high
level languages such as SAGE [82], or MATHEMATICA [83] can be used. The results of this
paper are based on an implementation in MATHEMATICA for the plane parallel atmosphere,
which is all in all about sixty lines of code long. The source code as well as the data are
provided with this paper.

8 The data is hosted by JQSRT and can be obtained from: http://dx.doi.org/10.1016/j.jgsrt.2012.06.006.
9 This is true for almost any paper describing a radiative transfer model; the references shall only provide some
examples.
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3.3.3 RTE in Differential and Integrated Forms

The RTE for a plane parallel atmosphere is an integro-differential equation, which states that
the change of the radiance field L with optical thickness 7 is proportional to the radiance field
itself and the combined sources:

pd, L+ L— (Jp+Jg) = 0. (3.3.1)

The cosine of the viewing zenith angle is denoted by pu, the relative azimuth angle with
¢, and O0.L denotes the partial derivative of L with respect to 7. Here, two sources due to
elastic scattering are considered. The source due to single scattered incident solar irradiance
is called'® Jg and the source due to scattering of diffuse radiance is called Jg:

JE(Ta M, (Z)) = wOP(TJ M, d)v ME, ¢E - O)eiT/HE SO7 (332)
Ts(ron,0) = [ dfdef P, ouid 6 LiT il ), (3.3.3)

where P is the scattering matrix, Sy the solar constant, which for this paper is set to
unity, wp the single scattering albedo, and g, ¢g the position of the sun. The Rayleigh phase
matrix along with the rotation matrices are used [35]. To make the solutions unique, additional
boundary conditions for the top, bottom, and if considered, interfaces must be set.

The differential form of the RTE from equation 3.3.1 can be integrated with respect to the
optical thickness such that the partial derivative of the radiance field is replaced by a difference
for the optical thickness and the other terms by their integrals:

p(L(72) — L(m1)) + /T2 dr (L(1) — Jg(1) + Js(1)) = 0. (3.3.4)

T1

3.3.4 Demonstration for Rayleigh Scattering

The methodology employed is straightforward. A radiance field is inserted into the RTE and
then one has to verify that the left hand sides of Equations 3.3.1 and 3.3.4 equals zero. Hence,
the RTM must be capable of simulating the light fields at all spacial and angular points. The
vector radiative transfer model MOMO [5] was used to calculate the radiance field in a purely
Rayleigh scattering atmosphere. To achieve small errors of the numerically calculated partial
derivative and the integrals, the light field was calculated using a rather high resolution for
optical thickness (80 layers), zenith angles (80 angles), and azimuth angles (40 angles). A total
optical thickness of the atmosphere of 0.1 was used. The evaluation of both formulations of the
RTE from Equations 3.3.1 and 3.3.4, as well as a boundary value condition were implemented
in MATHEMATICA. The lower boundary is a Lambertian reflector with reflectivity of 0.2.
The calculations of the two integrals are based on the inbuilt integration capabilities using
InterpolationFunction objects. For these the discrete radiance field calculated with MOMO is
used to create a continuous model of the light field by using a third order interpolation scheme.
The calculations of the two integrals are based on the inbuilt integration capabilities and a
third order interpolation scheme of the radiances calculated with MOMO.

Results of inserting the calculated radiances into both RTE equations from Equations 3.3.1
and 3.3.4 are shown in Figures 3.3.1 to 3.3.2b. Figures 3.3.1 and 3.3.2a show results for the
differential form of the RTE and Figure 3.3.2b shows results for the integrated form. The left
panel of each figure shows the terms of the RTE with respect to viewing direction. Figure
3.3.1 shows results for averaged azimuth viewing angle and three optical thicknesses, while the
Figure 3.3.2a and 3.3.2b show results for the Stokes parameters I, Q, and U. The right panel

10 E for external.
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shows the balance of the four terms in the same units as the left panel, but with a magnification
factor, which is shown above the arrows. The azimuth angle in Figure 3.3.2a and 3.3.2b is 7 /4.
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Figure 3.3.1: The four contributing terms of the RTE are shown with respect to viewing zenith
angle. Results for three optical thicknesses are shown with different shades of gray. The top
of the atmosphere is at 7 = 0 and at the bottom of the atmosphere t = 0.1. The results are
averaged about the full azimuth angle. The right part of the plot shows the balance of the four
contributions, with a scale magnification of 500.

All three figures show small residual values, which are around 1000 times smaller than the
shown RTE contributions. Such residual values are caused by potential errors in the model,
inherent shortcomings of the model, the discretization of the problem in terms of viewing
direction and optical thickness, and interpolation and integration errors from the verification
scheme. Especially calculating the integrals could become more diffucult for arbitrary cases;
but it should be possible to reduce this error by increasing the spacial and angular sampling
of the light field by the RTM. Errors of the radiative transfer model could be caused by
implementation errors, numerical errors, and inherent shortcomings of the model.

The model used is based on the matrix operator technique, which has two limitations.
First, the reflection and transmission properties of atmospheric layers are based on the dou-
bling method, which itself is based on calculated optical properties of an elementary layer for
which the single scattering approximation holds. The optical thickness of this layer is set to a
small number, for which this assumptions holds, but which is still large enough to not cause
numeric under flows in double-precision arithmetic. Second, a matrix inversion is used, which
is inherently prone to numerical errors. In the model used, this inversion is calculated using
a truncated series of matrix multiplications. These possible error sources make it difficult to
decide weather the residuals can be explained by the uncertainty of both models, or not. Pre-
vious comparisons with tables for Rayleigh scattering showed an average agreement of four
decimal places, while the author of the tables claimed that these are correct within six decimal
places [5, 32]. These former results, together with residuals that are smaller than three orders
of magnitude than the contributing terms, lead to the conclusion that the model is correct and
that the verification was successful. The lower boundary condition was also tested and showed
similar results.
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(a) Same as Figure 3.3.1, but for optical thickness of 0.05, azimuth angle of 7/4, a magnification of 1000, and
the Stokes parameters I, Q, and U.

RTE components pA L, fdrL, [drd, [drs RTEbalance: pA L—[drL—[dr(Je+Js)
«Nadir Horizon Zenith— «Nadir Horizon Zenith—

0.004 0.4E-5

0.3E-5

0.002 S 0.2E-5
@ Q [0}
o N o
& ; 166 &
ko) he)
(o] | [0
£ o000 et - —=10 i
9] O N e 9]
N N foe-s Al -1E-6 N
s . . VTSNA L s
% -0.002 \’00 —0.2E-5 §

| )
= QU _03E-5 ~
poL=m L=@
-0.004 —0.4E-5
JE=A ‘]S=‘
_0.5E-5
-1.0 -05 0.0 0.5 1.0 -1.0 -05 0.0 0.5 1.0
wp=n/4 M

(b) Same as Figure 3.3.2a, but for the integrated form of the RTE. The integration was done from 0.02 to 0.05.

Figure 3.3.2:

3.3.5 Conclusion

The discussed validation through verification approach showed very good results for the case
of Rayleigh scattering in a plane parallel atmosphere. Since the model was already validated,
this also validates the short and clear implementation of the verification scheme. This tool
can now be extended to account for more general geometries, more complex physical effects,
and cases where no tables or analytic solutions are known. Of special interest are the coupled
atmosphere-ocean system with rough interface, inelastic effects such as Raman scattering in
the atmosphere and ocean, and effects of thermal emission. Accounting for these effects makes
the solution of the RTE more complicated, whereas such a verification scheme can stay simple
and clear.
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4.1 Introduction

While Chapter 3 was concerned with introducing tools that can be used to solve the radiative
transfer equation for the atmosphere-ocean system, this chapter is devoted to the description
of quite different applications of these tools in the field of the remote sensing of aerosols and
hydrosols. Aerosols and hydrosols are particulate mater, which in case of the aerosols are
suspended in the atmosphere and for the hydrosols in the ocean. Figure 4.1.1 provides visual
reference of some examples of aerosols and hydrosols. They exist on rather different size scales,
have very different couplings and interactions with their surroundings, but in terms of radiative
transfer can be described using the same methods, namely their phase matrices, bulk scattering
coefficients, and absorption coefficients.

organic

e 2

(a) Images of different aerosol types, including soot, fly (b) Mixed population of phytoplankton. Field sample
ash, mineral, and dust. Reproduced from [84]. from Long Island [85].

Figure 4.1.1: Images of aerosol and hydrosol particles. Due to the large variability of aerosols
and hydrosols in nature, these images are rather not representative, but an almost random
sample. Both images show a size scale that highlights that these particles differ not only in
shape and inner structure, but also in size.

The remote sensing of hydrosols delivers important information for both researchers and
policy makers, and is itself a large field of research. An introduction and reviews about its state
and achievements so far can be found in references [86, 87] and references therein. In general, its
results can be used to observe the state of the oceans, potential harmful algae blooms, the net
primary productions of the ocean body, and hence its carbon balance. Figure 4.1.2 shows a nice
and detailed result of ocean color research for the Baja Peninsula (Mexico). The left part of the
figure shows the scene as seen from space using semi-natural colors. The slightly green colors
indicate the presence and structure of the chlorophyll in the upper parts of the ocean. Ocean
color algorithms can then process the satellite data and, by using a combination of multiple
spectral channels, convert the subtle changes in visible color to quantitative concentrations
of chlorophyll particles and other optically active in water constituents. Large parts of the
used algorithms are based on the inversion of radiative transfer simulations and hence the
appropriate description of the optical properties of the in water constituents is one major key
for their successful retrieval by means of remote sensing techniques.
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(a) View of the Baja Peninsula (Mexico) as seen from (b) Same scene as the left image, but false colors are
space on August 10, 2003 using a semi-natural color used to show the chlorophyll concentration, which has
scheme. been derived from spectral resolved measurements.

Figure 4.1.2: Both images with modification from http://oceancolor.gsfc.nasa.gov. Both
images are without copyright restrictions.

A part of the scientific problem that has often been neglected in the past, are the effects
of salinity, temperature, and polarization on top-of-atmosphere and water-leaving radiances,
which is discussed in detail in Section 4.2. Although it is known that the inherent optical
properties of sea water depend not only on wavelength, but also on salinity and temperature,
in the past these dependencies were often neglected. A good example are the ocean color refer-
ence models for the MERIS [88] and MODIS [89] instruments, in which for example radiative
transfer using a constant salinity is applied. For the case of salinity, it is for large parts of
the globe not problematic to neglect it, since for open oceans the salinity is almost constant
at 35PSU (practical salinity units) with only minor seasonal variation [75]. However, strong
salinity variations occur if fresh water inflow from melting water, large rivers, or rainfall is
present. The global variation of salinity is shown in Figure 4.1.3(a). Similar to salinity, the
temperature of the ocean water is mainly neglected in ocean color retrievals, with the main
difference that the temperature varies strongly with region and season. A global map of the
annual mean sea surface temperature is shown in Figure 4.1.3(b). Not accounting for salinity
and temperature made the problem of retrieving ocean constituents from top-of-atmosphere
radiance measurements two dimensions less complicated, which reduces the numeric effort in
developing and applying ocean color remote sensing algorithms.
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(a) Global map of sea surface salinity using climatology (b) Global map of the annual mean sea surface tem-
data from the World Ocean Atlas 2009 [75]. peratures from the World Ocean Atlas 2009 [90].

Figure 4.1.3:

The research presented in Section 4.2 was part of the ESA WATERRADIANCE project!
and was published in the peer-reviewed Journal Applied Optics as:

André Hollstein and Jirgen Fischer. Effects of salinity, tempera-
ture, and polarzation on top of atmosphere and water leaving ra-
diances for case one waters. Applied Optics, 10 2012. doc. ID
169561, accepted 10/17/2012.

It was also presented at the IRS52012 conference as:

IRS2012-9: Salinity, Temperature and Polarization FEffects for
Simulated Radiances in a Case One Waters Atmosphere Ocean
System, A. Hollstein and J. Fischer.

Section 4.3 deals with the possibilities for the remote sensing of the aerosol vertical extinc-
tion profile using the passive imaging and space borne instrument FLORIS on board the FLEX
satellite. At the time of publication of this thesis, the FLORIS instrument was selected by ESA
as candidate for the Earth Explorer 8 mission and accepted for phase A/B1. FLORIS features
high spectral measurement capabilities in the oxygen A and B band, in which radiation reflected
from Earth into space is sensitive to aerosol height. A retrieval of aerosol vertical distribution
from space using such an imaging instrument with its high spacial and temporal resolution
could be used to produce a much more detailed representation of the global three-dimensional
aerosol field. The retrieval of aerosol height from space is currently only operational from the
LIDAR CALIOP on board the CALIPSO satellite. It is an active instrument, which emits
short laser pulses and measures the back scattered light with high temporal resolution. Using
a time of flight approach, the data from the temporal domain can be converted to the spacial
domain of the aerosol vertical profile. The main downside of this approach is the sparse tem-
poral and spacial coverage of the globe, since the LIDAR pulse is only sent downwards, which
results in 100m footprints along the path of the satellite, but no measurement to the left and
right of this point.

Spaceborne imaging instruments can feature swath widths in the order of hundreds or
thousands of kilometers. Hence, if the retrieval of aerosol vertical extinction profiles would be
possible using such a type of instrument, a much more detailed state of the three-dimensional
structure of the aerosols could be obtained. This information could be used to increase the level
of scientific understanding of the role of aerosols in Earth’s climate and climate change as stated

! ESA contract AO 1-5859/08/NL/CT.
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by the Intergovernmental Panel on Climate Change in its IPCC Fourth Assessment Report:
Climate Change 2007. Figure 4.1.4 shows an overview about anthropogenic contribution to the
radiative forcing of climate between 1750 and 2005. The largest negative effects are those caused
by aerosols. The direct and indirect aerosol effects show also the largest uncertainties and lowest
levels of scientific understanding. The larger of the two uncertainties is associated with the
cloud albedo effect, which includes the aerosol cloud interactions which affect cloud albedo.
The contributing aerosol cloud interactions are shown in Figure 4.1.5. Hence, the vertical
distribution of the aerosol is, next to their total optical thickness and type, a key parameter to
decrease the large uncertainty associated to its radiative forcing in Earth’s climate.
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Figure 4.1.4: Various anthropogenic contributors to the radiative forcing on Earth’s climate
between 1750 and 2005. Reproduced from the fourth IPCC report [91].
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Figure 4.1.5: Aerosol cloud interactions, which contribute to the aerosol cloud albedo effect as
shown in Figure 4.1.4. Edited version from reference [91], originally from reference [92].

The research described in Section 4.3 was carried out as part of the FLUSS? project by
ESA. The aim of this part of the project was to explore the possibilities for a potential retrieval
of aerosol vertical structure using measurements of the FLORIS instrument. Its key parameters
for this application are a spectral resolution of 0.3nm in the oxygen A and B band, a signal to
noise ratio of above 500, and the high spacial resolution provided by the 300m x 300m ground
pixel size. The swath of the instrument is expected to be 390km, hence the instrument features
a much larger spacial and temporal resolution as it is provided by CALIOP. Large parts of this
research were presented at the IRS2012 conference in Berlin:

André Hollstein and Jiirgen Fischer. Possibilities for remote sens-
ing of aerosol vertical structure using the O2A band: A sensitiv-
ity study concerning polarization, spectral resolution, instrument
level, and various scenes over land. IRS2012-65, 8 2012,

and some key results have been submitted to the proceedings of the TRS52012 conference:

André Hollstein and Florian Filipitsch. Possibilities for the re-
trieval of aerosol vertical profiles from space using hyper spectral
radiance measurements in oxygen absorption bands. submitted to
the Proceedings of IRS2012, 8 2012.

In Section 4.4, the developed techniques are applied to a data set of hyperspectral measure-
ments of top-of-atmosphere radiance in the O3A band. The measurement were made by the
instrument TANSO-FTS on board the Greenhouse Gases Observing Satellite (GOSAT), which
is in orbit since January 2009. The data is characterized by high spectral resolution, but poor
spatial and temporal resolution, if compared to the previously discussed FLORIS instrument.
A single measurement is shown in Figure 4.1.6. Additionally shown is the solar constant in ad-
justed units. This example shows that the shape of the measurements is governed not only by
the oxygen absorption, but also by the solar constant and its Fraunhofer lines. Further driving
parameters are the surface reflectance, surface pressure, and aerosol optical parameters.

2 ESA project number: TEC-EEP/2011.698/MB
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Figure 4.1.6: A single measurement made by the TANSO-FTS instrument on board the GOSAT
satellite. Additionally shown is the solar constant, which was scaled such that both spectra
can be shown together. This allows to differentiate between features due to oxygen absorption
or Fraunhofer lines.

The radiative transfer forward operator that is described in Section 4.3.5 is applied to
the TANSO-FTS instrument. The results are used to set up a forward operator, which is
based on a lookup table approach and a mix of linear and quadratic interpolation. Then, an
inversion scheme based on the method of differential evolution (DE) was set up. The data set
includes 104 measurements over land, which were used as input for the inversion. Although
systematic residuals between measurements and simulations are present, the inversion results
were in general of very good quality. Although no cloud screening algorithm was used, a
fail of the inversion was in the majority of cases most likely caused by contamination of the
scene by clouds. All remaining systematic residuals can be explained by shortcomings of the
spectroscopy, absorption calculation, or variations of the temperature profile.

The results can be used as proof of concept for the derivation of aerosol vertical structure
from spaceborne radiance measurements. They also show, which effects need to be accounted
for in the future development of the applied absorption model.

The limitations, posed by the spatial and temporal resolution of the instrument, limit the
applicability of a possible aerosol vertical distribution product, but the data can serve as viable
test case and proof of concept for future instruments that are better suited for this kind of
retrieval.



4.2  Effects of Salinity, Temperature, and Polarization on
Top-of-Atmosphere and Water-Leaving Radiances for
Case One Waters

4.2.1 Abstract

The effects of polarization, sea water salinity, and temperature on top-of-atmosphere radiances
and water-leaving radiances are discussed using radiative transfer simulations for MERIS chan-
nels from 412nm to 900nm. A coupled system of an aerosol-free atmosphere and an ocean bulk
containing chlorophyll and colored dissolved organic matter (case one waters) was simulated.
A simple, but realistic, bio-optical model was set up to relate chlorophyll concentration and
wavelength to scattering matrices and absorption coefficients for chlorophyll and colored dis-
solved organic matter. The model of the optical properties of the sea water accounts for the
salinity, temperature, and wavelength dependence of the relative refractive index, as well as
the absorption and the bulk scattering coefficient. The results show that the relative difference
of water-leaving radiances at zenith for a salinity of 5PSU and 35PSU can reach values of
16% in the 412nm channel, decreasing to 4% in the 900nm channel. For the more realistic
case of 25PSU compared to 35PSU, the effect is reduced to 5% for the 412nm channel and
decreasing to 2% for the 900nm channel. The effect on radiance caused by changing sea water
temperature is dominated by changes of sea water absorption and shows strong spectral fea-
tures. For water-leaving radiances, a change of 10°C' can cause relative changes of above 3%.
The effects of neglecting polarization in the radiative transfer depends strongly on direction
and wavelength, and can reach values of 8% for the 412nm channel. The effect is discussed
for MERIS channels, viewing geometry, and chlorophyll content.

4.2.2 Introduction and Motivation

Monitoring oceans and lakes on a global basis is highly important for both, researchers and
policy makers. Remote sensing of oceans from space using ocean color instruments such as
MERIS, MODIS, or SeaWIFS [87] provides information on the biogeochemical properties re-
quired to quantify marine biology, as well as the ocean uptake of carbon. Most of their products
are based on the inversion of radiative transfer models, which relate biological quantities such
as chlorophyll concentration and atmospheric state to the top-of-atmosphere radiance. The
success of such schemes depends on the quality of the measurements, as well as the model-
ing and the applied inherent optical properties of the atmosphere-ocean system. For the pure
sea water body, these depend on wavelength, temperature, and salinity. For open oceans, a
standard salinity value of 35PSU (practical salinity units) can be used as standard value [75],
although strong regional gradients can be found in the Baltic sea [93], in areas influenced by
melting water [94, 95], or fresh water discharge by rivers. The absolute global variation ranges
from 5.1PSU to 40.3PSU [96, 97], and the inter annual variation depends on location and is
in the order of £0.28PSU [98, 99]. On a global scale, the sea water temperature varies from
—1.8°C to 29.5°C [90] and depends strongly on region and season.

The main goal of this research was to quantify the effects of variations in salinity and
temperature on top of atmosphere (TOA) radiances and water-leaving radiances® (WLR).
This is of special interest, considering that in the present reference model for the MERIS level
2 processing [88], a constant salinity of 35PSU and temperature of 12° is assumed.* The

3 Which is defined as the upward directed radiance just above the ocean surface, but without contributions from
surface reflection. % In the MODIS ATBD [89] for case two waters, the salinity is also assumed to be constant.
However, the authors discuss that a drop in salinity, caused by melting waters in northern parts of the globe,
may have caused deviations of the retrieval and in situ measurements.



4.2 Effects of Salinity, Temperature, and Polarization 63

second aim was to quantify the errors when polarization is neglected in the radiative transfer
calculations.

To address these questions, the MOMO [5, 39] radiative transfer model (RTM) was used to
simulate radiances for a parameter grid composed of sea water salinity, sea water temperature,
surface wind speed, chlorophyll concentration with associated colored dissolved organic matter
(CDOM), wavelength (using the MEdium Resolution Imaging Spectrometer (MERIS) channels
[86]), and various viewing geometries. Some of the MERIS channels are inherited from former
ocean color instruments and similar channel settings are widely used in the ocean color com-
munity. The instrument OLCI [100] on ESA’s upcoming satellite Sentinel-3 will also inherit
these channel settings. The applied sea water and bio-optical model is described in Sections
4.2.3 and 4.2.4, while the results of the case study are discussed in Section 4.2.5.

4.2.3 Ocean Optical Model

Ocean water is modeled as a mixture of pure water with salt ions and is implemented as a scat-
tering and absorbing medium. Its optical properties are the absorption coefficient a(\,S,T),
the volume scattering coefficient 3(\, S, T), and the phase matrix p(u, ¢, i1/, ¢'). These quanti-
ties depend on wavelength A, salinity S, temperature T', zenith angle u, and azimuth angle ¢.
The absorption coefficient of pure sea water was taken from reference [55], where several® data
sets where consistently merged. Its dependency with respect to wavelength, sea water salinity,
and temperature was modeled using an uncoupled linear relationship. The basis absorption
spectra was measured at Tp = 20°C and Syg = 0PSU, and the spectral dependent temperature
U7 (A) and salinity coefficients Wg(\) complete the model:

aw(T, S, )\) = aw(To, So, /\) + \I/T()\)(T — T()) + \Ils()\)(s — S()) (4.2.1)

The physical rationale behind the linear behavior as given in Equation 4.2.1 remains unclear,
but an explanation has been given by Max and Chapados [63]. Their idea is that the solution
of salt ions in pure sea water leads to the formation of an additional type of water, which is
formed as a stable ion pair complex. Increasing the salinity concentration leads to a decrease
of the pure water fraction, and an increase of the salty water fraction. A similar idea is used
to explain the temperature behavior. They assume that the water is composed of two types of
water: one type close to boiling, and one type close to freezing. With changing temperature,
the fraction of these two types of water is altered. The absorption change with temperature
seems to originate from frequency shifts of the three main oxygen — hydrogen mode vibrational
states.

Figure 4.2.1 shows the sea water absorption coefficient (top), and its dependence with
changing salinity and temperature (bottom) for a reference point of 35PSU and 35°C. In the
spectral range from 300nm to 1100nm, the sea water absorption coefficient covers a range of
more than three magnitudes, hence the differences due to salinity and temperature changes
are shown using scaling factors. The difference of salinity and temperature was chosen such
that with the same scaling factor the absorption changes are within +1/m, which results in a
salinity delta of 25 PSU and a temperature delta of 2°C. This means that a change of 25PSU
in salinity causes roughly the same effect as a change of 2°C' in temperature.

This dependency is controlled by the temperature and salinity coefficient as defined in
Equation 4.2.1. Figure 4.2.2 shows their spectral dependency. Black lines show the salinity
coeflicient, gray lines the temperature coefficient, and the experimental error of both coefficients
is shown with dotted lines. Both coefficients show strong spectral variation, and in most cases
the absolute temperature coefficient is almost one magnitude larger than the salinity coefficient.
The experimental error is large, especially for the visible region, which is mainly due to the
very low water absorption in that spectral region.

5 See references [58, 59, 60, 61, 62, 63, 64].
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Figure 4.2.1: Absorption coefficient of sea water (top panel) for a salinity of 35PSU and
temperature of 35°C. The bottom panel shows the difference of the absorption coefficient for
decreased salinity (35PSU vs. 10PSU ,dashed black line) and lower temperature (35°C' vs.
33°C, dashed gray line). The differences have been scaled such that the scaled absorption
difference varies between +1/m.

Smoluchowski and Einstein [101, 102] explained the scattering by sea water using its ther-
modynamic density fluctuations. As a result, a Rayleigh phase matrix Ps(6) [103, 104, 29]
with depolarization factor § can be used. The bulk scattering coefficient depends on salinity,
temperature, and wavelength, and has been discussed in detail by Zhang [56]. It is built from
the sum of two independent pairs of scattering; 34 due to density, and 3. due to concentration
fluctuations:

Bow(NT,8) = Bar (N, T,8) + Bes(N, T, S). (4.2.2)

The two functions depend on several coefficients, which can be found in Zhang’s paper.
The complete scattering matrix of sea water is then given by:

Bsw(A, S, T,0) = Bsw(A, S, T)Ps(6). (4.2.3)

Figure 4.2.3 shows the ratio of the scattering contributions from density and concentration
fluctuations. For a salinity of 10PSU, the contribution from density fluctuation is almost
one order of magnitude larger than those from concentration fluctuations. With increasing
salinity, this ratio decreases, which shows that the relative impact of temperature decreases
with increasing salinity. Ratios of these bulk scattering coefficients and those from the widely
used model® by Morel [105] are varying from +6% to —16% for the VIS to SWIR spectral
region [5].

6 B(X) = 0.00288(\/500nm)*32
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Figure 4.2.2: Salinity and temperature absorption coefficients ¢g and 1)7. Negative values are
indicated using dashed lines. The experimental error for both coefficients is shown using dotted
lines.

The reflection and transmission properties of the ocean surface are driven by the wind
speed and the relative refractive index,” and were modeled according to results of Sancer [76],
Nakajima [36], and Kattawar [35]. Changes in temperature and salinity affect the sea water
absorption and hence® refractive index, which was calculated using two models from references
[61, 55]. In the visible, the model is based on a set of parameters which fits the measurements
from reference [61]. From 800nm onward, the salinity and temperature effects at 800nm are
used as a constant offset for the whole spectral region up to 4000nm. The refractive index
and its relative variation for a change in salinity (24.5PSU — 35PSU) and temperature
(5°C' — 25°C") are shown in Figure 4.2.4. The salinity change was chosen such that the relative
change of the refractive index is comparable with a temperature change of 20°C. While the
temperature was decreased, the salinity was increased to cause a similar effect on the refractive
index.

7 From now on refractive index. ® These are closely coupled by the Kramers-Kronig relations; an application
to water ice can be found in reference [106].
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Figure 4.2.3: Relative values B4r/B.5 of the bulk scattering contributions due to density and
concentration fluctuations. The middle line of each group is for a temperature of 15°C' and
varying salinity. The gray shaded range is bounded by temperatures of 0°C' and 30°C.
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Figure 4.2.4: Refractive index n of sea water (black line, left scale) and its relative variation
with a change in salinity (gray dashed line, right scale) and temperature (gray dotted line, right
scale). The salinity change was chosen such that the relative change of the refractive index is
comparable to a temperature change of 20°C. The gray vertical rectangles show the position
and width of the MERIS channels.

4.2.4 Bio-Optical Model

To our best knowledge, there are no published and complete measurement sets available that
describe all bio-optical properties needed for vector radiative transfer. This is especially true
for scattering matrices of chlorophyll and other in-water constituents. As a solution, a simple
yet realistic bio-model was set up, which depends on chlorophyll concentration and wavelength.

While there are published phase function measurements (e.g. from Petzold [107]), measure-
ments of the other elements of the phase matrix are rare. Some published phase matrices can
be found in the papers from Voss and Fry [108, 109], by Volten et al. [110], or Gogoi et al. [111].
They discuss the great variability of possible scattering matrices and conclude that Mie theory
was not able to reproduce all occurring features of scattering matrices. Various authors used
different approaches of setting up such a model, and descriptions of their bio-optical models
can be found in papers by Morel [66], Chowdhary [40], or Chami [38]. Here, the focus is not so
much the biological diversity, but rather the effects of polarization, salinity, and temperature.
Mie theory was applied to reproduce the known scalar properties of Petzold measurements to
the best extent possible.
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The model is based on the latest available set of measurements from Bricaud et al. [65],
which include spectral resolved measurements of the chlorophyll single scattering albedo wy
and the absorption coefficient a.y; for the MERIS channels from 412.5nm to 900nm. The
absorption coefficient was converted into the imaginary part of the refractive index of the
scattering particle using [65, 67

achl()‘)A
4
This simple model can be derived? by assuming that the chlorophyll particle is a semi-
infinite bulk and the electric field is an evanescent wave; hence this value is only used as a first
guess of the true value.
For a given chlorophyll concentration, the absorption of CDOM can be calculated using an
exponential model proposed by Bricaud et. al.:

ni(\) = (4.2.4)

1
acpom () = aCDOM(44Onm)€_S(>\_440nm); S :=0.011—. (4.2.5)
nm

Figure 4.2.5 shows the spectral dependence of the absorption due to pure water (black
lines), chlorophyll (gray lines), and CDOM (gray dashed lines).
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Figure 4.2.5: Absorption spectra of pure sea water (black line), chlorophyll (solid curves), and
CDOM (dashed curves). Different chlorophyll concentrations are shown with different gray
tones.

When measured size distribution parameters, refractive index and absorption coefficients
are used as input for Mie calculations, one must think of scattering by optically equivalent
spheres, which scatter light like the real chlorophyll particle. The measured data was used as a
first guess for the Mie calculations. To find the best optically equivalent spheres, the input was
optimized using a Levenberg Marquard!'® optimization scheme to retrieve physically consistent
phase matrices. The dashed lines in Figure 4.2.6 show the spectral variation of the chlorophyll
single scattering albedo from the data set and results from the optimization scheme.

The free parameters of the optimization scheme were the size distribution (Junge and log
normal), its parameters, the real part of the refractive index, and a scaling parameter for the

9 Assuming an evanescent wave E(fc‘) = E, ei(”*t"'ﬁf), which propagates through the particle, where ¥ is the

position vector and k= “(n, +i-n;) is the complex wave vector, which depends on the speed of light ¢, its
angular frequency w, and the complex refractive index n = n, + i - n; of the particle. The intensity of the field
inside the particle is then given by the scalar product EE* and Equation 4.2.4 can be obtained by comparing

the result with Beer’s law: EE* = E2em2mimw/ctinraw/e=2tw) . poo=ten® gi(2nrow/e=2tw) 10 {Jging an IDL
—_——

Beer’s law
implementation from Markwardt [112].
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Figure 4.2.6: Spectral variation of chlorophyll single scattering albedo wq for various chlorophyll
concentrations. Dashed lines show data from Bricaud’s data set, and solid lines show results
of the bio-optical model.

absorption spectra, assuming that the spectral shape of the first guess represents the real spec-
tral shape up to an unknown factor. Without applying further conditions, the optimization
yields almost perfect fits to the single scattering albedo spectrum, but the resulting size distri-
bution becomes nonphysically narrow, which leads to highly oscillating phase functions. Morel
et al. [66] proposed to apply Mie theory for spheroids to avoid such features, but also stated
that this does not mean that chlorophyll is necessarily of spheroidal shape. This approach can
be adopted to avoid the rainbow features of the phase function, but also introduces additional
free parameters.

It is evident that accurate measurements of chlorophyll phase matrices are needed, and
could improve bio-optical models used in radiative transfer. Such measurements could replace
this kind of bio-optical modeling, and thus the inherently unknown uncertainty associated with
it. Since the introduction of additional free parameters for more complex scattering models
is likely of unknown physical meaning, a different approach was chosen to address this issue.
The parameter space was restricted to exclude very narrow solutions and a penalty term was
introduced. The penalty term increases if the backward direction of the resulting phase function
is either to small or shows strong oscillations. This procedure was motivated from a comparison
of Mie calculation results and the measurements of turbid San Diego harbor water by Petzold
[107] (see also Figure 4.2.7). By assigning weight to a physical shape of the phase function, the
deviation of the results and the measured wg spectrum becomes significantly larger, but is still
acceptable for this application. The advantage of this approach is that it combines the simple
use of Mie theory, additional knowledge from Petzold’s measurements, and results from in situ
measurements.

As shown in Figure 4.2.6, the model reproduces the wy spectrum quite well. Log normal
and Junge type size distributions were both tested and it was found that the overall agreement
was better for the log normal type, but other authors like Chami and Chowdhary [38, 40]
use Junge type size distributions. Figure 4.2.7 shows Petzold’s measured phase function of
San Diego harbor water [107], and phase function results from the bio-optical model for both
size distributions types. The log normal type phase functions are smooth and do not show
the steep increase in backward scattering, but lack the correct representation of the strong
forward scattering. Using the log, normal size distribution leads to a better representation of
the backward scattering, but the forward scattering is weaker. For the Junge size distribution,
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the forward peak is better represented, but the backward scattering direction shows stronger
features. The deviation in the forward direction is acceptable, since it is of lesser importance
for accurate simulations of the upward directed water-leaving radiance. The reduced scattering
in backward direction is welcome, since our group [47] experienced that when using Petzold’s
phase function the retrieved chlorophyll concentration can become too large in some cases.
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Figure 4.2.7: Phase functions versus scattering angle; Petzold’s (black line), and from the
bio-optical model with log normal (gray dashed line) and Junge size distribution (gray line).

4.2.5 Sensitivity Study

The sensitivity study consists of radiative transfer simulations for the MERIS [86, 100] chan-
nels from 412.5nm to 900nm. Varied parameters were the ocean’s'! salinity S, temperature
T, chlorophyll concentration C.p;, and surface wind speed W. The complete parameter set is
shown in Table 4.2.1. The one dimensional radiative transfer model MOMO [5, 39], which is
based on the matrix operator scheme, was used and an aerosol free midlatitude summer [113]
atmospheric profile was chosen. The ocean depth was set to 100m with a black bottom and
the hydrosols were evenly distributed throughout the ocean body. Atmosphere and ocean are
coupled using a rough surface model, which is briefly described in Section 4.2.3 and reference
[5]. Molecular absorption from HyO, CO3, O3, NoO, CO, CHy, and Oy was accounted for us-
ing the HITRAN [114] database and a modified k-distribution approach [44]. The introduced
bio-optical model describes a case one waters scenario [57], which is a good model for open
ocean waters. The model does not consider sea water Raman scattering or chlorophyll fluores-
cence, since the implementation of these features into the vector version of the RTM is not yet
complete. However, the model is well suited for studying the effects of salinity, temperature,
and polarization.

study parameter grid values unit
salinity S 0,5,15,25,35 PSU
temperature T 10,15,20 °C

chlorophyll concentration C' 0,0.1,0.5,5,10,50 ng/l
wind speed W 2,6,7,8,10 m/s

Table 4.2.1: Parameter grid of the sensitivity study.

11 Salinity, temperature, and chlorophyll concentration are always used for the ocean body.



70 Chapter 4: Applications to Remote Sensing

In the following sections, the effects of salinity, temperature, and polarization are discussed
in terms of relative changes for top of atmosphere (TOA) radiance and water-leaving radiance
(WLR). The salinity effect:

sa=1—1(S=A)/I(S =35PSU), (4.2.6)

is defined as one minus the radiance ratio for a salinity of A and standard sea water with
a salinity of 35PSU. In this paper S5 and Sos will be used to discuss the effect. The value
of S5 describes the expected maximum relative error one could encounter due to errors in the
chosen salinity. This can happen if an open ocean model, which does not account for salinity,
is applied to almost fresh water cases. Low salinity values such as 5PSU can be found in the
Baltic sea, which is in fact better modeled as case two water, but the salinity effect highlights
the possible maximum error one can expect from incorrect salinity values. The value of Sos
describes a more realistic scenario, which represents seasonal and regional salinity variations
[95, 75].

Analogously defined is the temperature effect:

t=1—I(T =10C°)/I(T = 20C°), (4.2.7)

which describes the relative error that is caused by a 10°C sea water temperature change
at 20°C'. Such variation can be easily caused by regional or seasonal changes [90].

As described in Section 4.2.3, all inherent optical properties of sea water depend on salinity
and temperature, and changes of their values cause changes of the light field in the atmosphere
ocean system. Two different types of effects can be distinguished. First, inside the optically
thick ocean body, absorption and scattering are competing processes that determine the WLR,
and for its accurate simulation the radiative transfer model must treat multiple scattering
correctly. Second, the salinity and temperature dependence of the refractive index directly
affects the reflection and transmission of the atmosphere ocean interface [35]. Ergo even with
negligible WLR, changes of the salinity and temperature of the ocean can affect TOA radiances.

The polarization error is defined as:

p=1-1I/I, (4.2.8)

where I is the radiance that results from a scalar radiative transfer model run and I the
simulated radiance from a vector run of the model. Radiance differences come about because a
scalar model neglects all elements apart from the phase function from the scattering matrix (see
discussion in Section 4.2.5). This effect is known, and several aspects of it have been discussed
by other authors in the past [115, 116, 117, 42]. The main cause of such deviations originates
from ocean surface reflection and single scattering from air molecules. In Section 4.2.5, this error
is discussed with respect to solar angle, MERIS channels, and chlorophyll concentration, which
makes the results suitable for the discussion of MERIS, and MERIS band related instruments
and their application for ocean color retrieval algorithms. Its spectral signature can be of
interest for the algorithm development when polarization has been neglected in the past.

Directional Effects in the 412nm MERIS Channel

The directional salinity and temperature effect for TOA radiances in the 412.5nm channel are
shown in Figure 4.2.8. Both effects show a similar pattern, where the absolute maxima are
located at the sun glint position and in absolute terms decreasing with increasing distance from
that point. As defined in Equation 4.2.6, the salinity effect sa describes the relative radiance
change for a drop in salinity from 35PSU to A = 5PSU (S5) or A = 25PSU (Ss5). Likewise
defined was the temperature effect in Equation 4.2.7, which describes the relative radiance
change for a temperature drop from 20°C to 10°C. In that respect, the salinity effects are
both more pronounced than the temperature effect. A change of 10PSU causes an effect that
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is approximately twice as large as the temperature effect. The mean relative difference of both
shown salinity effects is 3.4 4+ 0.07. This is roughly 12% larger than the factor of three, which
corresponds to the simple ratio of the salinity differences. For TOA radiances, the salinity
effect is slightly non linear.

For the case shown, the temperature effect is negative while the salinity effect is positive.
If 35PSU and 20°C are seen as the standard reference, and 5PSU as the salinity anomaly
and 10°C as the temperature anomaly, then a positive salinity effect implies that the radiance
for the anomaly is smaller than for the reference. Hence, the decrease in salinity leads to
a decrease in radiance. In the 412nm channel the sea water absorption is not affected by
the salinity decrease (see Figure 4.2.1), but the bulk scattering coefficient decreases by about
25%. The refractive index decreases by about 4%, which slightly increases the ocean surface
transmission. This also counterbalances to some extent the decrease in scattering by the sea
water.

The negative temperature effect indicates an increase in radiance with decreasing temper-
ature. This is caused by a sea water absorption decrease of 1.3% and an increase in the bulk
scattering by 2.3%. The refractive index remains almost constant with only a change of 0.7%.
In this case, the positive salinity effect is mainly due to the increase of the sea water scattering,
while the negative temperature effect is mainly caused by the decrease of sea water absorption
and the increase of sea water scattering.
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Figure 4.2.8: Directional salinity (black lines show Sg5, thin dashed black lines show S5) and
temperature (gray lines) effects for top-of-atmosphere radiance in the 412nm channel. The
effects were defined in Equation 4.2.6 and 4.2.7. The surface wind speed is 10m/s, the solar
position is 12.8°, and the chlorophyll concentrations is 1ug/!.

For water-leaving radiances, the directional dependence of the salinity and temperature
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effect is almost isotropic, which is shown in Figure 4.2.9 (similar to Figure 4.2.8, but for the
water leaving radiance). Both salinity effects are much larger than for the TOA case, but the
variation with direction is less pronounced. The mean of so5 is 16.6% 4= 0.2%, while the mean
of s5 is 4.73% =+ 0.07%. The mean value of the ratio of both salinity effects is 3.509 & 0.007,
which is similar to the TOA case. This almost isotropic behavior highlights that the directional
dependence of both effects for TOA radiance is mainly caused by the change of surface reflection
and transmission, which is caused by the change of the refractive index. The mean value of the
temperature effect is —1.72% 4 0.06%, and both effects show the same sign as the TOA case.
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Figure 4.2.9: Same as in Figure 4.2.8, but for the water-leaving radiance.

The maximum of the TOA salinity and temperature effect is found in the principal plane.
Figure 4.2.10 highlights this dependency, and combines it with the TOA and WLR radiance
for two solar positions. With increasing solar angle (measured from zenith), the maximum of
the salinity and temperature effect is shifted towards the horizon like the sun glint and is at the
same time decreasing. Again, this shows how the surface reflectivity is a major contribution
to both effects. With further increasing the solar angle, the maximum salinity effect for so5
becomes smaller, from above three percent for the sun in zenith, to about two percent for the
sun at 50°. Towards the horizon, the salinity effect for so5 becomes smaller and is under one
percent for zenith angles above £70°. The WLR case shows only little variation with the solar
angle, which is also the case for the temperature effect.
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Figure 4.2.10: TOA (top panel) and WLR (bottom panel) radiance (I, black lines) in the
principle plane for a case with a salinity of 5PSU, temperature of 15°C', wind speed of 7m/s,
chlorophyll concentration of 0.1ug/l, and sun in zenith (solid lines) and at 25.9° (dashed lines).
The gray lines and right scale show the temperature and salinity effect (S5). The viewing
zenith angle p is measured from zenith and negative values indicate an azimuth angle of 180°.

In general, both effects become smaller with increasing chlorophyll concentration. For the
TOA case, s5 reaches its maximum for pure sea water with about 7.06%, so5 with 2.04%, and
the temperature effect with 1.13%. The decrease of the effects with increasing chlorophyll
concentration is shown in Figure 4.2.11. With increasing chlorophyll concentration, the TOA
salinity effect s5 decreases, but the maximum keeps its position and is least strongly affected.
The increasing chlorophyll concentration starts to dominate the signal due to increasing scat-
tering and absorption in the water bulk, hence decreasing the salinity effect. For a chlorophyll
concentration above 5ug/l, almost only the surface contribution remains as a source for the
salinity effect. This saturation is less pronounced for the temperature, since the change of the
refractive index is smaller. For the more absorbing sea water of the SWIR region, it becomes
the dominant source of the TOA salinity effect. The contribution of the surface to the salinity
and temperature effect is also present for more complex waters, as e.g. coastal waters or the
Baltic sea. The optical properties of such water types are determined by a larger number of
hydrosols and the relative effects caused by the variation of the sea water inherent optical prop-
erties will be less pronounced. This will decrease the salinity and temperature effect. However,
to derive the WLR from TOA radiances, correct values of the ocean surface reflectivity and
transmissivity must be used. The effects might be non-negligible for the associated radiative
transfer calculations for these types of waters. For WLR, the salinity effect also decreases with
increasing chlorophyll concentration, since the signal from the chlorophyll becomes increas-
ingly important with rising concentration. The temperature effect shows the same behavior,
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and decreases with increasing chlorophyll concentration.
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Figure 4.2.11: Salinity (squares) and temperature (circles) effect in the principal plane for
TOA (solid curves) and WLR (dashed curves). The viewing zenith angle p is measured from
the zenith and negative values indicate an azimuth angle of 180°. Shown are results for a case
with a wind speed of 7m/s, solar angle of 25.9°, and chlorophyll concentration ranging from
0.1ug/l to 5ug/l. To show the variability of s5, the scale was split between 0.03 and 0.07.

Spectral Effects for MERIS/OLCI Channels

The discussion in the previous section was centered on the 412nm channel and the directional
dependencies of the temperature and salinity effect. In this channel the sea water absorption
has a strong minimum (see Figure 4.2.1) and for the range of wavelengths considered, both
effects are pronounced. Figure 4.2.12 shows the zenith water-leaving radiance for the complete
channel set for pure sea water and chlorophyll concentrations up to 50ug/l. The variation
of the radiance signal is dominated by the sea water absorption, the solar spectrum, and
gaseous absorption (e.g. as in the O2A band at 760nm). Two regimes can be distinguished.
Below 560nm, the increasing chlorophyll concentration decreases the signal, since additional
absorption is introduced. Above the hinge point at 560nm, the water absorption is much
stronger compared to chlorophyll, but its strong scattering and the minimum in its absorption
is leading to an increase of the signal. This figure is mainly shown to put the relative quantities
into the perspective of the common signal, which covers several orders of magnitude for the
analyzed range of wavelengths.
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Figure 4.2.12: Zenith water-leaving radiances for MERIS channels from 412.5nm to 900nm.
The chlorophyll concentration ranges from zero (pure sea water, black line) to 50ug/l (light
gray line). The surface wind speed is 7m/s and the solar position is 25.9°.

Figure 4.2.13 shows both the salinity and temperature effects for zenith water-leaving radi-
ances over the whole spectral region and with chlorophyll concentrations ranging from zero to
50ug/l. The pure sea water salinity effects are almost independent from wavelength, since the
effect is dominated by changes in the bulk scattering coefficient (compare with Figure 4.2.3).
The remaining spectral variation is caused by the spectral dependency of the salinity absorp-
tion parameter Wg, which was shown in Figure 4.2.2. The pure sea water temperature effect
shows spectral variations, which corresponds to the spectral variation of the temperature ab-
sorption coefficient Uy (compare with Figure 4.2.2). If chlorophyll is introduced, both salinity
effects decrease since the scattering and absorption of the hydrosols become more dominant in
determining the WLR.

The temperature effect is smaller than the salinity effects. Its maximum is below —5%,
and decreases with increasing chlorophyll concentration. For some of the longer wavelength
channels, such as 781.25, this behavior changes so that an increase in chlorophyll increases the
temperature effect. Here the water leaving radiances increase by almost one order of magnitude
with increasing chlorophyll concentration (see Figure 4.2.12). This is caused by the scattering
of chlorophyll, which is counterbalancing the strong water absorption. The WLR is in those
cases very sensitive to even small changes in absorption, and this channel almost coincides with
a local maximum of Wp.
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Figure 4.2.13: Zenith salinity and temperature effect for water-leaving radiance, chlorophyll
concentrations from zero to 5.0ug/l, and MERIS channels from 412.5nm to 900nm.

Polarization Error

The polarization of the TOA radiance has two major consequences. It could be used as ad-
ditional source of information and can lead to measurement errors of radiometers that are
sensitive to polarization. The TOA degree of polarization is sensitive to both changes in salin-
ity and chlorophyll concentration, as is shown for the 412nm channel in Figure 4.2.14. The
figure shows the difference in TOA degree of polarization for changing salinity and chlorophyll
concentrations with respect to a salinity of 35PSU and chlorophyll concentration of 0.1ug/I.
The patterns of both effects are quite similar. The decrease in salinity leads to an increase of
the TOA degree of polarization. The reason is the decreasing bulk scattering coefficient, which
decreases the TOA radiance contribution from the ocean, which increases the radiance fraction
that has been scattered only by air molecules, which increases the degree of polarization. Also,
the refractive index is decreasing, which decreases the highly polarized ocean surface reflection.
The increase in TOA degree of polarization is much stronger for increasing chlorophyll concen-
tration, where the increasing chlorophyll scattering increases the TOA radiance contribution
from the ocean bulk.

Neglecting polarization in radiative transfer calculations can lead to radiance errors. This
strongly depends on viewing geometry, scene, and spectral channel. The reason for this effect
is that in scalar RT schemes, scattered radiance I’ is modeled as a multiplication of the phase
function p(f) with the incident radiance I : I’ = p(#)I, where 0 is the scattering angle.
Vector radiative transfer schemes treat the polarized nature of light by using a four vector
I'=(s1,...,54)T and real 4 x 4 scattering matrices p(f) to model the scattering: I’ = p(6)I.
In general, the non (1,1) elements of p are nonzero and the matrix multiplication couples
the so,...,s4 elements with the s; element of f, which in the Stokes formalism is just the
radiance. This coupli<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>