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Abstract

In this thesis, two different projects are presented that concentrate on complementary aspects of
nanoscopic systems. Not only "conventional" scanning tunneling microscopy (STM) is utilized to
study the fundamental properties of atoms and molecules, but in order to detect the fluctuations of
the tunneling current, a high-frequency amplifier setup is employed.

In the first part, Fe-5,10,15,20-tetra-pyridyl-porphyrin molecules were investigated on a Au(111)
surface. Due to the flexibility of this molecule, several different islands of the Fe-TPyP molecule self-
assemble on the surface. By means of non-contact atomic force microscopy (nc-AFM), we could
show that the molecules in the different arrangements also exhibit differences in the intramolecu-
lar distortions. Moreover, using scanning tunneling spectroscopy (STS), the magnetic properties of
the molecules in the different structures were compared. We showed that the intramolecular distor-
tions influence the ligand field that is acting on the central Fe atom, such that transverse magnetic
anisotropy is introduced in the system. Eventually, a spin crossover was observable, which might
be ascribed to large intramolecular distortions. Furthermore, an exceptionally large number of ad-
ditional inelastic excitations were observable in the differential conductance spectra of the Fe-TPyP
molecules between 20 meV and 150 meV in some of the molecular arrangements, whereas no signa-
tures of these inelastic excitations were observable on others. By means of high-resolution electron
energy loss spectroscopy (HREELS), we could identify these features as excitations of molecular vi-
brations. By comparing the energy position of the corresponding electronic orbitals that are involved
in the excitation process, the differences in the intensity of the vibrations between the different struc-
tures could be explained in a simple co-tunneling picture.

In the second part of this thesis, the optimization and testing of a complementary measurement
technique is described. Here, not the DC current but the current fluctuations, i.e., the shot noise,
allow to gain insight into the transport properties of a system. Due to electron correlations, the shot
noise of a system contains information about the effective charge e ∗ of the charge carriers, such that
fractional charges, Cooper-pair tunneling and spin-polarized transport can be identified from the
current fluctuations. As shot-noise measurements require the signal detection at high frequencies,
in the order of several hundreds of kHz, a high-frequency amplifier setup has been included into the
STM system. A preamplifier is mounted directly at the STM head, where it is working at cryogenic
temperatures. A second amplifier is then installed outside the vacuum chamber to further enhance
the signal. The characteristics of these amplifiers and the main steps towards achieving a working
shot-noise setup are explained in detail in this thesis. Moreover, test measurements were performed
on Au adatoms that were created on the Au(111) surface by tip identation. Comparison of our exper-
imental shot noise data with literature shows that the amplifier setup is fully functional and exhibits
the necessary sensitivity to detect the tiny current fluctuations. Finally, an outlook on first measure-
ments of the shot noise of cobalt adatoms on the Au(111) surface will be given. As single Co atoms
on Au(111) have shown to exhibit distinct magnetic properties depending on their adsorption site, it
is an interesting system for shot-noise measurements.





Kurzfassung

In der vorliegenden Dissertation werden zwei komplementäre Methoden der Rastertunnelmikro-
skopie verwendet um die Eigenschaften von nanoskopischen Systemen zu untersuchen.

Der erste Teil befasst sich mit den Eigenschaften von Fe-5,10,15,20-Tetra-Pyridyl-Porphyrin Mole-
külen auf einer Au(111) Oberfläche. Aufgrund der Flexibilität der Fe-TPyP Moleküle bilden sich ver-
schiedene Adsorptionsstrukturen aus. Mittels Rasterkraftmikroskopie konnten wir zeigen, dass die
Moleküle in den verschiedenen Strukturen Unterschiede in ihrer intramolekularen Verzerrung auf-
weisen. Jene Verzerrungen beeinflussen das Ligandenfeld, welches auf das zentrale Eisenatom wirkt.
Daher zeigten die Moleküle in den verschiedenen Anordnungen auch unterschiedliche inelastische
Anregungen, welche auf die Unterschiede in der magnetischen Anisotropie zurückzuführen sind.
Mittels Rastertunnelspektroskopie wurde bei einigen Molekülen sogar eine Änderung des Spinzu-
standes beobachtet, der eventuell durch eine besonders starke Verzerrung erklärt werden kann. Des-
weiteren zeigen Moleküle in einigen Strukturen eine ungewöhnlich große Zahl an zusätzlichen in-
elastischen Anregungen im Bereich von 20 meV bis 150 meV. Mittels hochaufgelöster Elektronenen-
ergieverlustspektroskopie (HREELS) konnten jene Stufen als Anregung von molekularen Vibrationen
identifiziert werden. Durch Vergleich der energetischen Lage jener Molekülorbitale, die bei der An-
regung der Vibrationen involviert sind, konnten die unterschiedlichen Intensitäten der Vibrationen
in den Spektren durch die Wahrscheinlichkeit des Co-tunnels erklärt werden.

Im zweiten Teil der Arbeit werden die entscheidenden Schritte der Optimierung einer komple-
mentären Messmethode beschrieben, bei der nicht der mittlere Strom, sondern das Stromrauschen
betrachtet werden. Das sogenannte Schrotrauschen entsteht dadurch, dass der Strom aus einzel-
nen Ladungsträgern besteht. Aufgrund der unterschiedlichen Korrelationen dieser Ladungsträger
in einem System lässt sich aus dem Schrotrauschen eine Aussage über die effektive Ladung e ∗ der
Ladungsträger treffen, sodass Effekte wie das Cooper-Paar Tunneln in Supraleitern oder spin-pola-
risierter Transport nachgewiesen werden können. Da die Detektion des Schrotrauschens Messun-
gen bei hohen Frequenzen im Bereich einiger Hundert kHz bedarf, wurden zwei spezielle Hochfre-
quenzverstärker in das Rastertunnelmikroskop (STM) integriert. Der erste Verstärker befindet sich
dabei direkt am Kopf des STM und arbeitet bei kryogenen Temperaturen. Ein zweiter Nachverstärker
befindet sich außerhalb der Vakuumkammer und sorgt für eine weitere Verstärkung. Die genauen
Charakteristika beider Verstärker und die Hauptarbeitsschritte zum Erreichen eines funktionieren-
den Aufbaus werden im zweiten Kapitel beschrieben. Um den Aufbau auf seine Funktionsfähigkeit zu
überprüfen wurden Testmessungen auf einzelnen Au Atomen auf einer Au(111) Oberfläche durchge-
führt. Ein Vergleich mit der Literatur zeigte hier, das der Verstärkeraufbau in der Lage ist das Schro-
trauschen einzelner atomarer Kontakte zu messen, und über die benötigte Sensitivität verfügt. Zuletzt
wird ein Ausblick auf erste Messungen des Schrotrauschens von Cobalt Atomen auf Au(111) gegeben.
In frühere Messungen von Cobalt Atomen wurde eine Abhängigkeit der magnetischen Eigenschaften
vom Adsorptionsplatz des Cobalt Atomes festgestellt. Mittels Messungen des Schrotrauschen wollen
wir daher herausfinden, ob sich diese Unterschiede auch in den Rauschspektren nachweisen lassen.
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CHAPTER I

Introduction

“When we get to the very, very small world – say circuits of seven atoms – we have a lot of new things
that would happen that represent completely new opportunities for design” — this quote by Richard
Feynman during his famous lecture at the annual meeting of the American Physical Society at Cal-
tech in 1959 paved the way for the reasearch field of nanotechnology [1]. Nowadays, almost 60 years
later, nanotechnology is a well established research field, which is evolving at a rapid speed. The term
“nanotechnology” was first used in 1974 by N. Taniguchi [2] from the Tokyo University of Science and
referred to processing methods such as thin-film deposition and ion-beam milling, which are needed
for the production of increasingly smaller semiconductor structures. This process of down-scaling
of already existing structures is commonly referred to as top-down approach. Despite the advan-
tage of its feasability in terms of large scale production, the size of the functional units has reached
a plateau in the last years. By means of lithography and mechanical printing techniques, only struc-
tures down to 10 nm can be produced from microscopic wafers. In the recent years, the size of the
complementary metal-oxide semiconductors (CMOS), the standard technology for constructing in-
tegrated circuits, has reached a half-pitch value of 20 nm, corresponding to half the distance between
two identical components. A further downscaling of semiconductor technology seems to be limited
by fundamental physical effects that can occur at such small lengthscales, such as tunneling of elec-
trons between the source and drain electrode of a transistor.

An alternative path towards small functional devices is the bottom-up approach, where single
atoms or molecules are used as building blocks for the construction of functional units. This general
concept of molecular engineering was already mentioned in 1956 by A. von Hippel, who suggested the
use of single atoms as building blocks of electronic devices to tailor the desired properties [3]. Despite
the lack of an existing measurement technique to perfom any real experimens at that time, in 1974,
A. Aviram and M. A. Ratner made the first specific proposal for a molecular device. They theoretically
discussed the use of a single organic molecule as a rectifier, which impelled the field of molecular
electronics [4]. At the same time, K. E. Drexler developed the concept of molecular nanotechnology
[5, 6] and proposed the idea of so-called “assemblers”, tiny machines that can built structures atom
by atom, which might be used to fabricate even the most complex objects.

With the development of suitable measurement techniques such as the scanning tunneling mi-
croscope (STM), the realization of experiments at the single molecule level became possible in the
decade that followed. The first measurements of the electronic properties of a molecular wire were
performed in 1996 by means of STM [7]. Shortly after, in 1997, mechanically controlled break junc-
tion (MCBJ) experiments enabled the measurement of the current-voltage characteristic of a single
molecule for the first time [8]. In the same year, a field-effect transistor was built from a single carbon
nanotube, whose conductance properties were tunable by a gate voltage that was applied through an
attached metal electrode [9]. Shortly afterwards, a consecutive study repeated these measurements,
which were performed at 5 mK before, at room temperature [10], which is a major step with regard
to transferring the technology from the lab environment to real-life conditions. In 2007, a monolayer
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of bistable rotaxane molecules was used for data storage, achieving an ultra-dense memory circuit
with 1011 bits/cm2 [11]. In 2009, an organic molecule was used in a field-effect transistor geometry
to prove the concept of molecular orbital gating, as revealed by tunneling spectroscopy [12]. In 2011,
the “nano car” attracted a lot of attention, where STM measurements confirmed the controlled uni-
directional motion of a molecule by its four rotary motor functional units upon sequential electronic
and vibrational excitation [13]. Five years after the first reports on molecular transistors, the first
single-atom transistor was built [14]. Using a combination of scanning tunnelling microscopy and
hydrogen-resist lithography, M. Fuechsle, et al. have placed an individual phosphorus dopant atom
within an epitaxial silicon device architecture with a spatial accuracy of one lattice site. By means of
transport measurements, they confirmed the existence of discrete quantum levels with the system’s
charging energy close to the bulk value. In 2016, another study by F. E. Kalff, et al. managed to outper-
form the data storage density of the aforementioned rotaxane device of 1011 bits/cm2 by more than
three orders of magnitude by rearranging vacancies on a chlorinated Cu(100) surface [15]. In 2016 the
Nobel prize in chemistry has been awarded to J.P. Sauvage, Sir J. Fraser Stoddart and B. L. Feringa for
their pioneering work on molecular machines [16], underlining the importance of this research field.

However, despite all the scientific achievements in the last 20 years, molecular nanotechnology
has still not been realized on the industrial scale. In order to utilize single molecules for operations
that are currently performed by larger-scale silicon-based devices, a deeper understanding of the
molecular properties and electron transport on the molecular scale is required. The prerequisite
for the use of a molecular system as a component in a functional circuit is a suitable choice of the
molecule. Here, chemical synthesis allows to design molecules with the desired properties by, e.g.,
modifying the functional endgroups of an organic compound. To get larger-scale structures, these
molecules should reliably form self-assembled structures upon deposition on a substrate. To use a
molecule in nanotechnology, it is required to posses tunable properties. One approach is described
by the term molecular switches, where the idea is to use external influences like light, an electric
field or tunneling electrons to induce reversible modifications on the molecule, e.g., the rotation of a
functional endgroup or the opening of a chemical bond. Another approach to use molecules as func-
tional units is termed spintronics and aims at utilizing the atomic or molecular spin state to store
information. The idea is as follows: according to Hund’s rules, the unpaired electrons in an atom
sum up to a total spin. In an isotropic environment, all directions of the spin projection in space are
equally favourable. In the presence of magnetic anisotropy, however, certain directions are energeti-
cally more favourable, which splits the different spin directions in energy. In order to get a functional
device, two degenerate ground states are required, seperated by an energy barrier that hinders the
spins from spontaneous flippings. This anisotropy can be controlled by the choice of the surface or
the ligand of a molecule.

Even after overcomming all these challenges in finding a proper compound with tunable prop-
erties, it has to be deposited on some kind of surface and contacted by metal electrodes in order
to use the molecular building block in any device. However, upon adsorption, the electronic struc-
ture of the molecule will be affected, which can strongly alter all molecular properties. It was not
without reason that H. Kroemer stated “the interface is the device” when expressing the importance
of the transition region for the functionality of a device during his nobel lecture in the year 2000 in
Stockholm [17]. This especially holds true for submonolayers of molecules, when all the molecules
are in contact with the substrate. Therefore, a deep understanding of the interface between organic
molecule and metal electrodes is essential. The investigation of molecules adsorbed on a substrate
is possible with many different measurement techniques, such as X-ray magnetic circular dichroism
(XMCD), near edge X-ray absorption fine structure (NEXAFS), high-resolution electron energy loss
spectroscopy (HREELS) or scanning tunneling microscopy (STM).

The goal of this thesis is to contribute to the understanding of the fundamental processes occuring
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for atoms and molecules adsorbed on a metal surface. Therefore, low-temperature scanning tunnel-
ing microscopy (STM) was chosen as an experimental tool, since it does not only constitute an ideal
instrument for studying the adsorption geometry of molecules on a substrate with atomic precision,
but simultaneously allows to obtain insight into the electronic structure of a compound. Moreover,
by means of scanning tunneling spectroscopy (STS), also magnetic and vibrational excitations can be
probed, allowing to draw conclusions about the spin state of the molecular adsorbates.

In chapter III, the properties of a porphyrin molecule are investigated on a Au(111) surface. As
metallo-porphyrins fullfill a variety of tasks in biology, e.g., as catalists, molecular transporters or en-
ergy transducers in photosynthesis [18], they are also of interest for molecular electronics. Due to
their flexibility in terms of the central metal atoms or functional endgroups at their macrocycle, a
variety of porphyrin derivates exist. In this thesis, Fe-5,10,15,20-tetra-pyridyl-porphyrin (Fe-TPyP) is
investigated, consisting of a porphin core with a central Fe atom and four rotatable pyridyl groups
attached to it. On the Au(111) substrate, Fe-TPyP molecules can adapt different adsorption geome-
tries due to the flexibility of their pyridyl end groups. More precisely, depending on the rotational
angle of the pyridyl groups, different distortions of the macrocycle occur due to steric hindrance be-
tween adjacent hydrogen atoms. For the investigated three structures of Fe-TPyP on Au(111), the
changes in molecular geometry induced changes in the electronic structure and even altered the
magnetic ground state of the molecules. Moreover, only some structures showed pronounced sig-
nals of vibrational excitations, whose origin could be confirmed by means of HREELS measurements
that were performed in the group of P. Tegeder, whereas no vibrational signatures were detectable in
other structures. In chapter III, the properties of the molecules in the different structures are intro-
duced at first and the cause of the aforementioned differences is analyzed. Moreover, to decouple
the molecules from the substrate, Fe-TPyP is studied on a single layer of MoS2 grown on the Au(111)
surface. Due to the band gap of MoS2, weaker hybridization effects occur between the Fe-TPyP and
the surface, leading to changes in the molecular properties.

In chapter IV, a very different approach to study the properties of a system is followed, which
bases on shot-noise measurements. Therefore, not the DC component of the tunneling current is
regarded, but its fluctuations. In contrast to the DC component, the level of current fluctuations al-
lows to gain insight into the transmission channels that are involved in the transport process and give
complementary information about the electron-electron and electron-phonon interaction processes
during the tunneling events. The shot-noise power spectral density S is given by

SI = 2e G0V
N
∑

i=1

τi (1−τi ) ,

with G0 corresponding to the quantum of conductance and τi to the transmittivity of each trans-
mission channel. In case of non-negligible interaction between the tunneling electrons, which is
usually the case for higher transmission probabilities, the shot noise is partially suppressed, which is
expressed by the Fano factor F . This Fano factor depends on internal electron-electron and electron-
phonon interaction processes. Therefore, fundamental aspects such as spin-polarized transport,
fractional charges or Cooper-pair tunneling can be identified from the current fluctuations. Shot-
noise measurements hence give complementary information about the properties of single atoms
and molecules, which are typically not accessible with conventional STS.

In order to detect the shot noise in the tunneling current, a complex technical setup is required. It
consists of a high-frequency low-temperature pre-amplifier, which is installed inside the cryostat at
the STM head and a post-amplifier, which is positioned outside the UHV chamber. In the first exper-
imental part of the chapter, the steps towards achieving a working shot-noise amplifier setup are dis-
cussed, as many modifications were necessary to detect the tiny current fluctuations. Moreover, test
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measurements on Au adatoms are presented, which are created on a Au(111) surface by controlled
tip indentation. As the transport through Au-Au contacts on the single-atom level is well understood,
it is a suitable system to characterize and test the shot-noise setup in terms of its functionality and
sensitivity. Finally, an outlook on first measurements on single cobalt atoms will be given. As Co
atoms exhibit signatures of the Kondo effect, the transport properties should differ from the trivial
spin-degenerate transport.

As all the measurents in this thesis were performed with a combined STM-AFM, an introduction
to the basic principles of scanning tunneling microscopy, as well as a theoretical discription of the
tunneling junction will be given in chapter II. Moreover, the working principle of atomic force mi-
croscopy will be explained in sec. C of chapter II. In sec. D, an introduction to the experimental
details of the STM will be given, covering also the properties of the employed Au(111) sample.



CHAPTER II

Theoretical Background and Experimental
Details

In the past century, a variety of spectroscopic techniques has been developed in order to character-
ize surfaces and surface structures, ranging from low-energy electron diffraction (LEED) to angle-
resolved photoemission spectroscopy (ARPES). Being only sensitive to periodic structures in recip-
rocal space, they were restricted to simple and ordered structures. A milestone in surface science
was the development of scanning tunneling microscopy by G. Binning and H. Rohrer in 1981 [19,
20], which opened the possibility to analyze samples in real space. With a spatial resolution on the
atomic scale, which is far beyond the optical limit, the STM allows to gain insight into the structure
of individual surface atoms, defects or single adsorbates. Moreover, by means of scanning tunnel-
ing spectroscopy (STS), insights into the electronic properties of a specimen depending on its local
environment can be obtained.

Since the first studies in the early years of the STM, which focussed on topographic images of
coinage metal and silicon surfaces, the field has progressively evolved over the last two decades.
One big breakthrough was inelastic electron tunneling spectroscopy (IETS), which utilizes the sig-
nal of the inelastic transport path to detect intramolecular vibrations [21] and spin-flip excitations

Figure 2.1. Working mechanism of an STM. The tunneling gap z is varied by the controller by means of a
feedback loop such that the tunneling current I is kept constant for a given sample bias voltage V . The tip
position is controlled by means of piezoelecric elements (see sketch in upper left corner for top view of the
piezo tube). The red arrow at the sample surface indicates the movement of the tip, during the recording of an
image. The inset on the bottom right shows a magnified view on the tunneling junction.
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[22]. Employing magnetic fields, IETS is widely used to determine the spin state of single atoms and
molecules depending on their local environment on the surface. In more recent developments, the
STM is combined with other techniques to obtain complementary information that was not accessi-
ble on the atomic scale before. In 2014, a combination of STM measurements with X-ray magnetic cir-
cular dichroism (XMCD) allowed to get chemical sensitivity on individual adatoms, which until then
was not possible with STM alone [23]. In 2015, the transport mechanisms through different adatoms
were studied by means of shot noise measurements, allowing to identify spin-degenerate transport
for some species and spin-polarized channels for others [24]. Moreover, in 2017, the dipole-dipole in-
teractions between individual Fe atoms of variable distance were examined by combining STM with
electron spin resonance (ESR) [25].

Despite all these advancements regarding STM, due to its main observable being the tunneling
current, it is restricted to conducting samples, only. Another related measurement technique — the
atomic force microscopy — which has been invented in 1985 only a few years after the STM, has
managed to overcome this obstacle, while still providing atomic resolution. It is based on a small
tip attached to a cantilever which is oscillating at a high frequency. Relying on the interactive forces
between a tip and the molecules and not on the tunneling current, it allows to obtain complemen-
tary information about a specimen, ranging from the determination of forces between the tip and
molecular moieties to local variations in the work function of the underlying substrate. By utilizing
appropriate sensors, the advantages of both measurement techniques can be combined.

In this chapter, the theory of STM and AFM will be introduced. In sec. A, the basic concepts of
STM will be discussed and an introduction into the theoretical description with the Tersoff-Hamann
model will be given. Furthermore, the concept of scanning tunneling spectroscopy will be explained,
which allows to probe the local density of states (LDOS) of a sample. Moreover, an overview over the
spectral features that arise due the above-mentioned inelastic electron tunneling will be given. In sec.
C, the working principle of the AFM will be discussed, as well as the relevant forces that play a role in
the tip-sample interaction. Finally, in sec. D, some experimental details of the combined STM-AFM

setup will be presented.

A. Working Principle of an STM
The fundamental principle underlying the STM is the tunneling effect. In contrast to classical objects,
electrons posses a non-vanishing probability of tunneling through a small potential barrier. The cen-
terpiece of an STM is a sharp metal tip, which is placed at a certain distance z — usually in the range
of a few Ångström — above a conducting sample surface (see fig. 2.1). Upon application of a bias
voltage V between sample and tip, a shift in the chemical potentials between both leads is induced.
The vacuum gap between tip and sample constitutes an energy barrier, which — in a classical picture
— can not be overcome by the electrons. Due to the quantum-mechanical nature of the electrons,
however, there is a finite probability of the electrons to tunnel from the tip to the sample through the
vacuum barrier. The resulting tunneling current I that flows between both leads depends on the tip
and sample materials and on the applied bias voltage. A short derivation of the tunneling current in
dependence of these parameters will be given in the next section.

To obtain a topographic image of a sample, the STM tip is moved laterally line by line across the
surface. Here, the precise positioning of the tip on the sample is realized by means of piezo-electric
elements. As shown in fig. 2.1, the tip is connected to a piezo element which contains five segments.
Four of these form two opposing pairs in the x- and y direction and allow for a lateral movement of
the tip upon application of a DC voltage to the opposing segments. Moreover, the central segment
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Figure 2.2. Different scanning modes of an STM: a) in the constant-current mode, current and voltage are kept
constant, whereas the tip-sample distance gives information about the surface topography. b) in the constant-
height mode, the current varies during the scan, as the tip-sample distance and the voltage are fixed.

allows to directly control the tip-sample distance z .
There are two main operating modes to obtain topographic images of the sample surface: the

constant-current mode and the constant-height mode (see fig. 2.2). In the constant-current mode,
the tip-sample distance is regulated by an electrical feedback loop in such a way, that an initially
set current value is kept constant during the scan. Here, the exponential dependence of the tunnel-
ing current on the distance z allows for a precise feedback control. At each measurement point, the
piezo-voltage that is needed to reach the feedback current is recorded. The obtained values are con-
verted into an image, which corresponds to the apparent height of the surface structure, containing
information about both the electronic and geometric properties of the sample. Alternatively, in the
constant-height mode, the variations in the tunneling current I can be plotted, while the tip-sample
distance z is held constant at an initially set value. As for this scanning mode the feedback loop is
disabled, only sufficiently flat surface areas can be scanned to avoid tip crashes at step edges and ad-
sorbates. Moreover, the measurement conditions have to be very stable to measure in the constant-
height mode, as even small thermal drifts can lead to a drifting of the tip out of the tunneling range
or into the surface during the scan of an image.

1. Terso� and Hamann Model
In the previous description of the operating modes of the STM, we have seen that the tunneling cur-
rent plays a major role in obtaining information about the surface properties. In order to get a math-
ematical expression for the dependence of the tunneling current I on the bias voltage V and tip-
sample distance z , the STM junction is considered from a theoretical point of view.

In thermal equilibrium and without application of an external bias voltage, the chemical poten-
tials of the tip and sample are aligned and — assuming the same work functions for tip and sample —
no net current is flowing across the junction. Upon application of an external voltage V , the chemical
potentials µt and µs of tip and sample are shifted by e V with respect to each other, as depicted in fig.
2.3. In the following derivation, we follow the convention of tunneling from the occupied states of the
tip to the unoccupied states of the sample in case of positive applied bias voltages. The total tunneling
current I that flows under the application of a certain bias voltage e V can be obtained by evaluating
the sum over all combinations of initial states ψµ and final states ψν of the electron within the cor-
responding bias window, under consideration of a weighting factor, which expresses the tunneling
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probability for each pair of states. J. Tersoff and D. R. Hamann developed a theoretical description
by assuming the tip and sample to be two independent systems with non-orthogonal eigenstatesψµ
andψν. For a tunneling process from the initial stateψµ at energy Eµ to the final stateψν at energy
Eν, the tunneling current according to first-order pertubation theory in Bardeen’s formalism is given
by [26, 27]

I (V ) =
2πe

~

∑

µν

f (Eµ)[1− f (Eν)]δ(Eµ−Eν+ e V )|Mµν|2, 2.1

with Mµν being the tunneling matrix element. The absolute square |Mµν|2 hence corresponds to
the tunneling probability. Energy conservation during the tunneling process and Pauli principle
are taken into account by the δ function and Fermi-Dirac distribution function f (E ), respectively.
J. Bardeen has shown that the tunneling matrix element Mµν can be expressed as [27]

Mµν =−
~2

2me

∫

d~S [ψ∗µ∇ψν−ψν∇ψ
∗
µ]. 2.2

This expression corresponds to the current operator (the term in parenthesis) integrated over any
arbitrary surface ~S lying entirely within the tunneling gap that separates the two sides. To evaluate
this integral, the assumption of asymptotic spherical s-wave functions at the very last atom of the tip1

has to be made, as proposed by J. Tersoff and D. R. Hamann [26]. Moreover, the semiclassical WKB

approximation is used, which approximates the non-constant tunneling barrier by the simplified case
of a rectangular energy barrier at the average barrier height of e V /2, as is sketched in blue in fig. 2.3.
Under these simplifications, the expression for the matrix elements can be modified to [29, 30]

|Mµν|2∝ e −2z
Ç

2me
~2

q

Φav−E+ e V
2 , 2.3

with Φav corresponding to the average work function of sample and tip. In this expression for the
tunneling matrix, only the energy of the corresponding state is of importance and not its nature. The
same approach can also be made for the tunneling current in eq. 2.1 by first summing up all states
at the same energy, which gives the local density of states of tip and sample ρt and ρs, respectively.
Performing the integration over the energy yields

I (V ) =
2πe

~

∫

dEµ

∫

dEνρt(Eµ)ρs(Eν) f (Eµ)[1− f (Eν)]δ(Eµ−Eν+ e V )|Mµν|2. 2.4

By removing one of the integrals, the evaluation of the δ function simplifies this equation to

I (V ) =
2πe

~

∫ e V

0

dE ρt(EF+E − e V )ρs(EF+E ) f (EF+E − e V )[1− f (EF+E )]|Mµν|2. 2.5

Moreover, some simplification can be made due to the experimental conditions. As the tempera-
ture broadening is usually smaller than the spectroscopic resolution, the Fermi distribution function
can be considered in the limit of vanishing temperature, resulting in a step function. Hence, eq. 2.5

1Note that the Tersoff-Hamann model has proven to be an adequate approach for systems where the approximation of a
flat and featureless tip is sufficient [26]. However, in systems were the tunneling electrons predominantly show non-s-wave
character, e.g., p- or d-wave character, the differing character of the contributing orbitals has to be regarded [28].
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Figure 2.3. Schematic energy diagramm for the case of tunneling from the tip to the sample after a bias voltage
of e V has been applied. Φt and Φs are the work functions of tip and sample, respectively. The potential treated
in the WKB-approximated case (see text for explanation) is marked with the blue dotted lines. The red line
indicates the energy window, which is being considered in the derivation.

simplifies to

I (V ) =
2πe

~

∫ e V

0

dE ρt(EF+E − e V )ρs(EF+E )|Mµν|2. 2.6

The most fundamental properties of the tunneling current are already captured in this short deriva-
tion. Combined with eq. 2.3, eq. 2.6 exhibits the already mentioned exponential dependence of the
tunneling current on the tunneling gap z . This is the basis for the precise control of the tip-sample
distance, as the retraction of the tip by 1 Å typically reduces the current by one order of magnitude.
The same dependency is also responsible for the high lateral resolution, as the contributions from
the very last atom of the tip dominate the tunneling current. The next atoms of the tip that are fur-
ther away from the sample have an exponentially smaller contribution and can therefore often be
neglected. Furthermore, eq. 2.6 contains the dependence of the tunneling current on the DOS of tip
and sample. Hence, the measurement data is always a convolution of topographic information and
electronic properties of the system under investigation. While the variation of the LDOS is small for
clean metal surfaces, it will have non-negligible effects on the data for molecular adsorbates, where
electronic resonances strongly vary in the considered energy window. Therefore, in the next part,
scanning tunneling spectroscopy will be introduced, which uses the dependence of the tunneling
current on the LDOS of a specimen. Moreover, the theory only accounts for purely elastic processes.
In case of inelastic contributions, a more generalized theory as developed by N. Lorente and M. Pers-
son must be used [31]. The effect of inelastic processes on the tunneling current will be discussed in
sec. 4.

B. Scanning Tunneling Spectroscopy
Besides the capapility of capturing topographical information about a surface with atomic resolution,
the STM can also be utilized to perform spectroscopic measurements locally on the sample, giving
insight into the LDOS of a sample by means of scanning tunneling spectroscopy. Its main working
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principle and some details about its technological implementation will be presented in the following
part.

1. Theoretical Consideration
The dependence of the tunneling current on the LDOS of both the tip and the sample is evident from
eq. 2.6. However, as the integral is considered, all states between the Fermi level and the applied bias
voltage contribute to the total current. To regard only the contribution at one specific bias voltage,
we consider the derivative of the current with respect to the bias voltage

dI

dV
∼ρt(EF)ρs(EF+ e V )|Mµν|2

+

∫ e V

0

dE ρt(E − e V )ρs(E )
d|Mµν|2

dV

+

∫ e V

0

dE ρs(E )
dρt(E ′)

dE ′
|Mµν|2. 2.7

For small bias voltages (e V �Φ) and constant tip-sample distances, |Mµν|2 is assumed to be constant
such that the second term of eq. 2.7 can be neglected [27]. Moreover, in case of an STM tip without
sharp features in the DOS around EF, as is usually the case for metallic tips, ρt can be treated as
constant as well, which also cancels the last term. This simplifies eq. 2.7 to

dI

dV
∼ρt(EF)ρs(EF+ e V )|Mµν|2 ∼ρs(EF+ e V ). 2.8

Accordingly, the differential conductance is directly proportional to the LDOS of the sample near the
Fermi energy, for small voltages that allow the tunneling probability to be treated as constant. At
higher voltages, however, the dependence of the tunneling probability on the sample bias voltage
has to be regarded [32], as will be discussed later on.

Figure 2.4. Energy level diagram of an STM junction including a non-constant sample DOS. a) A positive bias
voltage is applied, leading to tunneling of electrons from the tip into unoccupied states of the sample. b) A
negative applied bias voltage induces a tunneling current of electrons from the occupied states of the sample
into the tip. States within the energy window e V contribute to the tunneling. The different length of the arrows
indicates the dependence of the tunneling probability on the respective height of the tunneling barrier and also
regards the DOS of the sample.
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In order to get information about the LDOS of a sample, the tip is placed at a fixed position on
the sample and a spectroscopic curve is recorded. Therefore, one of the three parameters I , V and z
is recorded in dependence of another, while the third one is held constant. The two most common
operating modes — the I (V )mode and I (z )mode — will be briefly discussed in the following.

Constant-Height Mode
In the constant-height mode, the feedback loop is disabled and the tip stays at a certain tip-sample
distance, whose value is determined by the feedback parameters throughout the measurement. Un-
der the above-discussed conditions of small bias voltages and a flat DOS of the tip ρt, the density of
states of the sample ρs can be directly obtained from the derivative of the current with respect to the
bias voltage (see eq. 2.8).

In fig. 2.4, the dependence of the tunneling current onρt is depicted. For the length of the arrows,
not only the exponential dependence of the tunneling probability on the respective height of the
tunneling barrier is taken into account, but also the DOS of the sample. At energies where the sample
shows an enhanced number of available states, also the contributions to the tunneling current are
larger.

In experiment, dI /dV spectoscropy is performed to determine the energetic positions of orbitals
of adsorbed molecules. Here, typical energy scales are in the order of several eV, such that to detect
the lowest occupied or highest unoccupied molecular orbital (HOMO and LUMO, respectively), spec-
tra of up to 1 eV to 3 eV are recorded. In this energy window, however, the above made assumption of
e V �Φ can no longer be made, such that the tunneling matrix can no longer be treated as constant.
This effect superimposes an exponential background to the spectra, which causes a shift of the max-
ima to higher energies. Moreover, relative peak intensities are distorted, such that peaks at higher
energies are enlarged, due to the reduced effective barrier height. These effects can be empirically
compensated by multiplying with the factor V /I

V

I

dI

dV
∼ρs(EF+ e V ), 2.9

as proposed by J. A. Stroscio [29, 33]. However, the normalization might enhance the noise level es-
pecially at small bias voltages, and is therefore applied only rarely.

Constant-Current Mode
A more suitable method to obtain the specta at higher energies is to measure in a different mode,
the constant-current mode. Here, the current is kept constant by a feedback loop and the tip height
is adjusted while the bias is swept. This mode is superior at larger bias voltages, as the retraction
of the tip prevents the sample from destruction from too high currents and electric field strengths.
However, also in the constant-current mode, the peak position of the molecular resonances is altered,
since the changing tip height leads to variations in the tunneling matrix. Moreover, the constant-
current mode is not suitable to record spectra close to EF, as in order to maintain a constant current
value, the tip crashes into the substrate at too low bias voltages. As a conclusion, neither of the two
operational modes is favourable over the other. Instead, the operational mode should be adjusted to
the measurement conditions and the regarded energy window. One has to keep in mind, however,
that the line shapes and peak positions can alter significantly between different operation modes [34].

In the STM experiment, the differential conductance is not obtained by recording the current as
a function of voltage and differentiating it afterwards, but it is measured directly. This is realized by
the use of a lock-in amplifier, whose working principle will be introduced in the following section.
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2. Lock-in Ampli�er
Lock-in detection is a commonly used technique for the purpose of accurately measuring small sig-
nals and bases on a principle called phase-sensitive detection (PSD). A lock-in amplifier reduces the
signal-to-noise ratio to such an extend that it allows to measure signals that are superimposed by
noise several orders of magnitude larger than the actual signal [35]. In order to use the lock-in ampli-
fier, a small sinusoidal voltage Vmod sin(ωmodt ) with modulation frequencyωmod has to be added to
the DC bias voltage V . The lock-in amplifier then operates as a band pass filter, centered at the refer-
ence frequencyωref, which only passes signals within a very narrow bandwidth∆ω, whereas signals
at other frequencies are filtered out [35].

Working Mechanism
In order to understand the principle behind the lock-in detection technique in case of dI /dV mea-
surements, the tunneling current at a voltage of V +Vmod sin(ωmodt ) will be considered. Under the
assumptions made above in sec. 1, i.e., a constant tip density of states ρt and a tunneling probability
independent from the voltage in the considered region e V � Φ, the tunneling current as derived in
eq. 2.6 in sec. 1 reads

I (V +Vmod sin(ωmodt ))∝
∫ e V +e Vmod sin(ωmodt )

0

ρs(E )dE . 2.10

For a fixed V and a sufficiently small Vmod, the tunneling current I (V +Vmod sin(ωmodt )) can be ex-
panded as a Taylor series around V , resulting in

I (V +Vmod sin(ωmodt ))∝ I (V ) +
dI

dV
Vmod sin(ωmodt )

︸ ︷︷ ︸

1st harmonic

+
d2I

dV 2
V 2

mod sin2(ωmodt )
︸ ︷︷ ︸

2nd harmonic

+O (3). 2.11

The first term, often referred to as the zero-order component, is proportional to the tunneling current
and shows no time dependence. The 1st harmonic term in eq. 2.11 is proportional to the differential
conductance and hence toρs, the LDOS on the sample. This signal can be extracted by a lock-in am-
plifier by the following method: The lock-in amplifier takes the input signal and an external reference
signal of frequency ωref. These two signals are mixed in the phase sensitive detector, which acts as
a linear multiplier and constitutes the central component of a lock-in amplifier. From the trigono-
mentric product identities sin(α)sin(β ) = 1/2

�

cos(α−β )− cos(α+β )
�

, one obtains an output signal
consisting of two components at frequencies [ωmod−ωref] and [ωmod+ωref] [35]

Ilock-in∝I (V )Vref sin(ωref t +φref)

+
1

2
VmodVref

dI

dV
cos([ωmod−ωref]t + [φmod−φref])

−
1

2
VmodVref

dI

dV
cos([ωmod+ωref]t + [φmod+φref])

+O (2). 2.12

Here, Vref is the amplitude of the reference signal and φref and φmod correspond to the phase of the
reference signal and modulation signal, respectively.

In the following step, the multiplied signal is passed through a low pass filter, which performs an
integration over the signal form. Hence, in case ofωmod 6=ωref all components oscillate in time and
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Figure 2.5. Working mechanism of a lock-in amplifier. A sinusoidal voltage is added to the DC bias voltage.
Due to the bias modulation, the current value also oscillates between I (V −Vmod) and I (V +Vmod). In regions
of higher slope, i.e., close to molecular resonances, the amplitude of this current oscillation is larger, leading to
an enhanced dI /dV signal amplitude. Figure in analogy to [36].

cancel out during the integration procedure. This also applies to contributions from noise signals,
as they usually have a frequency different from the reference frequency, which makes using a lock-in
amplifier very favourable. However, if ωmod = ωref, the signal with frequency [ωmod−ωref] is a DC
signal, which does not cancel out, such that the integration leads to the filtered PSD output

Ilock-in∝
1

2
VmodVref

dI

dV
cos(φmod−φref). 2.13

Depending on the bandwidth ∆ω of the low pass filter, not only signals at frequency ωref can pass,
but all signals with frequencies within ∆ω. Furthermore, the phase difference in eq. 2.13 is usually
adjustable. By means of a phase-locked loop, the reference signal is locked to the external signal in
order to achieve a matching of the phases, which maximizes the output signal.

A schematics of the working principle is depicted in fig. 2.5. A sinusoidal AC voltage of con-
stant amplitude (vertical wiggles) is added to the DC voltage. The bias modulation induces an oscil-
lation of the current between I (V −Vmod) and I (V +Vmod) (horizontal wiggles). In regions of a larger
slope of the dI /dV signal, the amplitude of these current oscillations is large, which results in a larger
dI /dV signal amplitude. In regions where the I (V ) curve is flatter, the induced current oscillations
are smaller, such that the dI /dV signal is also reduced.

By means of the lock-in technique it is also possible to measure the second harmonic contribution
by choosing a reference signal with twice the frequency of the output modulation ωref = 2ωmod. It
is proportional to the second derivative of the current with respect to the voltage and becomes of
relevance for very small signals, e.g., vibrations or spin excitations, which are often hard to detect in
the dI /dV signal.

The possibility to measure the dI /dV signal directly without ramping the bias voltage allows to
record ρs at a specific energy e V with spatial resolution in a so-called dI /dV map. In contrast to
the topography image, which includes contributions from all states between the Fermi energy EF

and EF + e V , the resulting image only reflects the DOS of the sample ρs at that specific energy. For
the recording of a constant-current dI /dV maps or constant-current spectra, the feedback loop has
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to be activated. Therefore, the modulation frequency has to be above the cut-off frequency of the
feedback loop in order to avoid a modulation of the tip height due to the modulation signal of the
lock-in amplifier.

From eq. 2.13 one can see that the output signal of the lock-in amplifier is proportional to the
amplitude of the modulation signal Vmod. Accordingly, in order to get a high signal intensity, a large
modulation amplitude seems favourable. However, the modulation voltage induces a broadening
of the spectral features, which is proportional to the modulation amplitude. Hence, a compromise
between high signal intensity and induced broadening has to be made.

3. Molecular Adsorbates on the Surface
In the previous parts, we discussed how STS allows to study the electronic properties of a system. In
order to correctly interpret the obtained data, some characteristic properties of this technique with
respect to molecular adsorbates should be regarded.

One major aspect that has to be considered is that STS bases on electrons tunneling into or out of
a neutral molecule. Therefore, in a first consideration, the energetic position of the resonance, which
is observed in the spectra, does not correspond to the lowest unoccupied molecular orbital (LUMO)
and highest occipied molecular orbital (HOMO) of the molecule, but rather to its anionic and cationic
states, the electron affinity level (EA) and ionization potential (IP), respectively. The probed peaks
should hence be higher in energy than the actual HOMO and LUMO states. On the other hand, this
effect is counteracted by the influence of the underlying metal surface. Due to the coupling of the
molecule to the substrate, the near-by electron sea of the metal will screen the electric field of the
additional charge by creating an image charge [37]. This reduces the Coulomb repulsion EC within
the molecule, which induces a shift of the electronic levels closer to the HOMO and LUMO (see fig.

Figure 2.6. Schematics of the shifting of molecular levels due to adsorbtion on a metal surface. The free
molecule shows energetically sharp and localized peaks at the energetic positions of the electron affinity level
(EA) and ionization potential (IP). Due to the screening by the metal surface, the Coulomb respulsion energy
EC is reduced and the energy levels of the adsorbed molecule shift towards the HOMO and LUMO. Moreover,
due to the strong coupling and the associated reduction of lifetime of the corresponding states, energetic level
broadening occurs.
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2.6.
The coupling to the surface does not only lead to a shifting of the probed peaks, but the effect

of life-time broadening also comes into play, as due to the coupling of the molecule to the surface,
tunneling electrons can quickly relax from the molecule into the metal. Assuming typical life times
in the order of 10−15 s, a broadening of the energetic states of up to hundreds of meV is induced.

Moreover, a third effect influencing the electronic structure can occur, if charges are transferred
between the surface and a molecule permanently. This charge transfer may cause a total realignment
of the electronic molecular levels, and might lead to the formation of surface dipoles, band bendings
and changes in the local work function [37].

4. Inelastic Electron Tunneling Spectroscopy
In the previous parts, only elastic tunneling processes were considered, where the intial and final
states of the electron are at equal energies. In this case and under some assumptions, the measured
dI /dV signal reflects the LDOS of the molecule, as depicted in fig. 2.7a. However, besides the elastic
transport path, tunneling electrons can also excite vibrational degrees of freedom or induce spin-
flip processes [38–40], which is investigated by means of inelastic electron tunneling spectroscopy
(IETS). In these inelastic processes, energy is transferred from the electron onto the system or vice
versa during the tunneling process.

A typical shape of the current-voltage characteristics that includes inelastic processes is schemat-
ically depicted in fig. 2.7b. The I (V ) curve shows kinks at characteristic energies, which can be ex-
plained as follows: Each excitation has a certain energy ~ω. For energies of the tunneling electron
below ~ω, no excitation can occur and the transport takes place only elastically. In case of the elec-
tron energy exceeding the excitation energy (e V ≥ ~ω), a new transport channel opens up [38], which
can be taken by a certain number of all electrons with sufficient energy. Hence, the I (V ) curve shows
an increased slope above the energy ~ω/e . This difference in slope will be visible as a step in the
dI /dV curve or a peak in the d2I /dV 2 spectrum, respectively. As inelastic processes take place in-
dependently of the tunneling direction, the feature in the spectrum can be seen at both positive and
negative bias but with opposite sign. This property can be used to verify whether an observed feature
in the spectrum originates from inelastic excitations [38].

As mentioned, there are two possible excitations that can be probed with IETS: spin excitations
and vibrational excitations. In case of spin excitations, the symmetry breaking at the surface or by
the molecular ligand field induces a lifting of the degeneracy of the different spin directions of the
molecular spin, which are seperated by the magnetic anisotropy energy. A tunneling electron can
then induce spin excitation processes for energies exceeding the level splitting, caused by this mag-
netic anisotropy. Due to the strong electron-spin coupling, spin exitations usually imply a rather large
change of conductance of up to 100 % [41].

For vibrational excitations, on the other hand, the process is slightly more complex. There is in-
deed a positive contribution to the conductance originating from the opening of an additional in-
elastic transport channel, however, also the elastic transport path is affected. The contribution of the
elastic path to the conductance is negative, due to exchange processes between the incident electrons
and the electrons of the Fermi gas [42, 43]. Depending on the ratio between these two contributions,
the IETS signal can either show a step in the dI /dV , be flat or even exhibit an inverted feature [44].
In any case, the excitation probability depends on the strength of the electron-vibron coupling. As
it is much smaller than the electron-spin coupling strength, the change of conductance due to the
excitation of vibrations in general is much smaller than the spin-excitation amplitudes and typically
ranges in the order of 1 % to 10 % [41, 45, 46]. As the steps in the dI /dV curve are hence rather small,
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Figure 2.7. Schematics of the different tunneling processes that are observable in STS: a) Elastic tunneling
process, with the dI /dV signal directly reflecting the LDOS of the sample. b) Inelastic tunneling process: The
tunneling electrons excite a vibration with energy ~ω in the molecule. This creates an additional inelastic
transport channel, leading to an increase of the differential conductance. Due to this effect being rather small,
it is best oberserved in the d2I /dV 2 signal. c) Vibronic tunneling process: The electron tunnels elastically
through an electronic molecular resonance, after having excited a vibration with energy ~ω in the molecule.

vibrational features can be determined more easily from the d2I /dV 2 curve. Moreover, it has been
shown that in many systems only some vibrational modes have a sufficiently large coupling to be ob-
served at all. Certain vibrational modes are totally quenched, due to the adsorbtion of the molecule
on the surface [38, 40, 47].

In addition to the described inelastic processes, tunneling can take place through vibronic lev-
els, i.e., vibrational excitations of electronic resonances. Here, an electron with energy e V slightly
above the resonance energy Er can enhance its tunneling probability, by depositing the excess en-
ergy to reach Er into vibrational excitations (see fig. 2.7 c). These vibrational modes will be visible in
the dI /dV signal as resonant peaks at multiple energies of ~ω at the shoulder of the corresponding
resonance [48, 49].

C. Atomic Force Microscopy
In the previous section, the working principle of the STM has been discussed. As all information in
scanning tunneling microscopy is obtained from the tunneling current, this measurement technique
is restricted to metals and semiconducting samples only. However, only a few years after the inven-
tion of the STM, in 1985 G. Binning, C. F. Quate and Ch. Gerber proposed a related measurement
technique referred to as atomic force microscopy (AFM), which is also suitable for the investigation
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of non-conducting substrates [50]. In contrast to STM, where a metallic tip is mounted on a stiff tip
holder (see sec. D for more details), in AFM the tip is mounted on a small tuning fork, which acts as
an harmonic oscillator with an eigenfrequency f0, typically in the order to 15 kHz to 40 kHz. When
the tip is brought to close proximity to the sample, the oscillation frequency f changes due to the in-
teraction between the tip and the sample. From this change of the eigenfrequency of the tuning fork,
complementary information about the substrate can be obtained.

There are two main operational categories in AFM: the static mode, also referred to as contact
mode, and the dynamic mode, referred to as non-contact mode [51]. As the name suggeset, in the
contact mode, the tip is in contact with the surface while it is dragged across the sample. To obtain
information about the sample, either the deflection of the cantilever due to forces between the tip
and the substrate are measured directly, or the feedback signal is recorded that is needed to keep
the cantilever at a fixed position. In the non-contact (nc) mode, on the other hand, the cantilever
is oscillating with an eigenfrequency f0 at a certain distance from the sample. An external feedback
loop is driving this oscillation. For the non-contact mode, two different feedback modes can be uti-
lized: the amplitude modulation (AM) and the frequency modulation (FM) modes. In the frequency
modulation mode, the cantilever is driven to oscillate at its eigenfrequency at a constant oscillation
amplitude. The change of the eigenfrequency due to the interaction of the tip with the sample are
used to characterize the forces. In the amplitude modulation mode, the tip is driven by a constant
driving amplitude to oscillate at a fixed frequency close to its eigenfrequency. In the AM-AFM mode,
changing forces between tip and sample are detected by the change of the resulting oscillation am-
plitude.

The measurements in this thesis were performed with a combined STM-AFM in the non-contact
frequency-modulated AFM (nc FM-AFM) mode. The use of very stiff cantilevers with spring con-
stants around k0 =1800 N m−1 allow for very small oscillation amplitudes in the order of 30 pm, which
enables simultaneous STM and AFM measurements. In the following parts, the theoretical working
principle of AFM will be introduced and the main forces contributing to the AFM signal will be briefly
discussed.

1. Theory of AFM: The Harmonic Oscillator
The motion of the cantilever in a dynamic AFM can be described by the equations of motions of
an harmonic oscillator, whose only degree of freedom is the displacement of the cantilever z in the
direction perpendicular to the surface. The corresponding equation is given by [52]

z (t ) = A0 · cos
�

2π f0t
�

, 2.14

with A0 being the oscillation amplitude. The resonance frequency f0 is defined by the spring constant
k0 and the effective mass m∗ of the cantilever as

f0 =
1

2π

√

√ k0

m∗
. 2.15

Under the influence of external forces, e.g., originating from tip-sample interactions, the oscillator
experiences a pertubation, which affects the effective spring konstant k ∗. For oscillation amplitudes
A0 that are small compared to the tip-sample distance z , the effective spring constant for a given
tip-sample interaction Fts can be expressed as [53]

k ∗ = k0−
∂ Fts

∂ z
. 2.16
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This leads to a modification of the resonance frequency to

f ∗ =
1

2π

√

√

√k0−
∂ Fts
∂ z

m∗
. 2.17

The shift of the frequency∆ f from its unperturbed eigenfrequency is hence given by

∆ f =−
f0

2k0

∂ Fts

∂ z
, 2.18

which is directly proportional to the gradient of the tip-sample force.

2. Di�erent Forces Relevant for Atomic Force Microscopy
As mentioned above, information about the surface in AFM is obtained from the shift of the eigenfre-
quency of the cantilever as a result of the tip-sample interaction. There are several forces playing a
role for this interaction, each with a particular strength and distance dependence. The most relevant
ones that will be described in the following are the chemical forces, the Van der Waals forces and the
electrostatic forces. Moreover, there are magnetic forces, which play a role in case of magnetic tips
and samples. However, as they are only relevant for certain systems and are typically small compared
to the other forces, they will not be considered here.

Van der Waals Forces
Van der Waals forces arise due to the interaction between electric dipole moments of molecules and
atoms [54]. Typically, they are divided into three categories of Van der Waals interactions. The Kee-
som force describes interactions between two permanent dipoles. The Debye force treats the case
of one permanent dipole that is acting on a polarizable molecule by inducing a dipole moment. The
third category - the London dispersive force - describes instantaneously induces dipoles between
two molecules without permanent dipole moment. The van der Waals potential EvdW is rather short
ranged, as it decays with EvdW∝−1/z 6, where z denotes the distance between the corresponding
atoms. The van der Waals force is a rather weak force and acts only attractively. However, it plays
a non-negligible role in AFM, as a real tip does not consist of a single apex atom but all the macro-
scopic tip atoms contribute to an overall van der Waals background. The approach of H. C. Hamaker
calculates the resulting van der Waals force for a spherical tip of radius R at a distance z from an
infinite flat surface plane [55]

FvdW(z ) =−
H R

6z 2
, 2.19

with H being the material-dependent Hamaker constant. Thus, by reducing the tip radius R , the van
der Waals background can be reduced.

Chemical Forces
The chemical force consists of two components with an attractive and a repulsive part. It is often
modelled by a Lennard-Jones potential, which describes the potential energy of two atoms as a func-
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Figure 2.8. Lennard-Jones force as a function of distance. a) Lennard-Jones potential (black) and Lennard-
Jones force (red) as a function of distance between two atoms. The distance z0 denotes the bond distance and
E0 the corresponding binding enery. The blue curve corresponds to the frequency shift, which is proportional
to the derivative of the force. b) Shift of the Lennard-Jones force (red) under the influence of an additional Van
der Waals force (yellow).

tion of their distance z [56]

ELJ(z ) = E0
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, 2.20

where E0 denotes the binding energy and z0 the bond distance. The first term in eq. 2.20 represents
the repulsive component of the force, which stems from the Pauli repulsion. At close proximity of
the atoms, the electronic wavefunctions will start to overlap. Due to the fermionic character of the
electrons, however, they may no longer occupy the same energetically lowest level, but have to occupy
higher lying orbitals, which increases the total energy of the system. The second term in eq. 2.20 arises
due to attractive van der Waals forces. In contrast to the earlier discussed van der Waals background
of the macroscopic tip, this term only takes into account the interactions of the very last atom of the
tip apex.

A sketch of the Lennard-Jones potential for a binding energy of E0 = 1.2 eV and a bond distance
of z0 = 1.5 Å is depicted in fig. 2.8a in black. The red curve shows the corresponding force — in the
following referred to as the Lennard-Jones force — that can be obtained from the derivative of the
Lennard-Jones potential

FLJ(z ) =−
∂ ELJ(z )
∂ z

= 12 ·
E0

z0

�

� z0

z

�13
−
� z0

z

�7
�

. 2.21

The blue curve corresponds to the frequency shift, which is proportional to the derivative of the
Lennard-Jones force.

Figure 2.8b shows the Lennard-Jones force together with a non-negligible van der Waals back-
gound of the macroscopic tip. Due to the FvdW∝−1/z 2 decay of the van der Waals background of the
tip (yellow curve), the van der Waals force plays a crucial role at larger tip-sample distances. In con-
trast, the influence of the chemical force predominates at smaller distances (red curve). Therefore, in
order to obtain high-resolution images in AFM, it is necessary to scan at a close tip-sample distance.
The sum of both the Lennard-Jones force and a macroscopic van der Waals backgound is shown in
black with its minimum shifted to smaller distances with respect to the red curve, as indicated by the
dashed lines.
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Electrostatic Forces
The third category of relevant forces, the electrostatic forces are the most long-ranged ones. In AFM,
they can result from a potential difference between tip and sample, which can be either intrinsic to
the system (i.e., due to a difference in the work function of the materials) or induced by the application
of an external voltage V . In a simple picture, the tip and sample can be treated as a capacitor, whose
energy is given by

ECap = 1/2 ·C ·V 2, 2.22

with C corresponding to the capacitance of the system, which depends on the tip-sample distance
z . The effective electrostatic potential V = Vbias+VLCPD constists of the applied bias voltage and the
local contact potential difference. The force is given by the gradient of the potential energy

Felectr =
1

2
·
∂ C

∂ z
·V 2. 2.23

As the term ∂ C/∂ z < 0, the resulting electrostatic force is always attractive. From the dependence in eq.
2.23, one can see that the electrostatic force depends quadratically on the applied bias voltage Vbias.
When ramping the bias voltage, the force describes an inverse parabola, whose vertex (i.e., its abso-
lute minimum) corresponds to the local contact potential difference that is needed to compensate
the acting electrostatic forces resulting from differences in the work functions of the tip and sample
materials. This method to determine the local variations of the work function is referred to as Kelvin
probe force microscopy (KPFM).

D. Experimental Set-up
The measurements presented within this thesis were performed using two different low-temperature
STM’s under UHV conditions: a Createc machine working at 4.5 K and a Specs Joule-Thomson (JT)
STM, which can reach temperatures of 1.1 K. Their general working principles and main compo-
nents are very similar, however, the designs of their STM heads is different for both machines. As
most measurements were performed on the Createc machine, its characteristics will be described
in more detail. Afterwards, only some comments on the working principle of the JT circuit will be
made. Moreover, some details about the experimental realization, i.e., the sample preparation and
the mainly used Au(111) crystal, will be introduced in the following.

To maintain a clean surface without unwanted contamination, all measurements were performed
under UHV conditions. Therefore, a set of pumps, i.e., two ion pumps, a turbomolecular pump, a
titanium-sublimation pump (TSP) and a cold trap are installed at the UHV chamber to maintain a
low pressure. In order to reduce the mobility of the adsorbates on the surface and enhance the en-
ergy resolution of the spectra, liquid nitrogen and liquid helium are used to cool down the system.
Therefore, the STM head is attached to a bath cryostat, which further acts as an efficient pump, al-
lowing for even better pressures inside the STM chamber.

The UHV chamber itself consists of two parts: the preparation chamber and the STM chamber (see
fig. 2.9a). In the preparation chamber, the sample cleaning by means of multiple cycles of sputtering
and annealing as well as the sample preparation through deposition of the molecules or atoms takes
place. Therefore, it is equipped with a Ne-sputter gun and multiple slots for molecular and metal
evaporators. Furthermore, a mass spectrometer is installed. The preparation chamber is separated
by a gate valve from the STM chamber. The transfer of the sample between the preparation- and the
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Figure 2.9. Image of the Createc STM setup: a) The UHV chamber consisting of the preparation chamber, the
STM chamber, a manipulator and a cryostat. Picture slightly modified from [57]. b) Photograph of the STM

head. The crystal sample is mounted onto a sample holder, which is positioned inside the STM. The latter is
hanging on Eddy-Current damped springs in order to reduce vibrations. Picture slightly modified from [57]. c)
Schematics of the Besocke-type STM head. The tip is mounted onto a ramp, standing on three piezo elements.
Application of a sawtooth voltage pulse to the piezo elements leads to the rotation of the ramp, which controls
the movement of the tip.

STM chamber is done by a sample manipulator, which can be independently moved along all three
axes and rotated freely. It furthermore allows for the pre-cooling of the sample before the transfer
into the STM chamber or heating of the sample during the annealing cycles or molecule deposition,
respectively. The reachable temperatures are in the range of 80 K to 1000 K.

The Createc machine has a scanning head with a design proposed by K. Besocke [58], where the
movement of the tip is realized by means of piezo elements. Therefore, a three-fold segmented cop-
per ramp is standing on three piezo elements with sapphire spheres on top, as shown in fig. 2.9c. By
applying sawtooth-shaped voltage pulses to certain electrodes of the piezo elements, a lateral move-
ment or rotation of the ramp plate can be induced, leading to a change of the tip position in both
horizontal and vertical direction. Here, a maximal lift height of 0.6 mm can be obtained. Another
piezo element in the center of the ramp is directly connected to the tip and allows for its precise con-
trol on the surface, independent from the other piezo elements. The entire STM head is hanging on
Eddy-Current damped stainless steel springs, in order to reduce vibrations. Further damping in the
low-frequency regime during data acquisition is achieved by lifting the entire chamber onto pneu-
matic feet. Moreover, the Createc machine is a combined STM-AFM system, which allows to perform
non-contact frequency-modulated AFM (nc FM-AFM) measurements simultaneously to normal STM

measurements. Therefore, the central STM tip can be exchanged by a qplus tuning fork sensor [59],
which can be attached to the main piezo elements with magnets. Both, the STM tips and the tip
used for the tuning fork sensors are made of tungsten (W) and were chemically etched in order to
assure their microscopically sharp end. Furthermore, the machine contains a low-temperature high-
frequency amplifier, which is attached to the cooling fingers of the STM. As it is a central component
of the shot-noise measurements, it will be described in detail in chapt. IV.

The Specs JT-STM, on the other hand, is designed for the purpose of obtaining temperatures be-
low 4.5 K, which is typically the limit that can be reached with lHe bath cryostates. To achieve lower
temperatures, a Joule-Thomson cooler is integrated into the setup, consisting of a system of capil-
laries, which are filled with He gas. By means of adiabatic gas expansion inside the JT pot, the STM

can be cooled down to 1.1 K by using He4 or to even lower temperatures with the rare He3 gas. More-
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Figure 2.10. Characteristics of the Au(111) surface: a) STM topography showing two terraces of clean Au(111).
b) Zoom into the herringbone reconstruction. The hcp and fcc areas are separated by 0.2 Å higher soliton lines.
Topographies were recorded at 500 mV. c) dI /dV spectrum recorded on the clean the gold surface showing
the onset of the Au(111) surface state at −490 mV.

over, the JT-STM contains a set of superconducting coils, which can generate homogeneous magnetic
fields of up to 3 T perpendicular to the sample surface.

The STM is controlled by a digital signal processor (DSP), which is connected to a computer.
STM images were taken using the STMAFM 3.1 software from Createc and analyzed by means of the
Nanotec-software WSxM 5.0 [60]. STS spectra were recorded with the Stanford Research SR830 DSP
Lock-in Amplifier and furthermore evaluated with Igor Pro [61] and SpectraFox 9.01.0.0 [62].

1. Substrates and Preparation Methods
For the investigation of single molecules on a substrate and in order to allow them to self-assemble in
ordered islands, a well-defined atomically clean substrate is required. The low-index surfaces of the
coinage metals (Au, Ag, Cu) are a suitable choice, as they are well characterized and form large flat
terraces. Moreover, they are relatively easy to clean by means of repeated cycles of sputtering and an-
nealing. Therefore, nobel gas atoms like Ne are ionized and accelerated with approx. 1.5 keV towards
the sample surface. Afterwards, the sample is annealed to 800 K for some minutes, to smoothen the
surface and obtain large flat terraces.

The Au(111) Surface
The substrate used throughout this thesis is a Au single crystal, which was grown and polished in the
(111)-direction. Due to its low reactivity, it does exhibit a rather weak interaction with molecular ad-
sorbates and it is a suitable choice to maintain a clean surface. The bulk structure of gold exhibits
a face-centered cubic (fcc) symmetry. On the surface, however, a reconstruction occurs, leading to
alternating regions of fcc and hexagonally closed packed (hcp) arrangements (see fig. 2.10a). So-
called soliton lines with corrugations of 0.2 Å seperate the corresponding areas. These lines, aligned
along the [112̄]-direction, rotate periodically around 120°, leading to the formation of the character-
istic zig-zag structure, also known as the herringbone reconstruction, as depicted in fig. 2.10a and b.
Moreover, the Au(111) surface features a Shockley-type surface state at −490 mV [63]. Together with
the soliton lines, observation of the latter can help to assure having a clean STM tip during measure-
ments.



CHAPTER III

Spin- and Vibrational Excitations in
Di�erent Con�gurations of Fe-TPyP on

Au(111) and MoS2

In the field of spintronics, data is stored in the spin state of systems as small as single atoms. The func-
tionality of spintronic devices depends crucially on the survival of the spin on a surface. By placing
a single magnetic atom on a metal substrate, exchange scattering with the conduction electrons of
the underlying substrate can lead to a total screening of the spin, referred to as the Kondo effect [64].
One way to protect the spin system from such screening is to embed it into a molecular complex.
A suitable choice for such a complex are porphyrins, which constitute a class of well-investigated
molecules, because of their versatility in terms of self-assembly and electronic and magnetic prop-
erties [65–73]. Due to the chemical flexibility with respect to the functional endgroups, the variety
of porphyrins seems infinite. Numerous studies on porphyrins have been performed with different
central metal atoms on different metal substrates, showing that by a suitable choice of metal cen-
ter and surface, the magnetic and electronic properties of the complex can be tailored [74–76]. In
this chapter, we investigate Fe-5,10,15,20-tetra-pyridyl-porphyrin (Fe-TPyP) molecules adsorbed on

Figure 3.1. Schematics of the Fe-TPyP molecule (C=grey, N=blue, H=white, Fe=violet). Steric repulsion of
neighbouring hydrogen atoms (red elipse) induces a rotation of the pyridyl groups (grey circle), leading to a
deformation of the macrocycle. Top: for small dihedral angles, the pyridyl groups remain rather flat, which
induces a larger saddle-shape distortion of the porphin core. Bottom: higher rotational angles of the pyridyl
groups, in contrast, allow for the macrocycle to remain flat.
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a Au(111) substrate. The structure of Fe-TPyP is shown in fig. 3.1. The TPyP macrocylce consists of
a porphin core, with four pyridyl groups (marked by the grey circle) attached to it. In the gas phase,
the pyridyl groups are rotated by 90° with respect to the flat macrocycle. On the surface, in contrast,
a maximized interaction with the substrate would be obtained for completely flat pyridyl moieties.
Steric hindrance between adjacent hydrogen atoms of the pyridyl groups and the porphin macro-
cylce (marked by the red elipse), however, disables a complete flattening of the pyridyl groups, such
that a distortion of the macrocycle is induced. Two extreme cases of this distortion with dihedral an-
gles of 12° and 60°, which characterizes the rotation of the pyridyl groups, are depicted in fig. 3.1. For
smaller dihydral angles (top), the pyridyl groups are rotated less strongly, which, to avoid steric repul-
sion, induces a saddle shape distortion of the porphin core. This is sketched in an inclined view and
side view, to demonstrate the up- and down bending of the opposing pyrrole groups, respectively.
For larger dihedral angles, i.e., 60° as shown in the bottom, the rotation of the pyridyl groups allows
for the macrocycle to stay in a rather flat geometry, and only small saddle-shape distortions are ex-
pected. These conformational changes of the molecular macrocycle due to adsorption on a surface
can strongly influence the electronic and magnetic properties of the molecule, as has been shown
in many studies on tetra-phenyl-porphyrins (TPP) [65, 68, 72, 77, 78] and tetra-pyridyl-porphyrins
(TPyP) [69, 70, 73, 79, 80].

In this chapter, we show that one molecular system on one and the same surface can have differ-
ent magnetic and electronic properties, caused by small changes in the adsorption geometry. There-
fore, we investigate spin- and vibrational excitations on Fe-TPyP molecules adsorbed on a Au(111)
substrate. Several different intermolecular arrangements were observed, which are accompanied
by different intramolecular distortions. By employing low-temperature scanning tunneling spec-
troscopy on the molecules in the different arrangements, we show that these intramolecular distor-
tions also affect the magnetic properties of the molecules. Moreover, the different hybridization of
the electronic states of the molecules leads to slight changes in the energy position of the molecular
orbitals, which has also has an impact on the vibrational signatures.

In the first three sections, the individual adsorption structures will be introduced seperately. After
the corresponding magnetic and vibrational properties were explained for each structure, a compar-
ison between the different arrangements will be drawn that helps to understand the impact of the
ligand deformations on the properties of the central Fe atom. Moreover, by annealing the Fe-TPyP
molecules on the Au(111) sample to elevated temperatures, some intramolecular bonds in the Fe-
TPyP complex could be broken and a flat species of Fe-TPyP derivatives were formed. Their prop-
erties will be briefly analyzed in sec. F. Finally, to go one step further, the Fe-TPyP molecules were
also investigated on a decoupling molybdenum disulfide (MoS2) single-layer, which was grown on
the Au(111) substrate.

A. Magnetic Anisotropy
The magnetic properties of atoms and molecules arises from unpaired electron spins. The ground-
state configuration of these electrons is described by Hund’s rules. According to the first Hund’s rule,
the total spin |~S | of a system is maximized due to the parallel alignment of the individual spins, result-
ing from exchange interactions. According to Hund’s second rule, in case of several available orbitals,
those levels are filled first that lead to a maximization of the total orbital angular momentum |~L |. The
third Hund’s rule then describes how both momenta |~S | and |~L | couple to a total angular momentum
| ~J | by aligning either in a parallel or anti-parallel way. If the spin system is in an isotropic environ-
ment, i.e., in the gas phase, there is no preferrential orientation of the magnetic moment in space.
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However, if the atom is inserted in an anisotropic environment as present in a molecular complex or
on a surface, the rotational symmetry is broken and certain directions in space become energetically
favourable. In the following, the influence of an anisotropic environment on the magnetic moment
of a magnetic 3d transition metal atom will be introduced.

1. Crystal Field Splitting
An anisotropic environment has several effects on a spin system. The most apparent one is a shift-
ing of the energetic position of certain orbitals, due to their different spatial distribution. To under-
stand this effect, fig. 3.2b illustrates the d-level arrangement for a 3d transition-metal element. In an
isotropic environment (left), all five 3d levels are energetically degenerate. By embedding the atom in
an octahedral crystal field with six atoms placed along the Cartesian axes (middle), the degeneracy of
the d levels is partially lifted. Those orbitals that point directly towards the ligand atoms, namely the
dx2-y2 and the dz2 orbitals, shift up in energy as they experience the strongest Coulomb repulsion (see
fig. 3.2a). Those orbitals that extend in between the Cartesian axes, i.e., the dxz, dyz and dxy orbitals,

Figure 3.2. a) Spatial distribution of the 3d orbitals. b) Lifting of the degeneracy of the 3d levels in different
crystal fields. Left: isotropic environment with all five levels degenerate. Middle: Octahedral cystal field, with
a splitting of the d levels into two subsets. Right: A square-planar ligand field, leaving only the dπ orbitals
degenerate. c) Schematic illustration showing the different directions of the spin projection MS in space. d)
Sketch of the effect of the magnetic anisotropy on a spin system. Due to an axial anisotropy D , the different
levels MS = 0 and MS = ±1 are split in energy. An additional transverse anisotropy E induces a mixing of the
MS =±1 states, which leads to the formation of new levels |+〉 and |−〉 that are split in energy.
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have less overlap with the neighbouring atoms and are hence energetically favoured. This lifting of
the degeneracy of the d levels is called crystal-field splitting. The crystal field splitting competes with
Hund’s first rule to maximize the spin, as the energy splitting of the d levels is usually in the same or-
der of magnitude as the spin-pairing energy. Thus, the symmetry and magnitude of the crystal field
can determine whether an atom lies in the high-spin or low-spin state.

On the right side of fig. 3.2b, the d-level splitting in an environment of even lower symmetry is
sketched. In a square-planar symmetry, only four atoms are surrounding the central atom, leading to
a further lifting of the degeneracy. In this case, the dz2 does no longer point directly at the ligand atoms
and hence shifts down in energy. Moreover, the degeneracy between the dxz, dyz and dxy orbitals is
broken, and only the dπ levels (dxz and dyz) form the degenerate lowest-lying state.

2. Magnetocrystalline Anisotropy and Spin-Orbit Coupling
In the previous section, we have discussed how the crystal field leads to a lifting of the degeneracy of
the d levels, which affects the total spin state of the system. To understand how magnetic anisotropy
emerges in a system, we do not only have to consider the spin momentum of the atom but also its
orbital angular momentum. The d levels mentioned above are linear combinations of the 3d orbitals
that solve the Schrödinger equation (3d−2, 3d−1, 3d0, 3d1, 3d2). The linear combinations are formed
by a superpositon of the orbitals with opposite orbital angular momentum, e.g., 3d−2 and 3d+2, such
that the resulting orbitals no longer exhibit imaginary parts. This results in the five d orbitals dxz, dyz,
dxy, dz2 and dx2-y2 , which all exhibit a vanishing orbital angular momentum l= 0. Hence, also the total
angular momentum of the ground state of a 3d transition metal atom is usually quenched.

However, by second order pertubation effects, a finite orbital angular momentum L is restored,
by the admixture of the different atomic orbitals via virtual excitation processes. This orbital angular
momentum couples to the total spin moment via spin-orbit coupling, leading to a preferred direction
of the spin in space. This results in a finite magnetocrystalline anisotropy.

In a simple spin model, the splitting of the different spin directions due to magnetic anisotropy
can be described by the spin Hamiltonian

Hs =D Ŝ 2
z +E (Ŝ 2

x − Ŝ 2
y ). 3.1

Here, Ŝ 2
x , Ŝ 2

y and Ŝ 2
z denote the spin components in x, y and z direction, respectively. The axial aniso-

tropy constant D describes the splitting of the 2S+1 sublevels that correspond to a spin state S, ac-
cording to their absolute projection in z direction. In case of a spin 1 system (see fig. 3.2d), the three
different spin projections MS = 0 and MS =±1 are split in energy by D according to the absolute value
of their spin projection. The three different projections of the spin are depicted in fig. 3.2c. Depend-
ing on the sign of D , it is either favourable to have a high-spin projections (D<0), known as easy-axis
anisotropy or low spin projections (D>0), referred to as easy-plane anisotropy. Since this splitting
occurs without an external magnetic field, it is referred to as zero-field splitting (ZFS).

The second term in equ. 3.1 describes the case of an additional transverse anisotropy E . This
component induces a mixing of the MS = ±1 states, which leads to the formation of new levels |+〉 =
1/
p

2 (|+1〉+ |−1〉) and |−〉= 1/
p

2 (|+1〉− |−1〉) that are split by an energy 2E. Typically, the coordinate
system chosen to describe D and E deviates from Cartesian coordinates, as by convention [81] the
axis are chosen such that |D | is maximized and E positive, leading to values where E < 1/3 |D |.
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B. Densely-Packed Structure of Fe-TPyP on Au(111)
After in the previous section, the physics leading to magnetic anisotropy in single atoms and molecu-
les has been introduced, in the following, we want to investigate the properties of the molecular Fe-
TPyP system. As mentioned in the introduction, different structures were observable for Fe-TPyP on
Au(111). In this section, we will examine the properties of the first structure, in the following referred
to as the densely-packed arrangement. For the preparation of densely-packed self-assembled islands,
the Fe-5,10,15,20-tetra-pyridyl-porphyrin complex1 was evaporated from a commercial Knudsen-
cell evaporator at 410 ◦C, with the sample held at room temperature. Upon deposition, the molecules
get dechlorinated, with the central Fe atom changing its oxidation state from+3 to+2. The measure-
ment in this section were all performed at 4.8 K.

1. Adsorption Structure of Densely-Packed FeTPyP on Au(111)
Deposition of a submonolayer of Fe-TPyP molecules onto the Au(111) substrate at room temper-
ature leads to the formation of self-assembled densely-packed islands (see fig. 3.3). Due to their
high mobility on the surface, the molecules form a two-dimensional structure that expands over sev-
eral hundreds of nanometers. The observation of the characteristic herringbone reconstruction of
the Au(111) surface through the molecular overlayer indicates a rather weak interaction between the
molecules and the underlying surface. The orientation of the molecules inside the island is shown in
fig. 3.3b. The molecules adapt an ordered structure of alternating rows, which is built up by a unit
cell of 1.4 nm× 2.7 nm, containing two molecules. From the topographical images, the breaking of
the four-fold symmetry of the molecules is apparent. Upon adsorption, the pyridyl groups, which
are perpendicular in gas phase, are flattened due to the interaction with the substrate. Due to steric
hindrance of the adjacent hydrogen atoms, this flattening induces one pair of opposing pyrrole rings
to bend up while the other pair bends down, leading to a saddle-shaped configuration of the Fe-TPyP
molecules. A schematic view of the molecular distortion is depicted in fig. 3.3c, with the red ellipses
marking the part of the pyridyl legs that protrudes the most. As the pyridyl groups rotate away from
the upper pyrroles and towards the lower pyrroles, the molecular topography is no longer of fourfold
symmetry, but shows rather twofold symmetric molecules of rectangular shape. Such a saddle-shape
distortion upon adsorption has already been described for many M-TPP and M-TPyP systems [70, 72,
73, 79, 82–85]. Note that in the structure model that is overlaid in the topographic images (e.g., fig.
3.3b), the rotation of the pyridyl legs is difficult to illustrate. Therefore, it is indicated by moving the
entire pyridyl legs towards the position of its most protruding site.

The observed molecular structure on the Au(111) surface as well as the size of the unit cell co-
incides with the arrangement of Fe-TPyP on Ag(111), where a unit cell size of 1.39 nm× 2.74 nm was
reported [69, 79]. In their paper, W. Auwärter, et al. [79] found that the dihedral angle, by which the
pyridyl groups rotate out of the plane, is about 60°. This rather strong pyridyl rotation leads to a weak
distortion of the inner macrocycle. Due to the similarity between the molecular arrangements on
Au(111) and Ag(111) and the similar lattice constants of the two substrates, it seems reasonable to
assume a similar distortion of the porphyrin macrocyle on Au(111).

To confirm this geometry, constant-heigth ∆f maps were recorded at different tip-sample dis-
tances with a functionalized Cl tip. Figure 3.4a shows the topography of an island of Fe-TPyP and fig.
3.4b-d the corresponding ∆f maps. In the map with the largest tip-sample distance (see fig. 3.4b),
a strong contrast originating from the pyridyl moieties can be observed, indicating them to be the

1The molecules were synthesizes by C. Czekelius from the Heinrich-Heine Universität Düsseldorf.
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Figure 3.3. a) STM topography showing the regular, densely-packed arrangement of Fe-TPyP molecules on a
Au(111) surface after deposition at room temperature. The characteristic herringbone reconstruction of the
underlying substrate can still be seen. Topographies recorded at 310 pA, 300 mV. b) Close-up view showing
the molecular arrangement inside the layer. A molecular model is overlaid to indicate how the pyridyl groups
determine the optimal arrangement. The red lines show the unit cell of the molecular arrangement of 1.4 nm×
2.7 nm, containing two molecules. Topographies recorded at 200 pA, 200 mV. c) Structure model of Fe-TPyP
showing the asymmetric rotation of the pyridyl legs. The red ellipses mark the parts of the pyridyl groups that
stick out the most. d) Side view (right) and inclined view (left) of the molecular deformation towards a saddle-
shaped structure. The rotation of the pyridyl groups can be seen, with a simultaneous up- and down-tilting of
the pyrrole groups, respectively.

most protruding molecular group. When approaching further (fig. 3.4c,d), the upper pyrrole groups
can be observed, which confirms the slight saddle-shaped distortion of the molecule. To conceive an
idea of the strength of the molecular deformations with respect to the rotational angles of the pyridyl
groups, simulations of the∆f maps were performed for several molecular geometries. Therefore, the
dihedral angles that define the rotation of the pyridyl legs with respect to the surface plane were man-
ually varied and fixed during the DFT minimization process. For each structure, simulations of the∆f
maps were performed with a Cl tip at different tip-sample distances by using the simulation program
of P. Hapala, et al. [86], which is based on the force field between a flexible tip and the molecules [87,
88]. The best results, shown in fig. 3.4e were achieved for a rotational angle of 45°.

2. Electronic Properties of Densely-Packed FeTPyP
In the next step, we want to study the electronic properties of the densely-packed Fe-TPyP molecules.
In fig. 3.5, dI/dV spectra of an Fe-TPyP molecule are compared to the spectra of an unmetallated
TPyP molecule, which can be found in a small amount within the molecular island. In fig. 3.5b the



B. DENSELY-PACKED STRUCTURE OF FE-TPYP ON AU(111) 29

Figure 3.4. AFM images of Fe-TPyP. a) Topography and b-d) constant-height ∆f maps recorded at different
distances with a functionalized Cl tip. In constrast to the topographic appearance, where the pyrrole groups
appear highest, the ∆f maps indicate that the pyridyl legs are the molecular moieties that protrude the most.
Topography recorded at 150 pA, 230 mV. For the ∆f maps, the tip position with respect to this setpoint is in-
dicated in the respective images. e) Simulated ∆f map for a rotational angle of the pyridyl moities of 45° with
respect to the surface, which yielded the best agreement to the experimental data.

unmetallated molecule (red) shows an onset of a resonance at −1.05 V and a double peak at 1.30 V
and 1.45 V. To ensure the quality of the tip, the yellow spectrum corresponds to a reference spectrum
recorded on the bare Au(111) surface. It features a Shockley-type surface state at−490 mV [89], which
is visible as a peak in the dI /dV spectrum. The dI /dV spectrum on the metallated FeTPyP molecule
(black) exhibits the same resonances as the unmetallated molecule at positve bias voltages, but the
lower peak is shifted by approx. 50 mV in energy towards the Fermi level. The localization of these
electronic resonances on the molecule can be seen in fig. 3.5e, where maps of the differential con-
ductance are shown, which were recorded at 1.3 V and−1.3 V in the constant-height mode. The state
at 1.3 V is localized on the organic macrocycle of the molecule with its main weight on the pyridyl legs
and exhibits a nodal plane along the upper pyrrole rings. Its shape resembles the shape of the LUMO

orbital as found in other theoretical and experimental studies [68, 82]. Hence, the double peak at
positive bias voltages can be associated with the LUMO and LUMO+1 of the TPyP macrocycle, which
are energetically degenerate for the isolated molecule [74, 79, 90]. Upon adsorption on a surface, the
saddle deformation of the Fe-TPyP and TPyP molecules induces a lifting of the degeneracy between
the LUMO and LUMO+1 orbitals, which leads to a splitting of these levels.

The dI /dV map recorded at −1.3 V shows that the states at negative energies on the contrary are
more localized at the molecular centre and can be assigned to the HOMO orbital. This localization
of the HOMO and LUMO is in agreement with studies on CoTPP on Au(111) [82], where they find that
the HOMO originates from hybridized d states of the central metal atom with porphyrin states and
is hence more localized in the center of the molecule, whereas the LUMO predominantly keeps its
porphyrin character and is localized on the organic macrocycle.

3. Inelastic Spin Excitations on FeTPyP
In fig. 3.5c, spectra on Fe-TPyP and TPyP are shown in a smaller energy range around the Fermi level.
Here, an additional V-shaped feature can be observed on Fe-TPyP between −200 mV and +200 mV,
with two steps at approx. ±8 mV around EF (see fig. 3.5d). These steps indicate inelastic tunneling
processes that occur at the energy of the step. The asymmetric lineshape and high broadening of the
steps beyond thermal resolution and modulation effects resembles the spectra found on Fe-OEP on
Au(111) [91]. They assigned the steps to inelastic spin excitations corresponding to an intermediate
spin state of S = 1. An intermediate spin state is typical for Fe2+ in square-planar ligand fields and has
been oberved on other Fe-porphyrins [71, 92–95]. Due to the agreement in line shape and the similar
coordination geometry of the Fe atom inside the molecular complex, the assumption of a spin of S = 1
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Figure 3.5. Tunneling spectroscopy recorded on different molecules. a) Topography, showing the edge of a
molecular island. The metallated Fe-TPyP molecules can be seen, as well as a darker molecule, corresponding
to an unmetallated TPyP molecule. Right: Close-up images showing the metallated Fe-TPyP and the unmetal-
lated TPyP molecules, respectively. b) dI /dV spectra recorded on Fe-TPyP (black) and TPyP (red) as well as a
reference spectrum recorded on Au(111). Feedback opened at 2 V, 1 nA at Vmod = 10 mV. c) Spectroscopy show-
ing a step-like feature for Fe-TPyP around EF. Feedback opened at 500 mV, 1 nA at Vmod = 4 mV. d) Close-up
view of the steps around the Fermi level, recorded in the center of an Fe-TPyP molecule. Feedback opened at
50 mV, 2 nA with Vmod = 0.5 mV. e) Topography (top) and constant-height dI /dV maps recorded at the LUMO

and HOMO energies of the Fe-TPyP molecules, respectively. Topography recorded at 500 pA, 200 mV. For the
dI /dV maps, the tip was retracted by 2 Å with respect to this setpoint (Vmod = 10 mV).

also for FeTPyP on Au(111) seems reasonable.
The origin of these spin excitations lies in the molecular ligand field. Its fourfold symmetry acts

on the d levels of the central Fe2+ atom and shifts those levels up in energy that point towards the
N sites. For FeTPP and Fe-TPyP molecules, multiple possibilities for the d-level fillings with almost
the same energy and resulting total spin have been reported [71, 96, 97]. Two possibilities of the
resulting d-level occupation of Fe+2 with its electron configuration of [Ar]3d64s0 are depicted in fig.
3.6b, both for an intermediate spin state. The 3A2g configuration on the left was reported for FeTPP in
bulk [98]. Here, the dx2-y2 orbital remains unoccupied, as it lies highest in energy due to the direct
overlap with the neighbouring N atoms. The dxz and dyz states are both singly occupied and the
orbitals that are least affected by the ligand field, the dz2 and dxy states, are both doubly occupied.
Another possible configuration was reported for FeTPP on Au(111) [71] and is shown on the right. In
the 3Eg configuration, the dz2 orbital shifts above the dxz and dyz states. Therefore, the latter share
three electrons, whereas the dz2 orbital is the second highest in energy and only singly occupied.
Due to the multiconfigurational character of Fe2+, the different d-level occupations are very close in
energy. Therefore, depending on the exact adsorption geometry of the molecule and the length of the
Fe-N bonds, the level occupation could be any of the possibilities or even a mixture of these.

To determine the step position, the spectrum in fig. 3.6a was fitted2 under the assumption of a
spin state of S = 1. In a first approximation, the step energy only depends on the axial anisotropy

2The program used to fit this spectrum was the software by Markus Ternes [99], which is based on a scattering model
that takes into account higher-order scattering terms.
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Figure 3.6. Distance-dependent spectra recorded in the center of an Fe-TPyP molecule. a) dI /dV spectrum
(black) and corresponding fit curve (blue) under the assumption of a S = 1 system with axial anisotropy D> 0.
Feedback opened at 50 mV, 2 nA with Vmod = 0.5 mV. b) Two possible occupation schemes of the d levels of
the cental Fe atom, resulting in a spin-state of S = 1. c) Schematic level splitting of the MS = ±1 and MS = 0
levels with a non-negligibe axial anisotropy D . The transition from the ground state to the first excited state
can be seen as steps in the dI /dV signal at ≈ 8.2 mV. d,e) Distance dependence of the normalized dI /dV and
d2I /dV 2 signal, respectively. In total 14 spectra are shown, each approached by additional 0.1 Å.

constant D and the transverse anisotropy constant E , which is described by the spin Hamiltonian:

Hs =D Ŝ 2
z +E (Ŝ 2

x − Ŝ 2
y ). 3.2

The best fit result was obtained with an axial anisotropy D = 8.2 meV and no transverse anisotropy
E = 0. The corresponding fit curve is shown in blue. For a non-vanishing axial anisotropy, the S = 1
triplett is split into two subsets MS = ±1 and MS = 0 due to spin-orbit coupling. Hence, the steps in
the differential conductance indicate spin excitations between these different spin projections. The
corresponding transition is shown in fig. 3.6c, exemplarily for the case of a positive D anisotropy. In
case of D> 0, the MS = 0 state is the ground state and transitions occur to the higher-lying MS = ±1
doublett. The step energy of ≈ ± 8.2 mV around EF is then a direct measure of the axial anisotropy
constant D . The reverse level arrangement occurs for a negative D value. The experimenal values
for D determined for different molecules are spread by approx. 0.4 meV around the average value
of 8.2 meV, which indicates a similar distortion of all molecules. This value is in agreement with
other axial anisotropy constants of D = 7.4 meV reported for FeTPP [71] and D = 6 meV for FeOEP
on Au(111) [91].

Figure 3.6d shows the dependence of the spectral shape of the dI /dV signal on the tip height. For
a better comparison, the d2I /dV 2 signal is shown as well in fig. 3.6c, where the steps of the dI /dV
signal appear as peaks and dips at the corresponding energies (see sec. 4 in chapt. II), respectively.
The black curve was recorded at a setpoint of 2 nA at 50 mV. Towards the red spectrum, the tip is
approached successively by 1.3 Å in steps of 0.1 Å, leading to an increase in signal intensity. Even with
this high increase in conductance from 0.48 mG0 to 17 mG0 during the approach, neither the step



32 III. SPIN- AND VIBRATIONAL EXCITATIONS OF FE-TPYP ON AU(111) AND MOS2

position, nor its broadening and shape are influenced.

Delocalization of the Spin Excitations
Figure 3.7 shows the variation of the spectral shape across an Fe-TPyP molecule. The spectral evo-
lution along the up-tilted pyrroles in an energy window of ±200 meV is shown in fig. 3.7a. The black
spectrum corresponds to the Fe site, showing the most symmetric spectrum with peaks at −125 mV
and 125 mV. When moving the tip towards the upper pyrrole rings, the intensity of the resonance at
negative energies decreases, whereas the peak at positive energies is enhanced. This goes along with
a slight down-shifting of the peak to 115 mV, while a shoulder at 70 mV appears. At the position of the
upper pyrrole, the resonance at −125 mV has completely vanished. Along the direction of the lower
pyrroles, in contrast, the signal intensity of all features decreases towards the edge of the molecule
(see fig. 3.7b). This localization of the resonances at −125 mV and 125 mV can also be seen in the
dI /dV maps in fig. 3.7e. The top image shows the topography of a molecular island. The central
and bottom images show maps of the differential conductance at−125 mV and 125 mV, respectively.
The localization of the resonance at negative bias voltages in the centre of the molecule agrees well
with the line spectra, as does the predominant localization of the positive bias resonance on the up-
per pyrrole groups. As the unmetallated TPyP molecules do not exhibit any features in their dI /dV
spectrum around EF (red curve in fig. 3.5d), it seem reasonable that the d levels of the Fe center are
responsible for the resonances in the spectra.

Similar spectral shapes and the localizations of resonances have also been observed for FeTPP on
Au(111) [71]. With the help of DFT calculations of an adsorbed FeTPP molecule (see fig. 3.8b,c), C.
Rubio Verdú, et al. identify the tunneling path at the Fe site to take place predominantly via the dz2

orbital, which has its main component below the Fermi level and might account for the resonance at
−125 mV. At the pyrrole sites, on the contrary, the dominating transport channel is a hybridized state

Figure 3.7. Spectra around EF, showing the localization of the spin excitations on the molecule. a,b) Spectra
along the upper/lower pyrrole rings, respectively. The resonance at −125 mV has a decreasing intensity to-
wards the edge of the molecule, whereas the peak at 125 mV is more pronounced on the upper pyrroles. c,d)
Localization of the spin excitations on the molecule. Normalized intensities are shown, to allow for a better
comparison of the signals. Feedback for all spectra opened at 200 mV, 2 nA with Vmod = 1 mV. e) Topography
and constant-height dI/dV maps at characteristic energies for the Fe-TPyP molecules. Topography recorded at
500 pA, 200 mV. For the dI /dV maps, the tip was retracted by 1 Å with respect to this setpoint (Vmod = 10 mV).
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between the dyz Fe orbital and a ligand state, with the main weight of the resulting orbital above the
Fermi level. This orbital could be responsible for both, the state at 125 mV and the shoulder at 70 mV,
as due to the interaction with the surface, the PDOS corresponding to the dyz is not localized at one
specific energy, but might exhibit several distinct maxima (see fig. 3.8b). A sketch of the correspond-
ing orbitals is shown in fig. 3.8a. The upper image shows the hybrid orbital along the upper pyrroles
and the lower image corresponds to the dz2 orbital. Although the spin density is mostly located on
the Fe center, the mixing of the ligand states with Fe states allows for the spin excitations to be excited
not only in the center of the molecule, but also along the upper pyrroles [71, 100].

The evolution of the spin-excitation spectra over the molecule is shown in fig. 3.7c and d. From
the center towards the lower pyrroles, the signal intensity gradually decreases. Along the upper pyrro-
les, on the contrary, the steps in the dI /dV signal show a similar intensity as in the center, but with a
reverse asymmetry: while in the center, the step height at negative bias voltages is slightly enhanced,
the reverse situation occurs at the upper pyrroles. The step position, however, is the same across the
molecule, indicating that it is indeed the same spin excitation that takes place at different parts of the
molecules.

This asymmetry in step height can not be described by the simple model we used in equ. 3.2, as
it neglects spin-electron interactions. Instead, the tunneling event has to be described as a scatter-
ing process, such that two scattering terms have to be added: an exchange scattering term J that
accounts for spin-spin interaction between the tunneling electron and the molecular spin, where
angular momentum can be transferred. The second term is a potential scattering term U , which
describes charge scattering at the localized states and does not affect the spin state of the system.

Figure 3.8. a) DFT simulations of the hybrid orbitals between the organic ligand and the Fe center. Used param-
eters in the Gaussian programm [101]: b3pw91-6-31g* for C,N,H, and LanL2dz with ECP for Fe. The dihedral
angle was fixed to 25°. b,c) Spin-polarized DOS of FeTPP/Au(111) projected on the Fe d orbitals. Graphics
taken from [71]. d,e) Fits of the dI /dV spectra recorded in the center (left) and on the ligand (right), respec-
tively. Feedback opened at 50 mV, 2 nA with Vmod = 0.5 mV. Insets: Sketch of the ratio between the energy of
the singly-occupied level εd and the Coulomb energy Ud for the center and the ligand of the molecule.
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This term is responsible for a breaking of the electron-hole symmetry [99]. A physical picture of this
parameterU is given by the Anderson impurity model [102]. By using the Schrieffer-Wolff transfor-
mation [103], the higher energy scale of the Anderson impurity model can be related to the scattering
parametersJ andU via the formula:

U
J
= 1+2

εd

Ud
, 3.3

where εd denotes the energy of the singly-occupied state and Ud the Coulomb energy. In case of
electron-hole symmetry, the potential scattering term U vanishes and the Coulomb energy Ud is
−2εd. If there is a finiteU , the electron-hole symmetry is broken and either the hole-like or electron-
like excitations are favoured.

This scenario is sketched in fig. 3.8d and e for the center and the ligand of the Fe-TPyP molecule.
In the center, the step height at negative bias voltages is only slightly enhanced and hence the fit
results in a ratio of εdz2/Ud ≈−0.5 for the transport through the dominating dz2 orbital. At the upper
pyrroles of the ligand, on the other hand, the transport predominantly takes place via a different path,
namely the dyz state. Here, the step height at positive bias voltages is higher, which results in a ratio
of εdyz/Ud ≈ −0.9. As this ratio deviates from the electron-hole symmetry point of εdyz/Ud = −0.5,
the electron-like excitations are favoured. Hence, despite the fact that the spin excitation both at
the center and on the ligand of the molecule corresponds to an excitation of the total spin of the
system, the different transport paths at both sites and their corresponding potential scattering terms
can explain the different spectral shapes, even in the simplified picture of the Anderson impurity
model.
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C. Distorted Structures of Fe-TPyP on Au(111)
In the last section, we have studied the densely-packed structure of Fe-TPyP molecules on the Au(111)
substrate and found delocalized spin excitations along the upper pyrroles of the saddle-shaped mo-
lecules. Now, we want to investigate a second arrangement of the very same Fe-TPyP molecules also
on the Au(111) substrate. To obtain the second molecular structure, similar preparation conditions
were met as for the densely-packed structure. The Fe-5,10,15,20-tetra-pyridyl-porphyrin complex
was also evaporated from a commercial Knudsen cell evaporator at 410 ◦C, with the sample held at
room temperature. In contrast to the measurement on the densely-packed structure, some of the
measurements in this section were performed at 1.1 K, as will be indicated in the respective figure
caption.

1. Adsorption Structure
Figure 3.9 shows the formation of locally-ordered structures that also extend over several tens up to
hundreds of nanometers. In fig. 3.9a, some parts of the island consist of the bare Fe-TPyP molecules,
whereas brighter protrusions can be seen in between the molecules at other sites. The molecular
arrangement inside one area of the molecular island without bright protrusions is shown in fig. 3.9b.

Figure 3.9. STM topography of the surface after deposition of the Fe-TPyP molecules. a) Overview of a typical
island, showing close-packed molecules and some parts with brighter protrusions in between. b) Molecu-
lar arrangement in the areas of the Fe-TPyP molecules without bright protrusions. The distorted staggered
orientation of the molecules is indicated by the overlaid structure model. An alternating arrangement of the
molecules can be observed from the orientation of the upper pyrroles of the molecules, as indicated by the hor-
izontal lines of the structure model. c) Alternative molecular arrangement of the Fe-TPyP molecules in lines of
parallel molecules. d) Square arrangement of Fe-TPyP in the areas with bright protrusions. The red circles in
the structure model indicate the positions of possible adatoms.
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Figure 3.10. AFM images of the distorted staggered structure of Fe-TPyP. a) Topography and b-d) constant-
height ∆f maps recorded at different distances with a functionalized Cl tip. The ∆f maps indicate an asym-
metric distortion of the pyridyl legs, with two diagonal moities protuding more than the other two. c,d) Upon
closer approach, the saddle deformation of the molecule can be observed, as two opposing pyrrole groups be-
come visible. Topography recorded at 200 pA, 200 mV. For the ∆f maps, the tip position with respect to this
setpoint is indicated in the respective images. e) Simulated ∆f maps for three different tip-sample distances.
The different colours of the pyridyl groups of the molecular structure model indicate two different rotational
angles.

The molecules arrange in an alternating way, such that the upper pyrrole groups of neighbouring
molecules are oriented perpendicular to each other, as can be seen in the overlaid structure model.
The size of the unit cell containing two molecules (see red rhomboid in fig. 3.9b) is 2.2 nm× 2.0 nm.
In fig. 3.9c and d, two alternative arrangements of the molecules can be seen, which coexist in the
same preparation. In fig. 3.9c, the structure consists of lines of parallel molecules that are aligned
next to each other. A similar packing in lines was observed for FeTPP on Au(111) [71]. The unit cell of
this arrangement is 1.4 nm×1.8 nm and contains only one molecule.

Figure 3.9d shows an area of molecules including the above mentioned protrusions. In this ar-
rangement, the molecules form square-like structures, with the pyridyl legs pointing directly towards
the bright protrusions. The origin of these bright protrusions can not be identified so easily. One
possible explanation is chlorine that desorbs from the Fe-TPyP molecules upon deposition of the
molecules, and which might be coordinating in between the molecules. Another explanation can be
found by comparing to experimental findings from V. Iancu, et al. [66]. In their study, they metallate
TPyP molecules on a Au(111) substrate with Cr and Co atoms and find similar bright protrusions on
many sites. They assign them to different numbers of Cr adatoms at the molecular junction. Since
in our study only metallated molecules were evaporated, the existence of such a quantity of single Fe
atoms on the substrate seems unlikely. Hence, desorbed chlorine appears to be the most reasonable
explanation.

To further ananalyze the adsorption geometries of the molecules in the different arrangements,
we investigated all three structures with the AFM. In the following, the corresponding constant-height
∆f maps of the structures will be shown.

Distorted staggered Arrangement
Figure 3.10 depicts the topography of the distorted staggered phase of Fe-TPyP, together with the
corresponding∆f maps. At higher tip-sample distances (see fig. 3.10 b), the protruding pyridyl groups
can be seen. In contrast to the ∆f maps of the densely-packed structure, in this arrangement two
diagonally opposing pyridyl groups are higher than the other two, such that the molecule does no
longer exhibit a symmetry axis along the pyrrole groups. When approaching further (see fig. 3.10c,d),
one can see that also in this phase, the Fe-TPyP molecules obtain a saddle shape configuration, with
two opposing pyrrole groups bend up while the other two are bend down towards the surface. To
conceive an idea of the strength of the asymmetry of the rotational angles of the pyridyl groups, also
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Figure 3.11. a) Line profile across the two diagonal axes of an Fe-TPyP molecule. The ∆f signal on the pyridyl
legs along one diagonal are higher than along the other diagonal. Moreover, the distance between the pyridyl
moieties differs. b) Sketch of the maximal theoretical apparent length difference for pyridyl groups of dif-
ferent rotational angles. For completely perpendicular pyridyl groups (black line), the distance between the
pyridyl groups is minimized. For any flatter arrangement of the pyridyl groups, the rotation of the H atoms of
the pyridyl groups away from the diagonal will increase the length (orange line). c) Constant-height ∆f map,
showing the intermolecular arrangement of the FeTPyP molecules. The red arrows indicate the lower pyridyl
groups, which coordinate to the pyridyl groups of the neighboring molecule, thus introducing a small diagonal
intramolecular distortion.

for this structure,∆f maps were simulated for different manually-distorted DFT minimized molecular
structures. The best result are shown in fig. 3.10e for rotational angles of 44° and 49°, respectively.

Figure 3.11a shows a line profile across the four pyridyl legs of an FeTPyP molecule. The grey line
corresponds to the lower pyridyl groups and the black line to the upper moieties, respectively. Next
to the different intensity of the∆f signal, which arises from the different height of the corresponding
groups, a clear difference in the distance between opposing pyridyl legs can be observed along the
two diagonals. The lower pyridyl groups are further apart than the upper ones. From basic geometry
arguments, a certain length difference is expected due to the different rotational angle, as the most
protruding H atoms of the pyridyl groups - which are responsible for the contrast in the∆f maps - are
no longer aligned with the center of the pyridyl rings. Figure 3.11b shows a sketch of this apparent
length difference. The black line corresponds to the minimal distance of 12.68 Å between opposing
pyridyl moieties, which is obtained for the theoretical case of the pyridyl groups being perpendicular
to the surface plane. In case of a flattening of the pyridyl groups, the opposing direction of the rotation
of the pyridyl legs induces an increase of the measured distance, as indicated by the orange line. For
the theoretical case of almost flat pyridyl legs, this would correspond to a distance d of

d =
Æ

(12.68 Å)2+ (2.15 Å)2 = 13.39 Å. 3.4

Hence, the maximal apparent length difference that can arise due to different rotational angles of the
pyridyl groups is 0.7 Å. For the nine molecules in fig. 3.10, the average length difference amounts to
2.5 Å, which can not be explained by different rotational angles. Instead, an asymmetric distortion of
the molecules might account for the length difference.

From the∆f maps, also the intermolecular arrangement of the molecules can be understood. In
the distorted staggered structure, neighboring molecules are rotated by 90° with respect to the direc-
tion of their saddle shape. Due to this orientation, the pyridyl legs can interact in an egde-to-face
fashion, thereby contributing to a stabilization of the molecular arrangement. The edge-to-face ori-
entation of the pyridyl groups is sketched in fig. 3.11c. The red arrows mark the flatter pair of pyridyl
rings, for which an the elongation has been oberved. As observable from the overlaid structure model,
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Figure 3.12. AFM images of the line structure of Fe-TPyP. a) Topography and b-d) constant-height ∆f maps
recorded at different distances with a functionalized Cl tip. The∆f maps indicate an asymmetric distortion of
the pyridyl legs, with two diagonal moities protruding more than the other two. c,d) Upon closer approach, the
saddle deformation of the molecule can be observed, as two opposing pyrrole groups become visible. Topog-
raphy recorded at 160 pA, 230 mV. For the∆f maps, the tip position with respect to this setpoint is indicated in
the respective images.

the flatter pyridyl groups point towards the upstanding pyridyl group of the neighboring molecule. By
introducing a small diagonal distortion within the molecules, the distance between the neighboring
pyridyl groups is reduced, such that the intermolecular structure is stabilized.

Line Arrangement
A topography of the Fe-TPyP molecules in the line structure is shown in fig. 3.12. Similarly to the
maps on the distorted staggered structure, the∆f maps at larger tip-sample distances (see fig. 3.12b)
indicate an asymmetrically distorted structure of the molecules with two pyridyl groups exhibiting a
stronger rotation than the other two. Also in this structure, the alternating rotation of the pyridyl legs
along the molecular lines is stabilized by the edge-to-face coordination of neighbouring molecules.
In between the lines, the larger molecular distance allows for the pyridyl groups of neighbouring
molecules to have the same rotational angle. Furthermore, when approaching the tip to smaller tip-
sample distances (see fig. 3.12d), the molecular geometry still resembles the one in the distorted
staggered structure, as also for this structure the saddle shape becomes visible. Moreover, also the
molecules in the line structure exhibit an asymmetric distortion, as the length between opposing
pyridyl groups is different along both diagonal axes. For this structure, however, a slightly smaller
average length difference of 1.3 Å can be determined for the molecules shown in fig. 3.12.

Hence, considering the geometry of the individual molecules in the distorted staggered and the
line structure, similar properties are expected for the molecules in both arrangements, despite the
differences in the intermolecular arrangements.

Adatom-Mediated Arrangement
Finally, the last of the three oberved structures, the adatom-mediated structure is analyzed. In fig.
3.13, an area is shown that exhibits bright protrusions on almost all spots between the molecules.
However, there are two neighbouring spots, where these protrusions are missing. Due to the large
height of the bright protrusions, no∆f maps could be recorded that resolved both the protrusions and
the structure of the molecules simultaneously. Instead,∆f maps were recorded at the spot indicated
by the white rectangle, where the bright protrusions are missing. The topography of this small area
is shown in fig. 3.13b. A small difference in the appearance between the upper and lower molecular
junctions, i.e., the spot where the pyridyl legs of the four neighbouring molecules are meeting, is
visible. The pyridyl legs in the upper junction appear slightly farther apart than in the lower one.
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Figure 3.13. AFM images of the adatom-mediated structure of Fe-TPyP. a) Topography of an island exhibiting
bright protrusions on all but two spots. b) Close-up view of the area marked by the white rectangle in a). c-f )
constant-height∆f maps recorded at different distances with a functionalized Cl tip. The∆f maps indicate the
presence of an adatom in the middle of the upper four pyridyl legs. Topographies recorded at 160 pA, 230 mV.
For the∆f maps, the tip position with respect to this setpoint is indicated above the respective images.

Moreover, in the upper junction, the pyridyl legs are pointing directly towards each other, whereas in
the lower junction they are more staggered.

To further analyze the difference between both spots, constant-height∆f maps were recorded, as
shown in fig. 3.13c-f for various tip-sample distances. Upon tip approach (see fig. 3.13f), a bright
spot appears in the center of the pyridyl legs in the upper junction, which indicates the presence of
an adatom, probably originating from the Au surface. Moreover, in the upper junction, the adatom
seems to influence the molecular arrangement such that the pyridyl legs point directly towards each
other. In contrast, in the lower junction, the pyridyl groups are coordinating in an edge-to-face fash-
ion as has been observed also in the distorted staggered structure, and no adatom can be oberved in
the∆f maps in between the molecules.

Due to the large height of the bright protrusions, it is not possible to analyze the ∆f maps of the
molecules in this structure in terms of their intermolecular arrangement or intramolecular distor-
tions. The distance between the bright protrusions is equal along the different directions, however,
the pyridyl groups might still exhibit a slight length difference. Therefore, a comparison of the in-
tramolecular geometry with the molecules in the distorted staggered arrangement and line structure
is not possible.

2. Adatom-Mediated Molecular Structure
As seen in fig. 3.9a, the self-formed islands can either consist of the Fe-TPyP molecules only, or they
might be coordiated by bright protrusions in between the molecules. In the following, both of these
structures will be investigated individually. At first, the electronic and magnetic properties of the
adatom-mediated molecules next to those bright protrusions will be studied. In the second part,
in sec. 3, the properties will be compared with those of the molecules in the distorted staggered
arrangement without neighbouring protrusions.

Electronic Properties of FeTPyP
Figure 3.14 shows dI /dV spectra recorded on Fe-TPyP molecules inside one part of a molecular is-
land. For comparison, spectra on an Fe-TPyP molecule (black) and on non-metallated TPyP (red) as
well as the reference spectrum on the bare Au(111) surface are depicted in fig. 3.14a. As observed for
the densely-packed structure, also the Fe-TPyP molecules in this packing exhibit the characteristic
double resonances at 1.05 V and 1.24 V, corresponding to the LUMO and LUMO+1 orbitals. For this
structure, the LUMO and LUMO+1 of the metallated molecules are shifted towards the Fermi level by
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Figure 3.14. Spectra recorded on different sites within an island of the adatom-mediated structure of Fe-TPyP
with bright protrusions. a) dI /dV spectra recorded on Fe-TPyP (black), unmetallated TPyP (red) and on
Au(111) (yellow). Feedback opened at 2 V, 1 nA with Vmod = 10 mV. b,c) Spectra recorded between ±600 mV
and ±200 mV, respectively. Feedback opened at 0.5 V, 2 nA with Vmod = 4 mV and 200 mV, 2 nA with Vmod =
1 mV. d) Spectrum taken on the protrusions, showing the Au(111) surface state at −490 mV and porphyrin
states at 1 V. Feedback opened at 0.5 V, 2 nA with Vmod = 4 mV.

approx. 200 mV, with respect to the non-metallated TPyP and the molecules in the densely-packed
structure. This shift of both the LUMO and LUMO+1 states to the Fermi level indicates a stronger
hybridization of the molecular orbitals with the underlying substrate [82].

In fig. 3.14b and c, the dI /dV spectra at a smaller energy range of ±600 mV and ±200 mV are
shown, respectively. In this energy window, the non-metallated molecule is featureless and only
shows the surface state of the underlying Au(111) substrate. The Fe-TPyP molecule on the other hand,
shows a V-shaped feature between±150 mV with a smaller dip close to EF, resembling the spectra on
the densely-packed molecules. The characteristics of this dip, and whether it can also be assigned
to spin excitations, will be closely examined in the next section. Before looking at the properties of
the molecule, however, we want to check for the nature of the brighter protrusions in between. Spec-
tra of the differential conductance recorded on these bright protrusions are shown in fig. 3.14d. The
spectra show two main peaks at around−500 mV and 1 V. Comparison to spectra recorded on the un-
derlying Au substrate allows to assign the peak at −500 mV to the Au(111) surface state that can also
be probed through the protrusions. The peak at 1 V matches with the double peak structure of the
LUMO and LUMO+1 of the porphyrins and hence either corresponds to the probing of the molecular
orbitals of the underlying porphyrin groups through the bright protrusions or indicates the forma-
tion of a hybrid state. As a conclusion, there are no electronic states detectable that originate from
the bright protrusions themselves and that differ from the pure molecular properties.

Magnetic Properties: Spin-Crossover Between Type II and Type I Molecules
Upon taking dI /dV spectra between ±200 mV around the Fermi level on several molecules within
one island, two types of molecules can be spectroscopically identified. The first type - type II - ex-
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Figure 3.15. Spectra recorded on two metallated Fe-TPyP molecules within an island of the adatom-mediated
structure. a) Two different spectral shapes can be observed around the Fermi level. Feedback opened at
200 mV, 2 nA with Vmod = 0.25 mV, B = 0.5T . All spectra were recorded at 1.1 K. b) Close-up view of the in-
elastic steps around EF, with a type II molecule in red, and a type I molecule in black. Feedback opened at 1 nA,
50 mV with Vmod = 0.25 mV, B = 2.5T . c,d) Comparison of the step positions of the type I/type II molecule,
respecively, at B = 0.1T and B = 2.5T . No shift of the steps can be seen for either of the two molecules.

hibits one narrower dip at EF and no further steps (see fig. 3.15a, red). The other type - type I - has
a wider dip at EF and some more steps at higher energies (black). From the topographic images and
energetic positions of the LUMO and LUMO+1 resonances, no difference between these two types of
molecules could be observed. Moreover, there was no regular pattern of the two types, in contrast
to findings of Mn-TPyP on Cu(111) [73], where two distinct saddle geometries were identified due to
steric repulsion between neighbouring molecules. Moreover, symmetry considerations with respect
to the underlying substrate did not allow to assign different adsorption sites to the two molecular
species. Furthermore, the high extend of the neighbouring protrusions between the molecules did
also not allow to investigate a possible difference between the two types by means of∆f maps.

Figure 3.15b shows dI /dV spectra on both types of molecules at ±20 mV around EF. With this
higher resolution, both types of molecules exhibit two steps in the differential conductance each,
which can be identified as inelastic excitations. The tiny dip right at the Fermi level in both spectra,
however, seems to be an artefact from the tip, as it is also observable on the Au reference spectrum
(yellow). The energies of the step positions varies for the two types of molecules. Whereas the steps
on the type II molecule are at ±2.2 mV and ±5.4 mV, the steps on the type I molecule are higher in
energy at ±7.4 mV and ±10.6 mV.

Also for this structure, the steps in the differential conductance are assigned to spin excitations.
In the densely-packed structure, a spin state of S = 1 with only axial anisotropy D = 8.2 meV and a
vanishing transverse anisotropy E = 0 was found to be responsible for the observation of one step in
the dI /dV spectra. For the present structure, the obervation of two steps in the spectra can only be
modelled in a spin 1 system under the assumption of a non-vanishing transverse anisotropy E 6= 0.
The corresponding fit for the type I molecule is depicted in fig. 3.15b for anisotropy parameters of
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D = 8.0 meV and E = 1.6 meV (grey dashed line) and does nicely reproduce the experimental curve.
The presence of a transverse anisotropy can be explained by the intramolecular distortions, which
reduce the ligand field symmetry from D4h to D2h. As a consequence, the degeneracy between the
dxz and dyz levels is lifted, which induces a transverse anisotropy component E 6= 0 to the system.
Note that the saddle-shape deformation as observed in all structures already reduces the molecular
symmetry as it breaks the fourfold rotational symmetry of the macrocycle. However, the positions of
the N atoms with respect to the Fe center remain essentially unchanged, such that the ligand field
still exhibits D4h symmetry. The asymmetric distortions of the molecules in the distorted staggered
structure occurs in addition to the saddle deformation and leads to a displacement of the N atoms,
such that the ligand field is reduced.

Fitting of the spectra of the type II molecule, however, leads to fit results that contradicted the
assumption of a spin 1 system. As mentioned in sec. A, the D and E anisotropy constants are usually
expressed in such a way that |D | is maximized and E positive. This can usually be achieved by a suit-
able choice of the coordinate system. For this specra, however, all expressions of D and E contained
combination of D and E , where E < 1/3 |D | cannot be fulfilled. Therefore, the assumption of a spin
state of S = 1 for the type II molecules in this structure seems unlikely.

Instead, a second option to explain the two steps on the type II molecule is to describe the system
with a high-spin state of S = 2. The corresponding fit of the spectrum of the type II molecule (red)
with a spin S = 2 model is shown in fig. 3.15b by the grey dashed line. Within the S = 2 description, a
good fit result can be obtained. Moreover, the values of the anisotropy constants of D = 3.5 meV and
E = 0.5 meV for the type II molecule agree with the above mentioned criteria. Additonally, the inter-
pretation of a high-spin state for Fe-TPyP matches with the findings of B. Liu, et al. who investigated
Fe-TPyP molecules also on Au(111), but in a chain-like arrangement [67]. They performed on-surface
metallation, with their final metallation product showing a similar spectral shape as the spectra pre-
sented in this chapter. Their proposed d-level occupation, resulting in the high-spin state is (dz2 )2,
(dxy)1, (dxz)1, (dyz)1, (dx2-y2 )1. A higher spin state is usually favoured for elongated Fe-N bonds, as
the influence of the ligand field is weakened and the system approaches the free-spin regime, where
Hund’s first rule of a maximized spin dominates in the determination of the spin state. Hence, a
stronger distortion of the type II molecules might be responsible for the spin crossover.

To confirm the magnetic origin of the steps in the differential conductance, dI /dV spectra were
recorded at different magnetic fields perpendicular to the surface. In fig. 3.15c and d, dI /dV spectra
recorded at 0.1 T and 2.5 T are depicted for the type I and type II molecules, respectively. For neither
of the two structures, a shift of the step position with increasing B field is visible up to fields of 3.0 T
(not shown here). On the first glance, the absence of a shift of the step position with higher B fields
seems to contradict the interpretation of a magnetic origin of the steps. To estimate the expected shift
of the steps, we make use of the relation

∆E = gµB B MS , 3.5

with µB denoting the Bohr magneton and g the gyromagnetic ratio, which is g=2 in case of a free
spin. The shift should therefore be in the order of 350µV at 3.0 T, which is in the order of the thermal
broadening at the measurement temperature of 1.1 K. Moreover, in case of a non-negligible trans-
verse anisotropy in the system, the resulting intermixing of the states of opposite spin projection
would counteract the splitting of the levels with increasing B-field and the corresponding Zeeman
shift would be smaller. Hence, the absence of a shift does not allow to interpret the origin of the steps
as non-magnetic. Since the quality of the spectra is better at higher B-fields and no effect of a B-field
on the molecular properties could be observed, in the rest of the chapter, spectra recorded at B = 0.5 T
will be shown, if not stated otherwise.
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3. Distorted Staggered Structure of FeTPyP Molecules
In the last section, the electronic and magnetic properties of the adatom-mediated molecules next to
the bright protrusions have been studied. Two types of molecules were oberved inside the islands that
exhibited a spin state of S = 1 for the type I molecules and S = 2 for the type II molecules. However, no
clear difference between these two types of molecules could be found with respect to their geometry,
their adsorption site on the underlying Au(111) substrate, their higher lying electronic resonances or
their proximity to the brighter protrusions. Although there were no electronic states detectable on
the bright protrusions themselves, it is still interesting to see, if and to what extend they might have
influenced the properties of the neighbouring molecules. Therefore, in this section, the same mea-
surements will be shown on islands of Fe-TPyP molecules in the distorted staggered arrangement.

Comparison Between the Structures
To characterize the electronic and magnetic properties of the distorted staggered Fe-TPyP molecules,
spectra were taken on different molecules within the island. Also here, two types of molecules were
oberved. In fig. 3.16a, spectra are shown at ±200 mV around the Fermi level. Two different spectral
shapes can be identified as shown in red and black: one with a narrow dip around EF and one with a
wider dip and more steps at higher energies. To allow for a direct comparison, the spectra of the struc-
ture with protrusions are also shown in faint red and black. The agreement between the lineshapes
of the red and faint red and black and grey spectra, respectively, indicates the same spectroscopic
fingerprint on both structures. To varify if also the spin properties of the molecules in both struc-
tures are the same, fig. 3.16b depicts the same spectra in an energy window of ±20 mV around EF.
Also here, the agreement between the curves for both the type I and the type II molecules can be con-
firmed. Hence, there is no sign of any influence of the bright protrusions on the molecular properties.
Therefore, due to the similarity of the molecular properties, it seems likely that also the molecules in
the adatom-mediated structure exhibit an asymmetric intramolecular distortion. Moreover, also the
measurements on the line structure showed similar electronic and magnetic fingerprints (not shown
here to avoid redundancy), as expected due to the similar molecular geometry as determined from
the ∆f maps. As the molecules in all three structures show the same electronic and magnetic prop-
erties, all measurements from now on will be shown only on the Fe-TPyP molecules in the distorted
staggered structure.

Note that for the adatom-mediated structure, no difference in the topography or constant-height
∆f maps between the type I and the type II molecules could be observed. Also from the constant-

Figure 3.16. a,b) Comparison between the molecules in the distorted staggered and adatom-mediated arrange-
ments. In both structures, two molecular species are present, which show the same spectral fingerprints. Feed-
back opened at a) 200 mV, 2 nA with Vmod = 0.25 mV to 0.50 mV, B = 0.5T and b) 50 mV, 1 nA with Vmod =
0.25 mV, B = 2.5T .
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Figure 3.17. Vibrational excitations of Fe-TPyP. a) dI /dV spectrum, showing a variety of steps symmetrically
around the Fermi level. The step positions are indicated by the dashed lines, with the red lines indicating
the spin excitations. Feedback opened at 200 mV, 2 nA with Vmod = 0.5 mV, B = 0.5T . b) HREELS spectrum
recorded for the sample before annealing (red) and after annealing to 400 K (black), showing the energy of
molecular vibrations. The inset shows the low-energy region of the annealed sample, confirming the absence
of vibrational excitations below 16 meV. Spectra recorded at 55° incident angle with respect to the surface
normal. The resolution of the spectra amounts to a FWHM of 4.7 meV (black) and 7.9 meV (red).

height∆f maps of the distorted staggered structure shown in sec. 1, no geometric difference between
the two types is apparent. On the first glance, this seems to contradict the above made assumptions
of elongated Fe-N bonds in the type II molecules, which were assumed to exhibit an S = 2 magnetic
ground state. However, only very small changes in the Fe-N bond length are required for the Fe to
undergo a spin crossover. DFT calculations indicate that changes of the Fe-N bond length in the or-
der of several pm are suffcient to alter the ground state of Fe porphyrins [104–106]. However, changes
of such a length scale are beyond the resolution of our measurements. Another possible explanation
is the elongation of the Fe-N bonds in the direction towards the surface due to stronger interactions
of the Fe atom with the substrate. In the constant-height∆f maps, however, the Fe atom can not be
imaged on either of the two types of molecules, as it lies below the molecular plane on both struc-
tures. Therefore, the discrepancy between both types of molecules can only be determined from
spectroscopy.

Vibrational Excitations of Type I FeTPyP Molecules
As described above, two types of molecules coexist within the molecular islands. Type II molecules
with only two steps around EF and type I molecules with higher lying excitations. In this section, the
origin of these higher lying steps of the type I molecules will be examined. Figure 3.17a shows a spec-
trum of a type I molecule. Several steps are visible in the spectrum: two steps at 7.5 mV and 10.6 mV
(see dashed red lines), two sharp steps of similar intensity at 24.4 mV and 33.9 mV (blue lines) and sev-
eral steps with weaker intensity at 61 mV, 80 mV and 107 mV. The two innermost steps were already
identified erlier to result from inelastic spin-flip excitations. For the higher-lying steps, however, a
magnetic origin is rather unlikely, as magnetic anisotropy constants in the order of several tenth of
meV would be necessary, which is far beyond values typically found for transition-metal complexes
with a quenched orbital angular momentum [67, 107, 108]. Instead, the steps in the dI /dV spectrum
might result from the excitation of molecular vibrations.

In order to determine the origin of the multitude of steps in the dI/dV spectra, high-resolution
electron energy loss spectroscopy (HREELS) measurements were performed in the group of P. Te-
geder. By means of inelastic electron scattering, HREELS allows to detect vibrational excitations in
molecules. Depending on the incident angle of the electron beam and the corresponding analyzer
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Table I. Assignment of the peaks in the HREELS spectra to steps in the dI /dV signal, together with their cal-
culated energy from DFT calculations (b3pw91/genecp) for dihedral angles of 25° and 60°, respectively. All
energies are given in meV. The symbols ν,δ,γ and τ denote stretching, in-plane wagging, out-of-plane wag-
ging and torsion modes, respectively.

Hreels [meV] Iets Dft (25°/60°) Mode Description
16 24.4 17 / 18 symmetric buckling / asymmetric buckling
32 33.9 30 / 30 Butter�y mode, Fe-tapping / sym. ν (Pyrrole)
45 - - -
60 61.0 59 / 59 N-tapping / τ(Pyrrole)
72 - - -
78 80.4 82 / 83 δ(C-C-C) / γ(C-H)
88 - - -
100 107 109 / 108 γ(C-H) / δ(C-H)
122 - - -
135 - - -
151 - - -

angle, the signal does either result from dipole or collisional scattering of the electrons. In our setup,
an incident angle of 55° with respect to the surface normal and an equal analyzer angle of 55° was
chosen, such that the signal of both collisional and dipole scattering is detected. The corresponding
HREELS spectra are depicted in fig. 3.17b, with the red curve corresponding to measurements after
molecule deposition at room temperature, whereas the black curve was measured after the sample
was post-annealed to 400 K for 5 min. Due to the high intensity of the zero loss peak, the magnified
spectra (factor of 200) are also depicted in order to resolve the vibrational signals. Both, for the sample
preparation without post-annealing and the sample after annealing, several peaks are observable at
similar energies. However, the signal-to-noise ratio of the annealed sample (black) is much better
than before the annealing, with an energy resolution of around 4.7 meV FWHM for the black and
7.9 meV for the red spectra, respectively. The better signal quality of the annealed sample indicates a
more homogeneous surface arrangement. Despite the difference in signal intensity, the peak energies
for both preparations coincide and the same vibrational modes are present for the sample before and
after annealing. In the STM topographies, we oberved different structures of FeTPyP on the surface,
which all emerged under identical preparation conditions.

From the HREELS measurements, one can not know, which of the different structures is probed
on the surface. Therefore, HREELS spectra were acquired for multiple sample preparations. However,
the spectra and the corresponding peak positions remained unchanged between different prepara-
tions.

The inset of fig. 3.17b shows the HREELS spectrum for small excitations energies. The shoulder
on the left corresponds to the elastically scattered electrons. Three vibrational modes are detectable
at 16 meV, 32 meV and 45 meV. The absence of peaks at energies below 16 meV corroborates the
interpretation of the lowest two steps in the dI /dV spectra to result from spin-flip excitations.

In tab. I, the higher lying step energies in the dI /dV spectra are compared to peak energies from
the HREELS measurements of the annealed sample. With the help of DFT calculations3 of an isolated
Fe-TPyP molecule, the corresponding vibrational modes can be identified. For the DFT calculations,
two dihedral angles of 25° and 60° were compared and the corresponding energies and vibrational
modes are given for both angles. Since the calculations were performed neglecting the surface, no

3DFT calculations were performed with Gaussian[101] using hybrid orbitals between the organic ligand and the Fe
center. Used parameters: b3pw91-6-31g* for C,N,H, and LanL2dz with ECP for Fe.
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certain assignment of the vibrational modes can be made, however, general trends for the vibrations
can be observed. At higher energies, the vibrational modes constitute of in-plane and out-of-plane
wagging modes of the C-H and C-C-C bonds, as in the case of the vibrations at 80 meV and 107 meV.
Since they are delocalized over the entire molecule, their exact energetic position does not so cru-
cially depend on the conformation of the molecule such that the DFT energies agree very well with
the experimental values. The vibrational modes at lower energies, on the other hand, correspond
to symmetric and antisymmetric buckling and stretching modes of the pyrrole groups. Since these
modes deform the pyrrole groups and hence also the Fe-N distance of the molecule, their energy
depends much stronger on the exact conformation of the molecule on the surface.

Multiple molecular vibrations at similar energies were also observed by N. Ohta, et al. [95] on
double layer FePc molecules on Ag(111). They observed a variety of vibrational modes and an overall
similar lineshape of the dI /dV signal in a region of 150 meV around EF.

Delocalization of the Vibrational- and Spin Excitations
Up to now, the spin- and vibrational excitations were identified in the center of the molecule. For Fe-
TPyP in the densely-packed structure, the delocalization of the molecular orbitals allowed to excite
spin excitations also on the upper pyrroles of the molecule. Therefore, in the following, we want to
investigate if the same occurs also for Fe-TPyP in this structure. Figure 3.18 shows spectra recorded
across two Fe-TPyP molecules: the three left images (see fig. 3.18a, c and e) correspond to a type I
molecule, the three right images (see fig. 3.18b, d and f) to a type II molecule.

For simplicity, we first want to investigate the local changes of the spectral shape of a type II
molecule, which did not exhibit signs of vibrational exitations. In fig. 3.18b, the spectra in the range of
±200 mV are shown along the upper pyrroles of a type II Fe-TPyP molecule. Similar to the case of the
densely-packed structure, also on the type II molecules, an asymmetry across the molecule can be
seen: the signal intensity at negative bias voltages decreases towards the upper ligand of the molecule
(red curve), whereas the signal intensity at positive bias is enhanced. Along the lower pyrrole (see fig.
3.18d), the signal intensity at both bias polarities fades out. As described in more detail in sec. B.3,
this can be explained by the localization of the corresponding resonances. Whereas the dominant
transport channel in the center of the molecule is the dz2 orbital, having its main weight below the
Fermi level, the predominant path at the ligand, the hybridized dyz orbital, lies above EF. Hence, also
the signal intensity at positive bias is enhanced on the upper pyrroles, whereas the highest signal
intensity at negative bias is in the central part of the molecule.

Figures 3.18a and c show similar spectra across a type I molecule. Overall, the same localization
trend of the resonances over the molecule is observable. However, for this type, also the intensi-
ties of the inelastic steps varies across the molecule (see red curve in fig. 3.18a). Along the upper
pyrroles, no vibrational modes are obervable at negative bias voltages such that the only two visible
steps correspond to spin excitations. At positive bias voltages, on the contrary, the situation is more
complicated as the intensity of certain vibrational modes is strongly enhanced, whereas other modes
are not visible.

In sec. B, we explained how the delocalization of spin excitations could be explained by the ex-
tended hybrid dyz orbitals on the ligand. Since the obervation of vibrational modes follows a similar
localization as the above described dyz and dz2 orbitals, it is reasonable that also the vibrational ex-
citations are mediated over these states. At negative bias voltages, the dz2 orbital in the center is the
dominant path for the virtual excitations whereas at positive bias, the hybrid dyz orbital on the ligand
mediates the excitation. As the vibrational excitations and spin excitations take place via the same
states, the very same localization on the molecule is expected. Therefore, the obervation of spin ex-
citations at negative bias voltages on the ligand of the molecule with a simultaneous non-existence
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Figure 3.18. Spectra on different parts of the molecule. a,c) Spectra recorded along the upper/lower pyrroles
of a type I Fe-TPyP molecule. The spectra exhibit an asymmetric lineshape at the upper pyrroles, whereas the
signal intensity decreases towards the lower pyrroles. Feedback opened at 200 mV, 2 nA with Vmod = 0.5 mV,
B = 0.5T . b,d) Spectra recorded along the upper/lower pyrroles of a type II Fe-TPyP molecule, exhibiting the
same signal localization as for the type I molecule. Feedback opened at 200 mV, 2 nA with Vmod = 1 mV, B = 0T
at 4.8 K. e,f ) Spectra around EF recorded along the upper pyrroles of a type I/type II molecule. g) Constant-
height dI /dV maps recorded on a type I (left) and type II (right) Fe-TPyP molecule at characteristic energies
around EF with a modulation of Vmod = 5 mV.

of vibrational signatures at negative bias seems to contradict the interpretation of the same state me-
diating these two excitations in a virtual process. Since there should be a vanishing DOS of the dz2

orbital at the ligand, in a strict picture no excitations at all should be observable at negative bias.
At the upper pyrroles, however, the dyz has some weight also at negative bias. Its tail overlapping the
Fermi level might allow for the spin transitions to occur, while the overlap with the higher-lying vibra-
tional excitations is too low, especially regarding the much lower excitation cross section of vibrations
compared to magnetic transitions [109–111].

The general trend of the localization of the vibrational excitations on the molecules can be seen
in the dI /dV maps, as shown in fig. 3.18g for bias voltages between 150 mV to −150 mV. The left
molecule corresponds to a type I molecule and the right one to a type II molecule, respectively. Over-
all, the same features can be seen for both types of molecules. Whereas at positve bias voltages (top),
the intensity on the upper pyrroles is predominant, at negative bias voltages (bottom), the center
shows the highest intensity. Overall, the dI /dV maps agree very well with the maps recorded on the
densely-packed structure (see fig. 3.7).
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Note that for all bias voltages, the type II molecule shows less intensity in the center than the type
I molecule. This might either result from an electronic effect, i.e., the dz2 orbital, which is responsible
for the intensity in the center of the type I molecule might be shifted down in energy away from EF

and might hence not be accessible in the tunneling process. Such a down shifting of the dz2 is in
agreement with the level occupation for a S = 2 state, as proposed in sec. 2. The other possibily is a
geometric effect, with the Fe center being lowered towards the surface. This would also reduce the
overall tunneling probability into the Fe-center for all bias voltages. Both these explanations are in
agreement with the previous interpretations.

Asymmetry in the Step Height of the Spin Excitations
In the previous paragraph, we explained why the spin- and vibrational excitations are also visible on
the ligand of the Fe-TPyP molecule. Certain vibrational modes were even enhanced on the upper
pyrroles at positive bias voltages. Upon taking a closer look at the evolution of the spin excitations
across the molecule, also here, a change can be observed for both, the type I and type II molecules.
This is depicted in a smaller energy window in fig. 3.18e for the type I molecule. From the center
(black) towards the ligand (red), no clear change of the step height of the two innermost steps can be
seen at negative bias voltages. At positive bias, however, the first step at 7.7 mV is strongly enhanced
on the ligand, whereas the second step at 10.7 mV is weakened.

The asymmetry in the step height for positive and negative bias voltages was previously explained
for the densely-packed structure (see sec. B.3) in terms of an additional potential scattering term
U , which breaks the electron-hole symmetry. However, even under consideration of non-vanishing
potential scattering, the asymmetry in the step height for steps at the same bias polarity can not so
easily be understood in a simple S = 1 picture. In this framework, the steps correspond to excitations
from the |0〉 to the |+〉 and |−〉 states, with |±〉=1/

p
2 (|+1〉± |−1〉) (see fig. 3.2d). As the states |+〉 and

|−〉 are superpositions of the same states, also the transition matrix element from |0〉 to both states
should give the same intensity. Hence, for both bias polarities, a similar step height for the first and
the second step is expected.

The same holds for the type II molecules. Figure 3.18f shows spectra on the type II molecules in
the center (black) and on the ligand (red). On the ligand, the step height of the first step is equal to
the step height in the center. The second step, however, almost vanishes. Although for the type II
molecule this trend is the same for both bias polarities, the asymmetric changes in signal intensity
between the first and second step cannot be captured in a simple spin-excitation framework, either.

Distance-Dependent Shifts of the Spin- and Vibrational Excitations
In the previous parts, we have seen, how small changes in the ligand field of a magnetic atom can
influence the anisotropy parameters and even the total spin state. Now, we utilize this observation
to try and tune the ligand field in a controlled way. One way to influence the ligand field acting on
the central Fe atom is by approaching the central Fe atom with the tip. The tip acts as an additional
ligand to the Fe center, which influences the spin state of the system and might even induce an over-
all deformation of the molecule. A series of dI /dV spectra recorded in the center of a type I Fe-TPyP
molecule at different tip heights is shown in fig. 3.19a. From an initial setpoint (red curve) of 250 pA
at 50 mV, the tip is consecutively approached by 190 pm (black curve) in steps of 10 pm. Upon ap-
proaching, the four innermost steps around EF, i.e., two steps resulting from spin excitations and the
two lowest vibrational excitations, all shift to higher energies.

To understand the influence of the tip on the molecular properties, we first focus on the shift of
the two innermost steps. The position of the steps in the dI /dV spectra can be expressed in terms of
the axial anisotropy parameter D and the transverse anisotropy E . The changes of both anisotropy
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Figure 3.19. Distance-dependent steps recorded a) in the center and b) on the ligand of the molecule. The spec-
tra are normalized to allow for a direct comparison of the step positions. The tip-sample distance is varied from
the feedback position at 50 mV, 250 pA with Vmod = 0.5 mV by approaching the tip by up to 190 pm. c) Change
of the transverse anisotropy E as a function of the axial anisotropy D upon approaching. With decreasing
molecule-tip distance, the axials anisotropy D increases whereas E decreases. d) Proposed level-shifting due
to the molecular deformations. The reduced level splitting between the dz2 and the dxz and dyz orbitals induces
an increase of D .

constants are depicted in fig. 3.19c. A tip approach leads to an increase of the axial anisotropy D
while the transverse anisotropy E is reduced. This interplay of the anisotropy parameters leads to
the case, where the innermost steps shifts to higher energies, whereas the outer steps hardly move at
all.

These changes in D and E can be understood when considering the response of the molecule, as
a result of the tip approach. Without a surface, the Fe atom is located in the central plane between
the four N atoms of the pyrrole groups. Due to the attraction of the underlying Au substrate, however,
the Fe atom is expected to be slightly below the porphyrin plane [72, 92].

There are two main options of what may happen when the tip approaches the molecule. When
the tip approaches the center of the molecule, the central Fe atom might be pulled up into the central
plane. As this would go along with a reduction of the Fe-N bond length, the splitting between all the
d levels is expected to increase. Moreover, the increasing Fe-surface distance will lower the energy
of the dz2 orbital. Since the magnetic anisotropy results from admixture of the ground state with
excited states, a smaller splitting between the dz2 and the dxz and dyz orbitals will lead to a stronger
mixing of the levels and hence an increase of D , in agreement with the experimental data. Upon
further approach, the Fe atom would start to cross the molecular plane, which should go along with
a reduction of D , as the influence of the tip reverses the previous lowering of the energy of the dz2

orbital [92]. This regime, however, was not reached in our experiment, but has been observed in
measurements on Fe-TPyP on Pb(111) [112]. The trend of the E anisotropy, however, can not so easily
be explained by the lifting of the central Fe atom, as the change of the Fe-N bond length should shift
the responsible dxz and dyz orbitals in a uniform way. Therefore, this model does not explain the
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decreasing E anisotropy that occurs upon tip approach.
Another scenario, which might explain the decreasing E anisotropy, is the overall lifting of the

molecule due to the attractive forces of the tip. Also for this scenario, the lifting of the molecule would
go along with a smaller splitting between the dz2 and the dxz and dyz, as the weakened Fe-surface
bond would relax the Fe atom back into the molecular plane, which would also here account for the
decreasing D anisotropy. Moreover, the lifting of the molecule would most likely be accompanied
by a relaxation of the molecular macrocycle. As in gas phase, the molecular macrocycle is flat and
the pyridyl legs are rotated by 90°, the lifting of the molecule would probably lead to a weakened
deformation of the molecular macrocycle, which would account for the decreasing E anisotropy that
was observed in experiment. A lifting of the molecule upon tip approach has recently been reported
for FeTPP on Au(111) [113], where they observed similar intra-molecular relaxations, which led to the
change of the magnetic properties of the molecules.

Following these arguments, the second option of an overall lifting of the molecule seems to be the
appropriate model to explain the experimental findings.

The same approach series was also recorded on the upper pyrrole group of the Fe-TPyP molecule.
In fig. 3.19b, a similar shifting trend can be observed, as in the center of the molecule: the inner step
shifts much faster to higher energies than the outer step, resulting in an increasing D value with a
simultaneous reduction of E . Since the approach on the upper pyrrole of the molecule will most
likely not act directly on the Fe atom, the change of the anisotropy parameters also on the ligand can
be more easily explained by an overall lifting of the molecule from the substrate.

Moreover, this interpretation can be cross-checked with the shift of the vibrational excitations.
Upon approaching, also the two lowest vibrational modes at 24 meV and 34 meV shift to higher en-
ergies. As mentioned above (see sec. 3), these vibrations can be assigned to buckling and butterfly
modes of the macrocycle of the Fe-TPyP molecule. As both of these modes describe motions perpen-
dicular to the surface, the tip is expected to have a rather strong effect on the energy of the vibrational
excitations. Thus, also the shift towards higher energies seems reasonable, as the presence of the tip
hinders the molecular vibrations.

Charging E�ects on Type I Molecules
In the previous sections, we have analyzed the low-energy properties of the Fe-TPyP molecules. An-
other interesting phenomenon is occuring at higher energy scales and has been neglected so far. In
fig. 3.14a in sec. 2, we studied the electronic properties of Fe-TPyP and observed a shift of the LUMO

and LUMO+1 resonances towards the Fermi level, as a consequence of hybridization with the surface.
However, what is not visible in fig. 3.14a is that all the type I molecules exhibited either oscillations
in the dI /dV signal at higher energies between 1 V to 3 V or negative differential resistance (NDR)
features, where an increasing voltage causes a decreasing current. An exemplary set of the different
features that can arise is presented in fig. 3.20a. The yellow spectrum on the bottom shows the Au
reference spectrum, ensuring the quality and stability of the tip. The other spectra were all recorded
in the center of different type I molecules. As can be seen from this comparison, the oscillatory be-
haviour does mostly occur at the onset of the LUMO (black spectrum) or HOMO resonances (red and
orange spectra), respectively. Only in some occasions, an NDR dip is visible at smaller absolute en-
ergies (blue spectrum). Each of these features is characteristic for the corresponding molecule, i.e.,
it has never occurred that, e.g., a molecule showing an NDR suddenly exhibited oscillations in the
dI /dV spectrum. Apart from these features, the spectra in the rest of the energy window look ordi-
nary, with the characteristic V-shaped dip around EF. There are numerous mechanisms causing NDR

on single molecules [114–121], however, a mechanism is required that can explain the occurance of
all the different types of features in the dI /dV spectra.
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Figure 3.20. a) Overview of different spectra in the range of −2 V to 2 V on different type I molecules. Differ-
ent features ranging from NDR’s to oscillations can be observed. Feedback opened at 1 nA, 2 V with Vmod =
5 mV. Spectra are offset by 1nS for clarity. b) Black spectrum of fig. a). The oscillatory part is shown as an
inset. c) Distance dependent shift of the oscillations towards the Fermi level. d) Constant-height dI /dV maps
recorded on one molecule, showing the increase of the radius of the charging rings at higher bias voltages. The
bright protrusions corresponds to the position of the pyridyl groups such that the rings start in the center of
the molecule. Maps recorded at a setpoint of 140 pA, 800 mV with Vmod = 10 mV.

The black spectrum with the oscillations at positive energies is depicted again in fig. 3.20b and
c. It will exemplarily be chosen to investigate the physical effects behind all these features. One hint
for a possible explanation for these spectral shapes can be obtained from constant-height dI /dV
maps. A set of maps recorded on one molecule is shown in fig. 3.20d for voltages in the range of the
oscillations. In the dI /dV maps, one can observe ring-like variations of the intensity, whose radius
increases with higher bias voltages. Comparison to literature [120, 122–126] suggests these features
to arise from charging effects, where the ring in the dI /dV spectra corresponds to the transition from
one to the other charge state.

In literature, the occurance of charging effects is typically related to the transport through double-
barrier tunneling junctions [120, 121]. Figure 3.21 shows sketches of the energy level alignment for
different regimes in the transport through such a double-barrier tunneling junction. In fig. 3.21a
the situation with zero applied bias is shown. The Fermi level of tip and sample are aligned and the
HOMO and LUMO orbital fully occupied and unoccupied, respectively. Under application of a small
bias voltage (fig. 3.21b), the Fermi level of the tip shifts with respect to the molecular resonances.
However, due to the small barrier between molecule and sample, the molecular resonances also shift
with respect to the sample states. As a consequence of this shift, at some threshold, the LUMO orbital
becomes accessible in the transport and visible in the spectra as a broad peak. Upon further increase
of the bias (fig. 3.21c), the reduced coupling of the molecular states to the sample allows for the HOMO

level to be pulled up above the Fermi level of the sample, which induces a partial emptying of the
HOMO. As a consequence, also the HOMO becomes accessible for transport. As due to the different
tunneling barriers, the hopping of the electron from the molecule to the sample is much faster than
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Figure 3.21. Tunneling through a double barrier junction at positive bias voltages. a) For zero applied bias, the
Fermi levels of sample and tip are aligned and no transport takes place. b) Upon application of a positive bias
voltage, transport can occur through the LUMO orbital of the molecule. c) Upon further increase, the HOMO

resonance is shifted up in energy above the Fermi level of the sample, inducing a partial emptying of the HOMO

level. This is accompanied by the accessibility of an additional transport path.

the filling of the level by a tip electron, the molecule is in a positive charge state, which leads to an
abrupt increase in the conductance, as electron transport is facilitated. An interference between the
transport channels through the HOMO and LUMO might account for the oscillatory behaviour in the
dI /dV traces [127]. Note that depending on the exact coupling to the leads and the energy level
spacing, also the reversed process of first emptying the HOMO and then tunneling through the LUMO

might occur.
One way to validate this explanation is by examining the distance dependence of the oscillations.

In case of charging, a smaller molecule-tip distance would reduce the barrier between the two and
couple the molecular resonances more strongly to the Fermi level of the tip. Hence, smaller bias
voltages would be sufficient to shift the LUMO and HOMO levels in energy. This exact behaviour
has been observed on this molecules, as can be seen in fig. 3.21c, when the tip was approached
consecutively and the oscillations shifted towards the Fermi level.

For the oscillatory feature at positive bias, a consistent explanation could be found that repro-
duces the experimental results and is in agreement with literature. In the following, we want to check
if the same arguments also describe the other features. Therefore, we try to explain the NDR feature
(blue curve in fig. 3.20a in the framework from above. Figure 3.22a shows again the corresponding
dip in the dI /dV spectrum. At first, the distance dependence of the NDR position is examined. The
shift of the NDR with decreasing tip-molecule distance is depicted in fig. 3.22b. With approaching
tip (red to black), the spectra shift to higher absolute energies, and away from the Fermi level. This
is unexpected in a charging picture, because the electric field increases with decreasing tip-sample
distance, and hence, charging should be possible at lower voltages [121, 125].

Despite of this curiosity, we will nontheless consider the transport through a double barrier junc-
tion at negative bias voltages at first, and then try to understand this opposite shifting behaviour with
the electric field. The double-barrier transport sketches for negative bias voltages are shown in fig.
3.22c-e, in analogy to the ones discussed above. At zero bias voltage, the Fermi level of tip and sam-
ple are aligned. At intermediate bias voltages, the HOMO state will be the first accessible transport
channel, where first one electron hops off to the tip and then an electron from the surface can oc-
cupy the resulting unoccupied level. As the first hopping process is slower than the second one, the
molecule will be neutral. If the bias voltage is further increased (see fig. 3.22e), also the LUMO orbital
will contribute to the transport. This time, however, the electrons can quickly occupy the LUMO state
and tunnel only slowly through the barrier into the tip, which leaves the molecule in a negatively-
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Figure 3.22. Tunneling through a double barrier junction at negative bias voltages. a) NDR feature of one of the
Fe-TPyP molecules. b) Distance-dependent shift of the NDR away from EF with increasing fields. Feedback
opened at varying currents with U = 2 V, Vmod = 5 mV. c) For zero applied bias, the Fermi level of sample
and tip are aligned and no transport takes place. d) Upon application of a negative bias voltage, transport can
occur through the HOMO orbital of the molecule. e) Upon further increase of the bias voltage, the molecular
resonances are shifted up in energy above the Fermi level of the tip, inducing a partial filling of the LUMO

orbital. This leaves the molecule in a negative charge state, which induces a reduced differential conductance.

charged state. This leads to a blocking of the tunneling current, resulting in an NDR dip in the dI /dV
spectra. As the tunneling through the HOMO and LUMO might occur here at similar voltages as well,
interference effects are also reasonable to account for the variety in the spectral shapes.

The described mechanism can explain the occurring NDR features in the dI /dV spectra, how-
ever, it does not capture the unexpected behaviour of an increasing NDR onset at smaller tip-sample
distances, as the smaller tunneling barrier should allow the LUMO orbital to be occupied more easily.
However, this behaviour can be explained in case of a variable barrier between sample and molecule.
In case that the molecules slightly lift of the surface during the tip approach, the barrier between
molecule and sample would increase, which would shift up the features in absolute energy. As a sim-
ilar effect of an increasing molecule-sample distance upon tip approach has already been observed
when studying the impact of the tip on the magnetic anisotropy parameters of the molecule, this
picture seems appropriate to explain the curious shifting behaviour.

The previous explanations discussed the general occurance of charging rings and NDR effects in
the dI /dV spectra. In this description, however, we did not identify the electronic resonances that
are involved in this process. The HOMO and LUMO orbitals of the Fe-TPyP molecules, as they are
referred to in sec. 2 (see fig. 3.14a), are located at approx. ±1 eV around EF. Assuming a reasonable
coupling strength between the molecule and the surface, it is not possible to shift this HOMO level
by about 1 eV up to the Fermi level at moderate bias voltages around 2 V. Therefore, it seems more
likely, the the Fe d states, which are situated at approx. ±100 mV around EF account for the HOMO

orbital in the first consideration and the LUMO state in the second explanation, respectively.
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D. Disordered Adatom-Mediated Structure of
Fe-TPyP on Au(111)

In the previous sections, two adsorption geometries of Fe-TPyP on Au(111) were observed and their
electronic and magnetic properties were analyzed. We saw the formation of densely-packed islands
of the Fe-TPyP molecule and an asymmetrically distorted structure. In this chapter, we will examine
a third structure of Fe-TPyP on Au(111), which is prepared analogously to the densely-packed struc-
ture and asymmetrically distorted structure by evaporating at room temperature. However, for this
preparation, a different evaporator was used.

A topography of the structure of the Fe-TPyP molecules on the surface is depicted in fig. 3.23a
and shows the formation of rather unordered molecular islands. From the analysis of the adsorp-
tion angles in fig. 3.23c, the orientation of the molecules in multiples of angles of 15° with respect
to the symmetry directions of the Au(111) substrate becomes apparent. Moreover, also in this ar-
rangement, the pyridyl groups of neighbouring molecules are pointing at each other, as can be seen
in fig. 3.23b by the overlaid structure model. As the opposing arrangement of the N-lone pairs is
energetically not favourable, this orientation corroborates the interpretation of atoms at the linking
positions. Furthermore, in this structure, the molecules appear more blurry than the ones in the
densely-packed structure or the distorted structure, which might indicate a stronger hybridization
of the molecules with the substrate. This interpretation is supported by the constant-height∆f map
shown in fig. 3.23e. The map showing a single Fe-TPyP molecule (see fig. 3.23d for topography) indi-
cates that in this molecular structure, the pyrrole groups are the highest molecular moiety, in contrast
to previous structures, where the pyridyl legs were protruding the most. To analyze what may cause
the pyridyl legs to adapt a flatter geometry, the preparation conditions may give a hint. In contrast to

Figure 3.23. Disordered adatom-mediated structure of Fe-TPyP molecules on Au(111). a) Topography showing
the formation of rather unordered Fe-TPyP molecules on the substrate. b) Close-up view of a molecular island,
indicating the orientation of the pyridyl groups. c) Analysis of the orientation in multiples of 15° of the Fe-TPyP
molecules on the substrate. d) Topography and e) constant-height ∆f map of a single Fe-TPyP molecule. In
contrast to previous structures, the pyrrole groups of this molecule are the highest moiety. During the recording
of the∆f map, the tip was retracted by 0.35 Å with respect to the setpoint of 140 pA, 300 mV.
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the previous preparations, a different evaporator was utilized to obtain this structure. Several prepa-
rations under similar conditions all resulted in the same structure, however, after a while, the surface
became more contaminated during evaporation. As this structure was only obtained with this one
particular evaporator, it seems likely that some kind of contaminant from the evaporator was involved
in the formation of this structure, and induced a flattening of the pyridyl legs. However, the origin of
this contaminant is unclear. Nontheless, despite the uncertainty of the nature of the additional con-
stituents of this molecular structure, in the following, the properties of these Fe-TPyP molecules will
be examined.

At first, we want to investigate the electronic properties. Figure 3.24a shows a dI /dV spectrum
recorded in the center of an Fe-TPyP molecule (black) and a reference spectrum on Au (yellow).
Two pronounced resonances can be identified: the HOMO resonance at −1.3 V and the LUMO and
LUMO+1 peaks at 750 mV and 820 mV with an additional shoulder at 540 mV. The LUMO and LUMO+1
onset of these molecules is even more down-shifted than the ones of the asymmetric structure, indi-
cating an even stronger hybridization with the substrate due to the flatter pyridyl legs. Figure 3.24b
depicts a series of dI /dV maps that were recorded at the energies of the HOMO and LUMO resonances
and at the higher-lying state at 2 V. In agreement to maps on the densely-packed structure, the HOMO

orbital is more localized in the center of the molecule, whereas the LUMO is more delocalized at the
organic macrocycle. The state at 2 V even shows the highest contributions at the pyridyl legs of the
molecule.

Figure 3.24. Electronic properties of the Fe-TPyP molecules in the disordered adatom-mediated structure. a)
dI /dV spectrum recorded in the center of the molecule, showing the LUMO, LUMO+1 and HOMO resonances.
Feedback opened at 2 V, 1 nA with Vmod = 10 mV. b) Topgraphy and constant-height dI /dV maps (Vmod =
10 mV) recorded at the energies of the resonances in a). c) dI /dV (red) and d2I /dV 2 (black) spectra recorded in
the center of an Fe-TPyP molecule, showing several steps that are symmetric around the Fermi level. Feedback
opened at 150 mV, 3 nA with Vmod = 1 mV. d) dI /dV (red) and d2I /dV 2 (black) spectra recorded on the upper
pyrrole of an Fe-TPyP molecule (same feedback parameter as in c). e) Topgraphy and constant-height dI /dV
maps recorded at several characteristic energies (Vmod = 5 mV).
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Table II. Assignment of the peaks in the HREELS spectra to steps in the dI /dV signal of the distorted staggered
structure and the disordered adatom-mediated arrangements of Fe-TPyP, together with their calculated en-
ergy from DFT calculations (b3pw91/genecp) for dihedral angles of 25° and 60°, respectively. All energies are
given in meV. The symbolsν,δ,γ andτdenote stretching, in-plane wagging, out-of-plane wagging and torsion,
respectively.

Hreels Iets (ord.) Iets (disord.) Dft (25°/60°) Mode
16 24.4 21 17 / 18 symmetric buckling / asymmetric buckling
32 33.9 30.5 30 / 30 Butter�y mode, Fe-tapping / sym. ν (Pyrrole)
45 - - - -
60 61.0 54 59 / 59 N-tapping / τ(Pyrrole)
72 - 69 73 / 68 γ(C-H) / δ(C-H)
78 80.4 - 82 / 83 δ(C-C-C) / γ(C-H)
88 - 90 92 / 93 γ(C-H) / δ(C-H)
100 107 104 109 / 108 γ(C-H) / δ(C-H)
122 - 115 114 / 115 δ(C-N / δ(C-H))
135 - - - -
151 - - - -

Moreover, also the molecules in this arrangement exhibit a dip-like feature around the Fermi level.
A close-up view of this feature is shown in fig. 3.24c. As for the type I molecules of the asymmetri-
cally distorted structure, also these molecules exhibit a variety of steps in the dI /dV signal at energies
ranging from 7 meV to 115 meV. To allow for a better analysis of the step positions, in addition to the
dI /dV signal, also the d2I /dV 2 signal is recorded simultaneously and plotted in black. By comparing
the step position in the dI /dV signal with the peak/dip positions in the d2I /dV 2 signal, ten inelastic
excitations can be identified, as marked by the dashed lines. Due to the similarity of this spectrum,
with the ones of the type I molecules of the distorted structure, it seems reasonable that the steps in
the spectra have the same origin. Hence, the two innermost steps marked by the red dashed lines
at 6 meV and 9 meV are assigned to result from inelastic spin excitations. The blue dashed lines in-
dicate vibrational excitations that are clearly resolvable and the grey lines correspond to molecular
vibrations that are only faintly distinguishable.

The similarity of the spectral shape is also observed on the ligand of the Fe-TPyP molecules, as
plotted in fig. 3.24d. The dI /dV spectrum shows the exact same trends as the one on the type I
molecules of the distorted staggered structure. The two lowest vibrational modes are strongly en-
hanced at positive bias voltages, whereas they are hardly visible at negative bias polarity. Moreover,
the higher-lying vibrational modes have a much weaker intensity at both bias polarities. Due to the
similarity between the spectral shapes at the high and low energy scale with the spectra on the dis-
torted staggered structure, the general character of the Fe-TPyP molecules seems to be maintained.
Hence, a strong modification of the molecular properties by the aforementioned contaminant from
the evaporator can be excluded and the latter most likely only alters the molecular adsorption geom-
etry.

The step energies that are observable in the dI /dV signal are listed in tab. II, together with the
energies determined from the HREELS measurements (see sec. C) and the ones observed on the type
I molecules of the distorted staggered structure. The lower energy modes between 20 mV and 60 mV
are in agreement for both structures. At higher energies, however, more steps are apparent in the
disordered adatom-mediated structure.

The localization of the steps at positive energies can be seen in constant-height dI /dV maps, as
shown in fig. 3.24e. In general, the same observations as on the densely-packed molecules and the
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ones in the distorted staggered arrangement can be made. At negative bias voltages, the signal in-
tensity is highest in the center of the molecule. At positive bias voltages, however, the observations
are slightly different on the different structures. Whereas on the densely-packed structure and dis-
torted staggered structure, the signal intensity is always higher on the upper pyrrole groups than in
the center of the molecules, in the adatom-mediated structure, the same signal intensity is obtained
in the center and on the ligand above 110 mV. Only below 110 mV, the signal on the upper pyrroles
is stronger than in the center.



58 III. SPIN- AND VIBRATIONAL EXCITATIONS OF FE-TPYP ON AU(111) AND MOS2

E. Comparison of the Di�erent Adsorption
Structures of Fe-TPyP on Au(111)

In sec. B, sec. C and sec. D, three different structures of Fe-TPyP on Au(111) were characterized.
The similar localization of the molecular resonances on the molecules in all three arrangements em-
phasizes the similarities between all three investigated structures. However, the different magnetic
properties also indicates that there are differences between the molecules in the different arrange-
ments. Moreover, on two structures, vibrational excitations were observable, which were absent for
the other two types of molecules. To understand how the molecular properties are altered in the dif-
ferent structures, in this section, a direct comparison of the properties of the molecules in all three
adsorption geometries is made.

Similar preparation conditions were chosen to obtain the different structures, with the sample
held at room temperature during the deposition of molecules. However, due to the conformational
degrees of freedom of the Fe-TPyP molecules, different intermolecular configurations can emerge,
which are influencing the intramolecular distortions. The corresponding adsorption geometries for
the three observed structures are depicted in fig. 3.25 for a the densely-packed structure, b the dis-
torted staggered structure and c the disordered adatom-mediated structure.

In the densely-packed arrangement, all molecules show the same spectral features. In the dis-
torted staggered structure, two different types of molecules were observed. By studying the occu-
rance of the type I and type II molecules within the islands, no correlation between the arrangement
of type I and type II molecules and the symmetry properties of the underlying substrate could be
observed. Hence, it seems unlikely that the different types result from different adsorption sites on
the Au(111) substrate but are rather assigned to slightly different molecular distortions. The third

Figure 3.25. Topography, showing the adsorption geometries of the three observed arrangements of a) the
densely-packed structure; b) the distorted staggered structure and c) the disordered adatom-mediated struc-
ture. The colour of the boxes around the images corresponds to the spectral colours in figs. 3.27, 3.28 and 3.29.
Images recorded at a) 0.2 V, 200 pA; b) 0.23 V, 160 pA; c) 0.44 V, 93 pA. d) Sketches of the saddle deformation of
the Fe-TPyP macrocycle. Exemplarily, a dihedral angle of 25° was chosen.



E. COMPARISON OF THE DIFFERENT ADSORPTION STRUCTURES OF FE-TPYP ON AU(111) 59

structure, the disordered adatom-mediated structure, was observed, when preparing with a different
evaporator. In this structure, a more random orientation of the molecules was found, with some kind
of species that was codeposited during the evaporation process presumably coordinating between
the Fe-TPyP N lone pairs of the pyridyl groups. However, its nature remains unclear. Due to the sim-
ilarity of the electronic and magnetic properties of the molecules in this structure to the ones in the
other structures, we will nontheless consider this structure for a direct comparison.

1. Symmetry of Saddle Deformations
The first aspect to be compared is the molecular geometry on the surface. From the STM topographis
in fig. 3.26a-c, the densely-packed structure and the distorted staggered arrangement clearly show
a saddle shape deformation of the Fe-TPyP molecules. The topography of the disordered adatom-
mediated structure, in contrast only shows a weak hint of this deformation of the macrocycle. How-
ever, STM topographies in general do not purely reflect the geometry of the molecules but are a con-
volution with the electronic properties. To determine the molecular structure, AFM images are a more
suitable choice. In fig. 3.26d-f, constant-height∆f maps of all three structures are depicted (compare
to the corresponding sections for more details).

In case of the densely-packed structure (see fig. 3.26a,d) and the distorted staggered structure (see
fig. 3.26b,e), the pyridyl legs are the molecular moities that protrude the most from the surface. This
indicates a rather weak interaction with the substrate, as the favoured structure in gas phase exhibits
completely orthogonal pyridyl legs. In the disordered adatom-mediated structure (see fig. 3.26c,f), in
contrast, the pyridyl groups are much flatter and the upper pyrrole groups are the highest part of the
molecule. This flattening of the pyridyl legs leads to much stronger hybridization of the macrocycle
with the underlying Au(111) surface.

Moreover, there is a difference in the symmetry of the rotation of the pyridyl legs. Whereas the

Figure 3.26. Constant-current topographies and constant-height ∆f maps for a,d) the densely-packed struc-
ture; b,e) the distorted staggered structure; c,f ) the disordered adatom-mediated structure. Whereas in the
densely-packed structure and the distorted staggered structure, the pyridyl legs are the highest moiety, the
molecules in the disordered adatom-mediated structure show a higher pyrrole group. Moreover, the maps in-
dicate different symmetries of the rotational angles of the pyridyl legs between all structures. The blue boxes
in b) indicate the type II molecules. STM topographies recorded at a) 0.23 V, 150 pA; b) 0.23 V, 160 pA; c) 0.84 V,
130 pA. g) Analysis of the length difference between opposing pyridyl groups of the molecules in the differ-
ent structures. The grey dashed line corresponds to the maximal theoretical difference of 0.7 Å that is possible
without considering intramolecular distortions.
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map of the densely-packed structure (see fig. 3.26d) indicates equal rotational angles of all four
pyridyl groups, the maps of the distorted staggered and the disordered adatom-mediated arrange-
ments indicate that two diagonal pyridyl legs are rotated more strongly than the remaining two. Thus,
there is a breaking of the mirror symmetry in the distorted staggered structure and the disordered
adatom-mediated arrangement. Surprisingly, no difference was observable between the type I and
type II species of the distorted staggered structure in the∆f maps (blue boxes in fig. 3.26e) mark the
type II molecules). This indicates that only very small differences in the molecular structure that can
not be resolved with AFM measurements, are responsible for the change of the molecular properties.

When analyzing the distance between opposing pyridyl groups, another discrepancy between
the structures can be identified. An evaluation of the distance between the different pyridyl groups
is shown in fig. 3.26g. Only minor differences between opposite pyridyl groups can be distinguished
for the molecules in the densely-packed structure (black curve). For the molecules in the distorted
staggered structure, on the contrary, the lower pyridyl groups of the molecules exhibit a larger dis-
tance than the upper ones (red curve). The grey dashed line at 0.7 Å indicates the maximum length
difference than can be explained by different rotational angles of the pyridyl groups (see sec. C.1.1 for
more details). As the experimentally determined length difference does exceed this value, the larger
length difference indicates an intramolecular distortion of the molecular macrocycle.

A slightly smaller but non-negligible length difference is also observable for the distorted mole-
cules in the line arrangement (green curve), as introduced in sec. C.1.1. Also the two left molecules
in the adatom-mediated structure shown in fig. 3.26c exhibit different distances between the pyridyl
groups along the different directions. For the two right molecules, the length difference could not be
determined, as the flattening of the pyridyl groups for these molecules does not allow to precisely de-
termine the position of all four pyridyl groups. Unfortunately, the lack of∆f maps of more molecules
does not allow to get suffient statistics about the length difference for this structure. However, the two
investigated molecules indicate that also the molecules in the adatom-mediated structure exhibit an
intramolecular distortion.

2. Hybridization E�ects Induced by Saddle Deformations
After the differences in the geometry of the molecules were analyzed, their influence on the electronic
properties will be investigated in the following. In fig. 3.27a, the dI /dV signals recorded in the center
of Fe-TPyP molecules in the respective structures are compared. Whereas the energetic position of
the HOMO resonance stays more or less constant for all different structures, the LUMO and LUMO+1
resonances, whose degeneracy is lifted by the saddle deformation of the macrocycle, vary by several
hundreds of meV. As described in sec. B, the LUMO orbital is located at the organic macrocycle of the
Fe-TPyP molecule with its main weight on the pyridyl legs (compare inset in fig. 3.27a, where a dI /dV
map at the energy of the LUMO resonance is exemplarily depicted for the densely-packed structure).
A down-shifting of the LUMO towards the Fermi level therefore indicates a stronger hybridization of
the organic macrocycle and especially the pyridyl endgroups with the underlying Au(111) substrate.
Following the analysis of the adsorption geometries of the previous sections, the molecules in the
densely-packed structure (black) and the distorted staggered arrangement (red, blue) both exhibit a
geometry, where the pyridyl legs are the most protruding moiety. This elevates the porphin macro-
cycle from the substrate and minimizes hybridization effects. Moreover, the stronger rotation of the
pyridyl legs with respect to the substrate also minimizes the orbital overlap on the pyridyl groups.
The different rotational angles of the pyridyl groups in the distorted staggered structure might lead to
slightly stronger hybridization effects, which might account for the down-shifting of the LUMO and
LUMO+1 resonances. In contrast to the distorted staggered structure and densely-packed structure,
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Figure 3.27. a) Shifting of the LUMO and LUMO+1 resonances for the three structures of Fe-TPyP. Black: the
densely-packed structure, red and blue: the distorted staggered structure, and yellow: the disordered adatom-
mediated structure. The spectra are normalized to their LUMO resonance and offset for clarity. The inset shows
a dI /dV map of the LUMO resonance for the densely-packed structure, indicating that the LUMO is mainly lo-
calized on the organic macrocycle of the molecules. b) Changing topography of a single molecule of each of the
structures. Although the overall appearance of the Fe-TPyP molecules is the same, with increasing hybridiza-
tion, the topographies appear more blurry.

the pyridyl groups of the molecules in the disordered adatom-mediated structure (yellow) lie flatter
on the substrate, which brings the macrocycle of the molecules closer to the surface. The enhanced
hybridization of the porphin macrocycle and the stronger orbital overlap due to flatter pyridyl legs,
hence induces a down-shifting of the LUMO and LUMO+1 towards EF.

3. Magnetic Changes: Spin Crossover and Anisotropy Splitting
The changing of the molecular geometry does not only impact the electronic resonances of the mo-
lecules, but also goes along with changes in the magnetic properties. The magnetic ground state of
a system is determined by the ligand field acting on the central magnetic atom. In general, in case
of a stronger ligand field, a lower spin state is expected, as the ligand field induces a stronger split-
ting of the corresponding d levels such that the lower levels tend to be doubly occupied. For weaker
ligand fields, in contrast, the system approaches the case of a free atom, where high-spin states are
favoured. The same observation holds for the Fe-TPyP molecules in the different structures. Fig-
ure 3.28a shows the magnetic fingerprints in the dI /dV spectra of all four types of molecules. For all
cases, the symmetric steps around the Fermi level correspond to the opening of an inelastic transport
channel due to spin excitations. To understand the different signatures, the electron configurations
of all four structures have to be compared.

Figure 3.28b shows the proposed d-level occupation of all structures. The left sketch corresponds
to the level occupation in the densely-packed structure, as described in sec. B.3 and reported in [71].
Here, the dxy and dxz orbitals are doubly occupied, the dyz and dz2 orbitals bare one spin each, and
the highest lying level, the dx2-y2 remains unoccupied. The total spin of this electron configuration is
S = 1, with a vanishing transverse anisotropy due to the almost degenerate dxz and dyz levels. If the



62 III. SPIN- AND VIBRATIONAL EXCITATIONS OF FE-TPYP ON AU(111) AND MOS2

molecular geometry is distorted, also the position of the adjacent N atoms that coordinate to the Fe
center is changed, such that the D4h symmetry is reduced to D2h. As a consequence, the degeneracy
between the dxz and dyz levels is lifted, which induces a transverse anisotropy component E 6= 0 to the
system. This splitting of the spin eigenstates manifests itself in a splitting of the excitation step in the
dI /dV spectra. Moreover, a downshifting of the dz2 and dx2-y2 orbitals will be observed, as the average
Fe-N bond length will decrease due to the distortion, which weakens the influence of the ligand field.
In case of these distortions being rather small, the system will still be in an intermediate S = 1 state,
as is the case for the type I molecules of the distorted staggered structure (red). Interestingly, also
in case of the molecules in the disordered adatom-mediated structure (yellow), the intramolecular
distortion seems to be in a similar regime, as it is also described by a S = 1 state with very similar
anisotropy parameters. If the Fe-N bond length is further increased, either by a stronger distortion or
by dislocating the Fe atom into the surface plane, the energy level difference will become smaller than
the spin-pairing energy and the system will undergo a spin crossover, with the S = 2 high-spin state
constituting the new magnetic ground state. Although this elongation of the Fe-N bond length can
not be resolved with AFM, this seems to be the origin of the spectral changes for the type II molecules
in the distorted staggered arrangement (blue).

Figure 3.28. Comparison of the magnetic properties of all Fe-TPyP structures. a) dI /dV spectra at ±20 mV
around EF, exhibiting different numbers of steps symmetric around the Fermi level. The corresponding spin
state assumed to fit the data (gray dashed lines) is given next to the graphs, as well as the resulting anisotropy
parameters D and E . Fit performed with the program by Markus Ternes [99]. b) Proposed d-level occupation
for the different magnetic ground states. The increased saddle shape distorts the ligand field, finally leading to
a spin crossover. Feedback opened at yellow & black: 50 mV, 2 nA with Vmod = 0.5 mV; red & blue: 50 mV, 1 nA
with Vmod = 0.25 mV, B = 0.5T , T = 1.1 K.
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4. Intensity of Vibrational Signatures
Besides their magnetic ground state, another major difference between the molecular arrangements
lies in the observation of vibrational excitations for some structures and the absence of the latter for
others. In order to understand the cause of this effect, the minute changes in the energetic position
of the resonances that mediate the virtual transitions have to be considered, namely the hybrid dz2

and dyz orbitals. Therefore, the dI /dV spectra in an energy window of−150 mV to 150 mV are shown
both for the center of the molecule and for the ligand, respectively.

In the center of the molecules (fig. 3.29a), a V-shaped feature can be observed on all structures,
which exhibits a symmetric lineshape with respect to the Fermi level. Moreover, all of the spectra
show one or two steps at low bias voltages, which are attributed to spin excitations. However, only the
yellow and red curves show a variety of steps at higher energies. For comparison, a spectrum has also
been recorded on one of the non-metallated TPyP molecules, which can occasionally be found on the
surface. In the corresponding spectrum shown in gray, neither peaks nor steps can be observed. To
probe the localization of the corresponding features, spectra were also recorded on the upper pyrrole
groups of the molecule, as shown in fig. 3.29b. Here, however, the lineshapes of the spectra recorded
on the different structures show some differerences. In agreement to the spectra in the center of the
molecules, also the spectra on the ligand show the low-energy spin excitations at the same energies.
Apart from these innermost steps, the blue and the black spectra show a rather flat dI/dV curve at
negative bias voltages. The yellow and red spectra, on the contrary, exhibit a step at around −84 mV.
At positive bias voltages, the blue spectrum exhibits a single peak at 72 mV. The black spectrum shows
a double resonance, with peaks at 70 mV and 115 mV. The yellow and red spectra also show two
peaks, however, they are at 35 mV and 90 mV and hence shifted to lower energies (see grey dashed

Figure 3.29. Comparison of the vibrational signatures a) in the center and b) on the ligand of the different
molecular structures. Overall, the same spectral trends can be observed, with symmetric spectral shapes in
the center, and more asymmetric lineshapes on the ligands. Feedback opened at yellow: 150 mV, 3 nA with
Vmod = 1 mV; red & blue: 200 mV, 2 nA with Vmod = 0.5 mV, B = 0.5T , T = 1.1 K; black: 200 mV, 2 nA with Vmod =
1 mV.
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line). Moreover, the red and yellow spectra exhibit some pronounced steps at positve bias voltages.
From the HREELS data (see sec. C.3), the origin of the steps in the dI /dV spectra could be un-

derstood. However, only the yellow and red spectra exhibited fingerprints of vibrational excitations,
whereas no steps were observable in the blue or black spectra. Furthermore, on the yellow and red
spectra, the vibrational excitations were also observable on the upper pyrrole groups of the molecules.
Here, however, the steps were visible exclusively at positive bias voltages.

In the center of the molecule, there are resonances both at around −130 mV and at 130 mV. On
the ligand, on the contrary, peaks are only distinguishable at positive bias voltages. By comparing to
recent studies of FeTPP on Au(111) [71], the peak at negative bias voltages, which is localized in the
center of the molecule, is assigned to result from mainly the dz2 orbital of the Fe atom. The resonance
at positive bias voltages, which has a high density of states on the upper pyrrole groups is interpreted
as a hybrid state between the unoccupied Fe dyz orbital and ligand states. In relation to the molec-
ular resonances, also the vibrational excitations on the ligand can only be discerned at positive bias
polarity. To understand this correlation, the excitation mechanism of molecular vibrations has to be
considered. For the excitation of molecular vibrations, one can differentiate between two scenarios.
Either, the excitation occurs resonantly or non-resonantly (see sec. II.4). Non-resonant excitations
occur, when the applied bias voltages lie well below the molecular resonances. The excitation of vi-
brations here is dominated by an impact scattering of the tunneling electron, which is independent
of existing molecular resonances [42, 109]. Its contribution to the dI/dV signal is positive but typically
very small [109], such that they are often not detected in spectroscopy. The excitation cross section
of vibrations in the non-resonant regime can be strongly enhanced by the existence of molecular
resonances close to the Fermi level, which allow for co-tunneling [42, 128–132]. The proximity of a
molecular resonance leads to an increase of the dwell time of the electron in the molecule, giving
it more time to interact with the vibrational modes of the molecule. As the excitation of molecular
vibrations, in this case, is mediated via virtual excitations to the higher lying molecular resonances
obeying Heisenberg’s uncertainty principle, the energy alignment of the corresponding levels plays a
crucial role for the observation of steps in the dI /dV signal [132, 133].

If, on the other hand, a molecular state lies within the transport window, the excitation process
occurs resonantly. In contrast to the non-resonant excitation path, where the tunneling electron re-
mains on the molecule only for very short times, the resonant process occurs in the ionic charge state
of the molecule [132, 134]. Hence, the corresponding resonant vibronic excitations appear as peaks
in the dI /dV signal, which can only be resolved in case of long lifetimes of the excited states.

In a simple transport picture, for non-resonant transport, the excitation of a molecular vibration
should always result in a step in the dI /dV signal. However, interference effects can occur between
the elastic and inelastic transport paths. More specifically, it has been shown that molecular vibra-
tions change the density of states for the elastic path, which might lead to decreasing elastic contri-
butions [109, 135]. As the total dI /dV signal is the sum of the elastic and inelastic contribution, the
step intensity can vanish for certain vibrational modes [135] and might even lead to negative peaks
and NDR effects in the signal [44, 109, 128, 135–138]. Although these effects might be able to explain
the absence of certain vibrational modes on some of the molecular structures, it seems unlikely that
all the vibrational signatures should have disappeared completely via these mechanisms for both the
densely-packed structure and the type II molecule of the distorted structure.

Instead, to understand the different intensity of the vibrations in the Fe-TPyP molecules, the en-
ergy positions of the states that are involved in the virtual excitation processes have to be compared.
In the center of the molecule, there are corresponding states at both bias polarites. Therefore, in the
center of the molecule, the cross section to excite vibrations is enhanced at both bias polarities due
to the presence of resonance. Hence, also the steps in the dI /dV signal can be observed at both bias
polarities with almost equal intensity. On the ligand, however, there is no density of states available
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at negative bias voltages to mediate the virtual excitation process, as the states are too far away from
the Fermi level. Therefore, vibrational modes are only enhanced at positive bias voltages.

Moreover, the energy position of the resonances also explains the absence of vibrational features
on the blue and black spectra. As mentioned above, a shift of the positive bias resonances can be
observed between the spectra, as indicated by the gray dashed lines in fig. 3.29b. Intriguingly, there
is a connection between the energy position of this resonance and the intensity of molecular vibra-
tions: for the yellow and red spectra, the energy of the resonances is lower than for the blue and black
spectra. Following the framework of co-tunneling, a lower energy of the excited levels corresponds to
a longer dwell time of the electron in the molecule. Therefore, also the cross section of the inelastic
excitations increases, when the corresponding states shift to lower energy, which eventually leads to
stronger inelastic features in the dI /dV spectra.

Despite the fact that we were able to explain the intensity of the vibrational excitations solely by
the energy position and localization of the involved resonances, more aspects usually have to be con-
sidered to explain the intensity of vibrational modes. Several studies have shown that the intensity of
vibrations is also influenced by the symmetry of the orbitals of the molecule and the tip or the cou-
pling of certain vibrational modes to the molecular orbitals [111, 139]. However, as we always study
the same molecule on the same substrate, these other aspects that might influence the vibrational
intensities basically remain unchanged. Hence, these parameters can be neglected in our consider-
ations.
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F. Annealed structure of FeTPyP
For all the different structures of Fe-TPyP that were shown in the previous sections, the sample was
held at room temperature during the preparation process. In this section, the Fe-TPyP molecules
were annealed to temperatures around 300 ◦C, where a modification of the topographic appearance
of the molecules could be oberved. An image of the Fe-TPyP molecules on the Au(111) surface af-
ter annealing is depicted in fig. 3.30a, showing rather unordered islands of Fe-TPyP molecules. A
close-up view of the molecules is shown in the inset of fig. 3.30b, indicating a flatter geometry of the

Figure 3.30. Adsorption structure of Fe-TPyP molecules after post-annealing the sample to 300 ◦C. a) Topogra-
phy showing the random orientation of the Fe-TPyP molecules. b)∆f approach curves on various points along
an Fe-TPyP molecule. c) Minima of the∆f curves in b). Despite the flat appearance of the molecule in STM and
AFM images, the upper pyrroles are situated about 0.65 Å above the Fe center. d) Topography of two Fe-TPyP
molecules. e) Structure model as assumed from the constant-height∆f maps recorded at different tip-sample
distances in g-i). To enhance the resolution, the∆f maps were post-treated by adding the Laplace-filtered im-
age to the original map. f ) Simulated ∆f map based on the structure model in e). A good agreement between
the simulation and the experimental maps can be observed.
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molecules in contrast to the pronounced saddle shape that is visible in the STM topographies of the
other structures. Morover, a distinguishable protrusion at the position of the Fe center is visible.

To analyze the molecular structure in terms of its saddle deformation, we recorded∆f approach
curves on the Fe-TPyP molecules. Therefore, the tip was positioned on a molecule and the tip-sample
distance was reduced until a minimum in the ∆f curve was seen. This minimum indicates the dis-
tance at which repulsive forces between the tip and the molecule start to become non-neglegible.
Hence, this distance is taken at as reference point to determine the height of the respective molecular
group. One set of spectra recorded along the pyrrole groups of a molecule is shown in fig. 3.30b, with
the determined minima of the∆f approach curves shown in fig. 3.30c. Despite the flat appearance of
the molecules in the STM topographies, the∆f approach curves indicate the Fe center to be situated
approx. 0.65 Å below the pyrrole groups, which might be explained by a lowering of the Fe atom into
the surface plane as a result of the interaction with the surface. In the previous structures of Fe-TPyP,
different properties were observed along the upper and lower pyrrole groups of the molecules, due
to the saddle shape of the molecules (see Appendix B for corresponding ∆f approach curves on the
other structures of Fe-TPyP). For the annealed Fe-TPyP molecules, however, a similar height differ-
ence is obtained along both symmetry axis of the molecule, indicating the absence of a saddle-shape
deformation.

To understand the intramolecular changes induces by the annealing, constant-height ∆f maps
were recorded on two molecules (see fig. 3.30g-i). The ∆f maps support the interpretation that the
molecules no longer exhibit a saddle shape. Moreover, the flat geometry of the molecules allows to
resolve the structure of the carbon rings of the macrocycle and indicates that the molecular structure
was strongly altered during the annealing process: in total eight C–H bonds were broken in each
molecule and new C–C bonds have formed between the pyridyl rings and adjacent pyrrole groups
(compare to structure model in fig. 3.30e). In the right molecule of the ∆f maps, all pyridyl groups
have bonded to the respective neighbouring pyrrole group on the right side. The left molecule, on
the conrary, has a more asymmetric shape, as the upper pyrrole group has no pyridyl groups bound
to it, whereas two new bonds were formed between the right pyrrole group and the two neighbouring
pyridyl groups. From the topographic image, however, these structural differences between the two
molecules can not be distinguished. In fig. 3.30f, a simulated4 ∆f map based on this structure model
is depicted, showing a good agreement between the simulations and experimental findings.

1. Electronic properties of annealed FeTPyP
After strong modifications of the molecular structure were observed, their influence on the elec-
tronic and magnetic properties of Fe-TPyP has been investigated. Figure 3.31 shows dI /dV spectra
recorded on the annealed Fe-TPyP molecules. In fig. 3.31a, a spectrum recorded in the center of an
Fe-TPyP molecule is shown. Apart from a resonance at approx. −200 mV, no further peaks can be
distinguished. Even at positive bias voltages, where the previously investigated structures of Fe-TPyP
exhibited pronounced LUMO resonances, no peaks can be observed. Only at voltages above 1.5 V, an
onset of a peak can be seen. In fig. 3.31c and d, dI /dV spectra are shown at different sites on an Fe-
TPyP molecule. The largest contribution of the resonance at −200 mV can be observed in the center
of the molecule. At the pyrrole groups (fig. 3.31c) and along the diagonal axis of the molecule (fig.
3.31d) some DOS at positive bias voltages can be seen at around 100 mV. Note that the spectra in fig.
3.31d on two opposing sites of the molecules are not the same, but a higher peak intensity is found in
the red spectrum, corresponding to the lower left corner of the Fe-TPyP molecule. This asymmetry is
also observable in dI /dV maps (see fig. 3.31e) and might be attributed to an asymmetric geometry of

4The simulated images were obtained using the online tool provided by the group of P. Jelinek [87, 88].
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Figure 3.31. Electronic properties of Fe-TPyP molecules after post-annealing the sample to 300 ◦C. a) dI /dV
spectrum recorded on Fe-TPyP (black) and a reference spectrum recorded on Au(111) (yellow). A pronounced
resonance can be observed on the molecules right below the Fermi level. At positive bias voltages, the onset of
a peak can be distinguished at above 1.5 eV. b) Zoom into the region around EF, showing the absence of any
inelastic features. c) dI /dV spectrum recorded in the center (black) and on one pyrrole group of the molecule
(red). d) dI /dV spectrum recorded along the diagonal axis of an Fe-TPyP molecule. e) Constant-height dI /dV
maps recorded on several molecules. Whereas all molecules exhibit a high DOS at negative bias voltages in the
center, the dI /dV signal at positive bias voltages varies for the different molecules. For the recording of the
maps, the tip was retracted by 1.5 Å from the setpoint of 500 pA, 200 mV with Vmod = 3 mV.

this particular molecule. As described above, different bonding motifs are observed during the bond
formation between the pyrrole groups and the pyridyl legs. Hence, these possible differences might
explain the asymmetric distribution of the resonance at 100 mV across some molecules. Unfortu-
nately, no∆f maps were recorded on this specific island, such that the identification of the molecular
structure is not possible. The dI /dV maps recorded at negative bias voltages show a similar localiza-
tion as for the previous structures, with its main contribution in the center of the molecule.

Moreover, in contrast to the previous structures of Fe-TPyP, no inelastic excitations of magnetic
or vibrational nature can be observed on the annealed molecules (see fig. 3.31b). These differences
can be explained by the formation of new bonds that alter the molecular orbitals. Therefore, both the
magnetic properties and the vibrational modes are affected. Moreover, the flat adsorption geometry
of the molecules increases the coupling with the substrate. The short lifetime of excited states hence
leads to a quenching of inelastic signatures.
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G. FeTPyP on Single-Layer MoS2
In the previous sections, different adsorption structures of Fe-TPyP molecules were investigated on a
Au(111) substrate. Depending on the preparation conditions, different structures emerged, with dif-
ferent electronic and magnetic properties. Moreover, depending on the energetic position and width
of these electronic resonances with respect to the Fermi level, certain vibrational excitations were ei-
ther observable in the dI /dV spectra or smeared out for other structures. In this chapter, we want to
investigate how the vibrational excitations of Fe-TPyP molecules are affected if the molecules adsorb
on a decoupling layer of MoS2, which is grown on the Au(111) substrate. Due to the decoupling layer,
less overlap between the molecular orbitals and the surface can occur, and hence also the hybridiza-
tion effects and lifetime broadening should be reduced. We thus expect to see narrow resonances
that are higher in energy as compared to the Au(111) substrate, which, following the argument from
above, should influence the intensity of the vibrational signals.

1. Preparation Conditions of Single-Layer MoS2 on Au(111)
For the preparation, the general procedure described by S. Helveg, et al. [140] with some modifica-
tions in pressure and temperature was followed. To grow MoS2 islands, molybdenum is evaporated
for 40 to 80 minutes under H2S atmosphere (p = 1×10−5 mbar) with the sample held at room tem-
perature. After evaporation, the sample is annealed at 530 ◦C for 25 min still under H2S atmosphere.
Afterwards, the H2S flow is stopped and the sample cooled down and transferred into the STM. In a
second step, the Fe-TPyP molecules were evaporated onto the sample. Therefore, the sample had to
be cooled down to below 150 K during evaporation, to assure that a part of the molecules stays on the
MoS2 substrate.

2. Properties of Single-Layer MoS2
MoS2 is a material from the family of transition-metal dichalcogenides (TMDC). These materials have
gained a lot of attention in the scientific community in the last years, as they exhibit similar properties
as graphene while they simultaneously exhibit a sizeable band gap [141]. Whereas bulk MoS2 has an
indirect band gap with the valence-band maximum (VBM) at the Γ point and the conduction-band
minimum (CBM) between the Γ and K points, single-layer MoS2 has both the VBM and the CBM at

Figure 3.32. Single layer MoS2 on Au(111). a) Topography showing the growth of multiple MoS2 islands of
different sizes on a Au(111) substrate. b) Close-up view of a MoS2 island, showing the Moiré superstructure
with its unit vectors ~a and ~b . c) Characteristic spectrum on MoS2, showing the band gap of approx. 1.9 V.
Inset: Schematics of the triple-layer MoS2 structure.
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the K point [141].
The MoS2 monolayer consists of a layer of molybdenum atoms, sandwiched between two sulfur

layers (see inset of fig. 3.32c), which are bond via covalent ionic bonds [142, 143]. The topographic
image of MoS2 islands on Au(111) is shown in fig. 3.32a. Several islands of different sizes and apparent
heights can be observed. The islands in the lower part of the image are about 2.3 Å higher than the
islands in the upper part, which corresponds to an extra layer of Au underneath the MoS2 island. The
growth of these elevated islands goes along with a lifting of the herringbone reconstruction of the
underlying Au(111) substrate [144]. Due to a lattice mismatch between the MoS2 and the underlying
Au(111) substrate, a Moiré superstructure with a periodicity of 3.3 nm emerges on all islands [142].
Moreover, the brighter stripe parallel to the edges of the island indicates one-dimensional metallic
edge states that are characteristic for single-layer MoS2 [145, 146]. The topmost island in fig. 3.32a
has a darker depression on the right side of the islands, corresponding to Au vacancies underneath
the intact MoS2 layer [147]. On the lower edge of this defect, there is an additional line defect that
arises from the structural domain boundary of differently oriented MoS2 islands that meet during
the growth process [144]. The different occuring defects of MoS2 have been studied by W. Zhou, et al.
[148]. Next to the described pit defect, which does not change the electronic structure of the intact
MoS2, there are defects in the MoS2 layer caused by molybdenum or sulfur vacancies in the internal
structure of the MoS2, which induce a change of the electronic structure.

A typical dI /dV spectrum on a MoS2 island is shown in fig. 3.32c. It shows the aforementioned
characteristic region within the band gap between −1 V and 0.5 V, with a very low conductance. At
above 0.5 V, two peaks are visible, which correspond to single layer MoS2 bands [141]. Spectra on
MoS2 are always taken as a reference spectrum to probe the quality of the tip.

3. Vibrational- and Spin Excitations of FeTPyP on Single-Layer MoS2
Figure 3.33a shows the adsorption of Fe-TPyP molecules on MoS2 islands and on Au(111). Due to the
low temperatures during evaporation, the majority of the molecules is found isolated on the surface
and with almost equal probability on MoS2 and Au. On the first glance, the Fe-TPyP molecules seem
to still exhibit a fourfold symmetry. Upon taking a closer look, however, also here the symmetry of
the Fe-TPyP molecules is broken by the evolution of a saddle-shape deformation of the macrocycle.
Due to the decoupling properties of the MoS2 layer, spectroscopy on single molecules has proven to
be difficult even at low bias voltages and small currents, as the molecules tend to desorb from the
substrate and stick to the tip. Therefore, small islands of Fe-TPyP molecules, as shown in the inset of
fig. 3.33a, were preferred for spectroscopy.

In fig. 3.33b, a typical dI /dV spectrum in the range of−200 mV to 200 mV is shown on one of these
small islands of Fe-TPyP molecules. It exhibits three pairs of symmetric steps around EF: one pair of
steps at±11 mV, one pair at±107 mV and one at±135 mV. Morover, there is one shoulder at−60 mV,
which is only observed at negative bias voltages. On MoS2, all molecules show the same spectral
features, independent of their position on the Moiré superstructure. By comparing to the findings of
sec. B, sec. C and sec. D, the features in the dI /dV spectrum can be identified. The steps at around
±11 mV are assigned to result from inelastic spin excitations. Due to the lower coupling strength
between the molecule and the surface, it seems reasonable to assume a higher dihedral angle, with the
pyridyl groups being strongly rotated. This would correspond to a flatter macrocycle. As described
in sec. E, a flatter macrocycle favours an intermediate spin state. Therefore, the innermost step in
the dI /dV signal is assigned to a spin excitation from the |0〉 ground state of the S = 1 multiplett, to
the degenerate |±1〉 excited state. The corresponding axial anisotropy parameter was determined as
D=11.2 meV with a vanishing transverse anisotropy E .
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Figure 3.33. Fe-TPyP molecules on MoS2 on Au(111). a) STM topography showing mostly single Fe-TPyP
molecules on both MoS2 and Au. Inset: in rare occasion, small islands of Fe-TPyP are formed. b) dI /dV
spectrum recorded in the center of an Fe-TPyP molecule on MoS2. Symmetric steps at ±11 mV, ±107 mV and
±135 mV can be observed, as well as a step at−60 mV. c) Spectra recorded along an Fe-TPyP molecule, showing
the disappearance of the steps at higher negative bias voltages on the ligand of the molecule. d) Delocalization
of spin excitations over the molecule. e) Constant-height dI /dV maps recorded on a small Fe-TPyP island on
MoS2. At negative bias voltages, a high differential conductance can be observed in the center of the molecule.
For the recording of the maps, the tip was retracted by 1.5 Å from the setpoint of 10 pA, 200 mV with Vmod =
5 mV.

The steps at higher energies on the other hand, can not be explained with magnetic excitations,
but only by the excitations of vibrational degrees of freedom. In sec. C.3, we compared the steps
positions in the dI /dV spectra to HREELS measurements performed on the Fe-TPyP molecuels on
Au(111) and cross-checked with DFT calculations. For the distorted structure (sec. C) and the disor-
dered adatom-mediated structure (sec. D), we identified vibrations in the dI /dV signal in the energy
range between 19 meV to 115 meV. The lowest vibrational modes that were obervable on Au(111) can
not be seen on MoS2. Only the vibrations at 60 mV and 107 mV are observable on both structures (see
tab. III). Instead, the Fe-TPyP molecules on MoS2 exhibit another C – H wagging mode at 135 mV.

Figure 3.33c shows the evolution of the dI /dV spectra across the upper pyrrole group of an Fe-
TPyP molecule. As in the case of Au(111), the spectra on the upper pyrrole group exhibit an asymmet-
ric shape, with a vanishing step intensity of the vibrational modes at negative bias voltages. The in-
tensity at positive bias voltages, in contrast, remains unchanged across the molecule. This behaviour
is also observable in the dI /dV maps in fig. 3.33e. On the Au(111) surface, the asymmetric line-
shape of the dI /dV signal on the ligand of the molecule and the intensity of the inelastic excitations
was explained in terms of two different tunneling pathes through the molecule: the dz2 orbital in the
center, which mainly contributes to transport at negative bias voltages and the dyz state on the lig-
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Table III. Assignment of the peaks in the HREELS spectra to steps in the dI /dV signal on MoS2 and
Au(111) (disordered adatom-mediated structure), together with their calculated energy from DFT calculations
(b3pw91/genecp) for dihedral angles of 25° and 60°, respectively. All energies are given in meV. The symbols
ν,δ,γ and τ denote stretching, in-plane wagging, out-of-plane wagging and torsion, respectively.

Hreels Iets (Au) Iets (MoS2) Dft (25°/60°) Mode
16 21 - 23 / 18 symmetric buckling / asymmetric buckling
32 30.5 - 30 / 30 ν(Fe-N), Fe-tapping / ν(Pyrrole)
45 - - - -
60 54 60 59 / 59 N-tapping / τ(Pyrrole)
72 69 - - -
78 - - 82 / 83 δ(C-C-C) / γ(C-H)
88 90 - 92 / 93 γ(C-H) / δ(C-H)
100 104 107 109 / 108 γ(C-H) / δ(C-H)
122 115 - 114 / 115 δ(C-N / δ(C-H))
135 - 135 137 / 137 δ(C-H)
151 - - - -

and, which predominantly contributed at positive bias voltages. In fig. 3.33c, the corresponding d
orbitals, which were observable as peaks in the dI /dV spectra in case of measurements on Au(111),
can not be identified so easily. Instead, spectra in a broader energy range are necessary to observe
possible resonances. A dI /dV spectrum in the range of ±400 mV is depicted in fig. 3.34c in black,
together with the corresponding spectrum on the ligand in red. A broad resonance can be observed
at around−190 mV, which is only observable in the center of the Fe-TPyP molecule. This peak might
correspond to the dz2 state. On the positve bias side, however no such peak can be determined. The
broad onset at positive bias voltages corresponds to a peak situated at 500 mV to 800 mV, depending
on the molecule, which will be discussed in the next paragraph. As the varying energy position of this
peak between different molecules did not affect the spectral shape around the Fermi level, it seems
unlikely that it corresponds to the dyz hybrid state, whose energetic position is expected to strongly
influence the excitation of vibrations.

One possible explanation for the absence of the dyz hybrid orbital in the dI /dV spectra might
be a weaker mixing between the dyz Fe orbital and the ligand states. As the pure dyz orbital typically
couples rather weakly to the tip due the non-matching symmetries, the dyz resonance would not be
visible in the dI /dV spectra. Moreover, a reduced mixing would also lead to a reduced PDOS on the
pyrrole groups, which would also explain the low intensity of the spin excitations in the spectra (see
fig. 3.33d).

To explain the observation of only higher-lying vibrational modes on MoS2, the energy position
of the corresponding resonances, which take part in the transport process has to be considered. As
discussed in sec. E, the excitation cross-section of vibrations strongly depends on the proximity to an
electronic state. As the lower coupling to the substrate shifts the molecular states to higher energies,
also the vibrational excitations at higher energies become more likely. The lowest vibrational modes,
on the other hand, become less probable, as the excitation cross section of the virtual excitations is
inversely proportional to the energy difference between the vibrational modes and the corresponding
electronic resonance. Thus, the decoupling nature of MoS2 might account for the observation of the
higher-energetic vibrational modes.
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Figure 3.34. Electronic resonances of Fe-TPyP on MoS2. a,b) HOMO and LUMO resonance of Fe-TPyP. The
inset shows the asymmetric linshape of the peaks, with a sharp onset at lower absolute energies and a shoul-
der at higher absolute energies. c) Scattering of the HOMO position by several hundreds of meV for different
molecules. The spectra were recorded in the constant-current mode at a) 5 pA and b) 100 pA with Vmod = 3 mV
and c) 5 pA to 10 pA with Vmod = 1 mV to 3 mV. d) Constant-height spectra in the center (black) and on the
ligand (red). Feedback opened at 10 pA 200 mV with Vmod = 3 mV.

Vibronic Resonances on MoS2
As just discussed for the vibrational excitations, the hybridization effects of metal substrates play an
important role for the energetic position and shape of the molecular resonances. Screening from the
substrate leads to shifting of the orbitals towards the Fermi level and the reduced lifetime induces a
broadening of the corresponding peaks. The decoupling properties of MoS2, on the other hand, can
reduce these effects. Therefore, it is especially interesting to compare the frontier molecular orbitals
of Fe-TPyP on Au(111) to the ones on MoS2.

Due to the weak interaction of the Fe-TPyP molecules with the underlying substrate, it was diffi-
cult record the HOMO and LUMO resonances of the Fe-TPyP molecules. In the majority of cases, the
molecule has switched position during the recording of the spectra, which mostly went along with a
shift of the electronic resonances in the order of several 100 meV. Also between different molecules,
the position of the HOMO and LUMO was different, as shown in fig. 3.34c for the measurement of
the HOMO resonance on three different molecules. Nontheless, the average position of the HOMO of
approx. −1.3 V is in agreement with the observed HOMO resonance on Au(111), whereas the LUMO

resonance seems to have shifted from above 1 V to around 500 mV to 800 mV (only one spectrum
shown in fig. 3.34b). The stronger shift of the energy position of the LUMO is in accordance to the
observations on Au(111), where mostly the LUMO position experienced variations for the different
structures. Despite the changing energetic positions of the HOMO and LUMO resonances in consec-
utive measurements, all of the recorded spectra show a similar line shape, with a rather sharp onset at
small absolute energies and a slower fall-off towards larger absolute energies. Two exemplary spectra
are depicted in fig. 3.34a,b for the HOMO and LUMO resonances at −1250 meV and 550 meV, respec-
tively. The inset shows the described asymmetric peak shape. This asymmetric shape resembles the
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spectra of vibronic resonances, where an electronic peak is followed by a set of equidistant vibrational
excitations. On metal surfaces, the spectra smear our by the short lifetimes of the corresponding vi-
bronic states, with the damping occurring via the excitation of electron-hole pairs in the substrate by
the long-range dipole field of the vibrating molecule [149, 150]. Therefore, the vibrational traces can
no longer be identified, but rather vanish in the broad background and induce even larger broaden-
ings [151, 152]. For other systems [45, 134, 153], the vibronic excitations were observable as distinct
peaks in the dI /dV signal, which made their identification unambiguous. For the measurements of
Fe-TPyP on MoS2, however, the rather small currents required to record the spectra do not allow for
the necessary resolution to identify the underlying peaks in the shoulder of the resonance, despite
the decoupling nature of the MoS2 substrate. Therefore, unfortunately, it is not possible to compare
the vibrational energies from the vibronic resonances to the step energies in the dI /dV signal.

H. Summary and Conclusions
In this chapter, different arrangements of Fe-5,10,15,20-tetra-pyridyl-porphyrin (Fe-TPyP) molecules
were investigated on a Au(111) substrate and on a sinlge layer of MoS2. On Au(111), three different
adsorption structures of Fe-TPyP could be observed that emerged under the same preparation condi-
tions. By nc-AFM we showed that the molecules in one of the arrangements exhibited intramolecular
distortions, which acted on the ligand field of the central Fe atom. Therefore, distinct magnetic prop-
erties were observed on the molecules in the different arrangements. Moreover, the different adsorp-
tion geometries also influenced the intensity of vibrational excitation that were very pronounced in
some structures and absent in others. This difference in intensity has been explained by shifts of the
electronic resonances around the Fermi level, which enhanced the excitation cross section for some
of the arrangements.

The molecular structure was then modified by post-annealing the sample to 300 ◦C. Upon an-
nealing, the breaking of some C-H bonds in the organic macrocycle enabled the formation of new
intramolecular C-C bonds, such that the molecules adapt a flat structure. For these molecules, no
signs of magnetic or vibrational excitations were found in the spectra and also the electronic reso-
nances were shifted in comparison to the spectra on the other Fe-TPyP molecules.

Finally, the Fe-TPyP molecules were deposited on a decoupling MoS2 layer, which was grown
on the Au(111) surface. Here, spin- and vibrational excitations were identified in the dI /dV spec-
tra at energies that matched with the previous findings on Au(111). However, the vibrational modes
at higher energies were more pronounced than on Au(111), which can be related to an upshifting of
the electronic resonances and therefore different co-tunneling probabilities due to the decoupling
properties of the MoS2 layer.



CHAPTER IV

Shot Noise Measurements on Metallic
Surfaces

“The noise is the signal” — There is no phrase more suited to express the idea of shot-noise mea-
surements than the famous sentence by R. Landauer [154]. This approach, however, at first glance
seems counterintuitive, as in scanning tunneling miscroscopy, typically only the DC component of
the current signal is evaluated, i.e., the mean current that is flowing under application of a certain
bias voltage. Not only the STM topographies reflect the average current, but also scanning tunneling
spectroscopy (STS) solely bases on the average current values. The average current value can be con-
sidered as the first-order moment of the probability distribution that describes the transmission of
the electrons through the tunneling barrier (see fig. 4.1a). However, also the higher-order moments
of the probability distribution contain important information. The second-order component, i.e.,
the deviation of the measurement points from the mean of the distribution, is called variance. It is
sketched in fig. 4.1a. In case of electron transport, it is often referred to as shot noise, and it contains
complementary information about the electron-electron and electron-phonon interaction processes
during the tunneling events. As these are not regarded in the average conductance value, a whole new
field of physics can be accessed when analyzing the noise of the signal.

The importance of the variance to describe a signal can best be understood when comparing dif-
ferent signals. In fig. 4.1b and c, two exemplary random signals are depicted as a function of time.
Both of these time traces are characterized by the same mean intensity of 100, however, their devia-

Figure 4.1. a) Different parameters characterizing a probability density distribution. The mean is the first order
moment of the probability distribution, whereas the higher-order moments are the variance, the skewness, i.e.,
the asymmetry of the curve, and the kurtosis, which characterizes the tails of the peak. b,c) Sketch of random
signals as a function of time. Whereas the mean value of both time traces is the same, their variance, i.e., their
deviation from the mean value, is different.
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tion from the mean value differs by an order of magnitude. If these were current traces, their shot-
noise level would be very different, which would potentially give important information about inter-
nal interactions in the investigated system. Hence, it is sometimes not sufficient to look at the mean
values of a measurement, but one also has to consider higher-order moments of a signal.

In the scientific transport community, shot-noise measurements have been performed already
more than 20 years ago on many mesoscopic systems [155]. The first measurements showing the sup-
pression of noise by highly transmitting channels were performed in 1995 and 1996 by M. Reznikov,
et al. and A. Kumar, et al. for quantum point contacts [156, 157]. In the following years, a variety
of physical phenomena has been studied, ranging from the observation of fractional charges in the
quantum hall effect in 1997 [158, 159] to the study of Cooper-pair transport in superconductors with
their corresponding quasi-particle charge of 2e in 2000 [160]. Shortly after, also the electron corre-
lations of the Kondo regime gained more attention, which stimulated numerous shot-noise studies
[161–163]. More recently, shot-noise measurements on a quantum dot have shown to be able to make
a distinction between the SU(2) and SU(4) Kondo effect [164].

Besides the measurements on mesoscopic structures, the atomic scale transport properties have
been studied for a variety of systems by means of mechanically controlled break junctions (MCBJ).
Not only the shot-noise characteristics of normal metal contacts like Au and Ag have been examined
[165, 166], but also more complex investigations were made, e.g., on Al in the superconducting and
normal state [167]. In 1998, E. Scheer, et al. combined STM and MCBJ measurements to relate the
number of conduction channels in point contacts to the valence and orbital structure of the con-
tacted atoms [168]. In 1999, H.E. van den Brom, et al. demonstrated the shot-noise suppression for
atom-sized metallic Ag and Al contacts [169]. Additionally in 2013, first attempts were made to detect
spin-polarized transport through Pt chains with shot noise [166], which however showed no exper-
imental evidence. Furthermore, shot-noise measurements came into focus for IETS studies, after
MCBJ measurements were used to detect vibration mode scattering in Au nanowires [170] and other
atomic and molecular systems [165, 171–173].

There are also a handful of measurements on atomic contacts that were performed with the STM

[174, 175], however, due to the requirements concerning the contact stability and large statistics to
ensure reproducibility, much less research has been performed on this topic with STM compared to
MCBJ. In a recent publication, the group of R. Berndt showed the suppression of shot noise due to
spin-polarized transport through single Fe and Co atoms on a Au(111) surface for the first time [24,
176].

Despite the number of publications regarding shot noise, there are still a lot of open questions
about electron correlations in single atoms and molecules. Therefore, in this chapter, the different
working steps towards the implementation and testing of a shot-noise amplifier setup will be de-
scribed. At first, the theoretical aspects of shot noise are introduced. Afterwards, the technical re-
quirements of the high-frequency setup will elaborated. As the corresponding signals are extremely
small (in the order of 100 fA/

p
Hz), the establishing of successful measurement conditions has proven

to be rather challenging. Therefore, in the second part, the modifications that were necessary to
obtain a running shot-noise setup will be depicted. Finally, to characterize the shot-noise setup,
measurements were performed on Au adatoms, which are created by a Au-coated tip on a Au(111)
substrate. As this system is well understood in terms of its transport properties [24, 170, 176], it is a
suitable choice as a reference system.
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A. Basic Concepts of Noise and Shot Noise
Before we go into detail about shot noise and other sources of noise, it is necessary to define how
noise can be characterized. The most simple way to describe noise is by determining the Fourier
transform of its time trace, referred to as the noise spectral density. In most cases, the square of the
Fourier transform is considered, which is then called noise power spectral density. However, for some
stochastic processes, the Fourier transform of the signal does not exist. Instead, the Fourier transform
of the autocorrelation Φyy(t ) of the real time signal is then regarded, where the autocorrelation char-
acterizes the correlation of a signal with itself after a time delay τ. For an arbitrary signal y (t ), the
autocorrelation reads

Φyy(τ) = lim
T→∞

1

2T

∫ T

−T

y (t )y (t +τ)dt . 4.1

The power spectral density of the signal can then be determined according to the Wiener-Khinchin
theorem [177, 178] by the Fourier transform of the autocorrelation function

Syy(ω) =
1

2π

∫ ∞

−∞
Φyy(τ)e

−iωt dt . 4.2

For functions whose Fourier transform is defined, which is generally the case for real-world signals,
the calculation of the squared magnitude of the Fourier transform and the Fourier transform of the
autocorrelation give the same result.

The power spectral density is typically expressed in units of A2 Hz−1 or V2 Hz−1, where the normal-
ization to 1 Hz allows to give a consistent value of the noise signal, independent of the band width
that is used during the measurement.

1. General Aspects of Shot Noise
The current flow in any conductor is a stochastic process, with the time between electrons fluctuating
around an average value, i.e., the DC current. The level of this fluctuation, known as the current noise,
depends on several noise components, which will be elaborated in sec. 3 in more detail. The two most

Figure 4.2. Sketch of the origin of shot noise. a) A regular beam of incident electrons splits into a reflected and
a transmitted component, upon scattering at a finite potential barrier. b) The resulting current shows random
fluctuations. Figure adapted from [179].
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fundamental noise sources are Johnson-Nyquist noise, also known as thermal noise, and the shot
noise. The thermal noise is an equilibrium noise, which arises from the random thermal motion of the
electrons inside a conductor and is independent of any applied bias voltage. The second component,
the shot noise, on the contrary, is transport related and arises due to the random outcome of the
scattering processes of the electrons. This is schematically depicted in fig. 4.2a for a set of electrons
scattering at a potential barrier. In case of a fully transmitting (τ = 1) or fully closed (τ = 0) barrier,
all the electrons are transmitted or reflected, respectively. Hence, the resulting signal would show no
current fluctuations. In case of a finite scattering probability, the beam of regularly incoming electron
is split into a transmitted and a reflected component. As the scattering happens independently of
the previous events, the transmitted electron beam, and hence the flowing current, will exhibit high
current fluctuations, referred to as shot noise (see fig. 4.2b).

Since the first theoretical description of shot noise formulated by G. B. Lesovik and L. S. Levitov
[180], a lot of effort has been made to get a better understanding of the non-equilibrium processes.
One approach, the Landauer-Büttiker approach describes the transport in a quantum-mechanical
scattering picture. Despite the fact that this description does not account for inelastic scattering, it is
a suitable choice to understand the basic mechanism, as the suppression of noise for fully open and
fully closed channels is captured.

2. Landauer-Büttiker Description of Shot Noise
The Landauer-Büttiker approach or Landauer approach is a scattering approach that relates the trans-
port properties of a system to its scattering properties [181]. In this formalism, a quantum conductor
is described as a scattering region, connected to two perfectly transmitting leads, as depicted in fig.
4.3. The leads act as electron reservoirs that obey the Fermi distribution and they constitute perfect
sinks for the incoming electrons, independent of their respective energy. Due to the symmetry of the
setup, the electron propagation can be separated into components perpendicular and parallel to the
leads, referred to as transverse and longitudinal channels.

To describe the transport, the second-quantization formalism is used, which expresses the cre-
ation and annihilation of incoming electrons in the left lead in the transport channel τi by the op-
erators â †

Ln and âLn and the outgoing electrons by b̂ †
Ln and b̂Ln, respectively. Correspondingly, the

Figure 4.3. Schematics of the transport through a two-terminal conductor with a central scattering region.
Several transport channels τi exist, which are connected with incoming states âR,L and outgoing states b̂R,L

from the right and left lead, respectively. TR,L and µR,L denote the temperature and chemical potential in the
right and left lead, respectively.
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operators â †
Rn, âRn, b̂ †

Rn and b̂Rn account for the creation and annihilation of incoming and outgoing
electrons in the right lead. The incoming states can be related to the outgoing states via a scattering
matrix1M
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. 4.3

The scattering matrixM in a reduced form is given by

M =

�

rN×N t ′N×N
tN×N r ′N×N

�

, 4.4

with the N×N on-diagonal matrices rN×N and r ′N×N describing the reflected electron wave for the left
and right leads, respectively. The off-diagonal blocks tN×N and t ′N×N, in contrast, account for the
transmission of electrons through the central sample region. Due to flux conservation, the scattering
matrix is unitary. Moreover, as in the presence of time-reversal symmetryM is symmetric, a diag-
onalization of the matrix is possible, allowing us to treat all transport channels τi individually. The
total current is then a sum over all the contributions of the individual channels.

The resulting current2 that flows in one quantum channel is the difference between the numbers
of the incoming electrons and the outgoing electrons. Hence, the current in the lead α= {R,L} in the
transport channel n can be expressed as [155]

Îαn(t ) =
2e

2π~

∑

n

∫

dE dE ′e i (E−E ′)t /~ �â †
αn(E )âαn(E

′)− b̂ †
αn(E )b̂αn(E

′)
�

, 4.5

with n̂+αn(E ) = â †
αn(E )âαn(E ) being the number operator, which determines the number of incident

electrons at lead α. Accordingly, n̂−αn(E ) = b̂ †
αn(E )b̂αn(E ) accounts for the occupation number of the

outgoing electrons. By making use of the scattering matrixM in eq. 4.3, we can express the current
in terms of the incoming electrons â and â † only. For simplicity, only the region of the left lead is
considered here

ÎL(t ) =
2e

2π~

∑

αβ

∑

m ,n

∫

dE dE ′e i (E−E ′)t /~
�

â †
αm(E )A

mn
αβ (L ; E , E ′)âβn(E

′)
�

, 4.6

with the matrix Amn
αβ (L ; E , E ′) defined as Amn

αβ (L ; E , E ′) = δmnδαLδβL −
∑

kM
†
Lα;mk (E )MLβ ;k n (E ′).

The elementMLα;mk (E ) relates the operator b̂Lm (E ) of the outgoing state to âαk (E ) of the incoming
state, with α and β corresponding to the reservoirs, which can take the values L and R.

1For simplicity, the same dimensionality N is assumed for left and right leads. In the more general case of dimension
N in the left and M in the right lead, the scattering matrices in eq. 4.4 have to be adjusted to rN×N, t ′N×M, tM×N and r ′M×M.

2In this derivation, a factor of 2 accounting for spin-degenerate transport of electrons is already considered in the for-
mulas.
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Determination of the Average Current
From eq. 4.6, the average current 〈IL〉 can be derived. In thermal equilibrium, the statistical average
of the product of the creation and annihilation operators can be expressed as

〈â †
αm(E )âβn(E

′)〉=δαβδmnδ(E −E ′) fα(E ), 4.7

with fα(E )denoting the Fermi-Dirac distribution function. From the unitarity of the scattering matrix
M , one can deduce the relation

1−
∑

mm

M †
L L ;k kML L ;k k = 1− Tr

�

r †r
�

= Tr
�

t †t
�

. 4.8

Combining eq. 4.8 with eq. 4.6 and eq. 4.7 leads to the expression

〈IL〉=
2e

2π~

∫

dE Tr
�

t †(E )t (E )
� �

fL(E )− fR(E )
�

, 4.9

with the matrix t corresponding to the off-diagonal elements of the scattering matrix M (see eq.
4.4). Neglecting the energy dependence of t (E ) on the scale of kBT and e V , the expression can be
simplified to

〈IL〉=
2e

2π~

N
∑

i=1

Tr
�

t †t
�

∫

dE
�

fL(E )− fR(E )
�

. 4.10

For small temperatures and applied bias voltages, a conductance of

G =
2e 2

h

N
∑

i=1

Tr
�

t †t
�

4.11

can be obtained. To get to a more simplified expression for the conductance, the matrix t †t can be di-
agonalized. Its eigen valuesτi(E ) correspond to the transmission probabilities of the eigen-channels.
For the more general case of more than one conduction channel, the multi-channel generalization
of the Landauer formula is obtained

G =
2e 2

h

N
∑

i=1

τi . 4.12

The Landauer-Büttiker formalism hence expresses the total conductance G of a system as a super-
position of the transmission probabilities τi of all channels of the system.

Calculation of the Current Fluctuations
Up to now, we have only considered the DC component of the current and conductance, respectively.
However, we want to obtain an expression for the current fluctuations that occur due to the discrete-
ness of charge. Following the Wiener-Khinchin theorem mentioned above, the noise power can be
determined as the Fourier transform of the current-current autocorrelation function

SI(ω) = 2

∫ ∞

0

dt e iωt 〈δI (t + t0)δI (t )〉. 4.13
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Using the relationδÎα(t ) = Îα(t )−〈Iα〉, with 〈Iα〉denoting the average current, the current fluctuations
can be expressed as

SI(ω) =
1

2

∫ ∞

0

dt e iωt 〈δÎα(t )δÎβ (0) +δÎβ (0)δÎα(t )〉. 4.14

Making use of the relation of eq. 4.6, δÎ (t ) can be substituted by

δÎ (t ) =
2e

2π~

∫

dE dE ′
∑

αβ

Aαβ
�

â †
α(E )âβ (E

′)−〈â †
α(E )âβ (E

′)〉
�

e i (E−E ′)t /~. 4.15

With this expression, the noise power yields [181]

SI(ω) =
2e 2

h

∑

αβ

∫

dE A2
αβ

�

fα(E )
�

1− fβ (E +~ω)
�

+ fα(E +~ω)
�

1− fβ (E )
��

. 4.16

By considering only zero-frequency noise (ω→ 0), the relation simplifies to

SI =
2e 2

h

∑

αβ

∫

dE A2
αβ

�

fα(E )
�

1− fβ (E )
�

+ fα(E )
�

1− fβ (E )
��

. 4.17

For the case of a two-terminal conductor, we get [155]

SI =
2e 2

h

N
∑

i=1

∫

dE {τi

�

fL

�

1− fL

�

+ fR

�

1− fR

��

+τi [1−τi ]
�

fL− fR

�2}, 4.18

by making use of the relation Amn
αβ (L ; E , E ′) = δmnδαLδβL −

∑

kM
†
Lα;mk (E )MLβ ;k n (E ′). The first two

terms in eq. 4.18 account for equilibrium noise, whereas the third term, which is second order in
the distribution function, corresponds to the non-equlibrium shot noise. By neglecting the energy
dependence of τ, the energy-dependent components in eq. 4.18 can be replaced by their values at
the Fermi level. Under this assumption, the integration yields

SI = 2G0e V coth
�

e V

2kBT

� N
∑

i+1

τi (1−τi ) +4kBT G0

N
∑

i+1

τ2
i , 4.19

with G0 denoting the quantum of conductance of G0 =
2e 2

h . This expression is known as the Lesovik-
Levitov expression and gives a general equation for quantum noise. It is a complex function that
depends on temperature and applied bias voltage and can no longer be easily devided into shot noise
and thermal noise components. However, in the limit of small bias voltages e V � kBT , the noise is
given by

SI = 4kBT G , 4.20

which corresponds to the thermal noise, whose characteristics will be described in more detail below.
From the formula, on can see that the thermal noise does only depend on the conductance G and the
electron temperature. In the opposite case of zero temperature and finite bias voltages, the noise is
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given by

SI = 2e G0V
N
∑

i=1

τi (1−τi ) . 4.21

This shot noise level does not only depend on the conductance, but also on the transmittivity of each
transmission channel τi . A similar conductance for two channel compositions does hence not au-
tomatically generate the same noise level, as can be seen in a short example: both channel compo-
sitions τ1 = 0.8,τ2 = 0.2 and τ1 = 0.5,τ2 = 0.5 correspond to the same total conductance G = 1G0,
however they result in different shot noise levels of SI = 2e G0V ×0.16 and SI = 2e G0V ×0.25, respec-
tively.

For the limit of τi � 1 for all channels, the term 1 − τi ≈ 1 and the shot noise approaches its
classical Poisson value

SI = 2e G0V
N
∑

i=1

τi = 2e G V = 2e I , 4.22

which is also known as the full shot noise. Poisson statistics are typically used to describe events that
are uncorrelated in time. Therefore, this approach only holds for small transmission probabilities,
where the electrons are transmitted randomly and independently of each other. At higher transmis-
sion probabilities, the shot noise is suppressed with respect to its full value. The so-called Fano factor
F is defined as the ratio between the actual shot noise and the Poisson noise. By comparing eq. 4.21
with eq. 4.22, the Fano factor F can be determined as

F =
SI

SI,full
=

∑N
i=1τi (1−τi )
∑N

i=1τi

. 4.23

For electron transport, the Pauli principle is responsible for the suppression of shot noise. Two elec-
trons with equal properties cannot tunnel into the same final state at the same time, which hence
results in antibunching of electrons with identical spins. This leads to a reduction of the noise level,
which explains why the noise power might be utilized to determine the degree of spin polarization of
the electrons.

3. Additional Sources of Noise
Apart from the shot noise whose characteristics was explained in the previous part, any real physical
system is exposed to other sources of noise. One fundamental contribution is the above mentioned
thermal noise, however, there is also the so-called 1/ f noise, which might predominate the signal at
low measurement frequencies. Their origin as well as their frequency dependence will be described
in the following.

Thermal Noise
The thermal noise or Johnson-Nyquist noise is an unavoidable source of noise at non-zero temper-
atures. It arises due to the thermal agitation of charge carriers inside electrical conductors. The re-
sulting fluctuation of the occupation numbers induces current fluctuations, which are related to the
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Figure 4.4. Origin of the spectral shape of white noise. a) Amplitude of a signal in time measured in regular
intervals t0, corresponding to a frequency f0. The corresponding probability distribution of the amplitudes is
depicted in c) with small amplitudes being more probable than large deviations. The FWHM of the distribution
curve defines the noise amplitude A. b) The same probability distribution as in c) occurs for any arbitrarily
chosen time interval t1, which refers to a frequency f1. d) As the noise amplitude A is the same for any frequency,
the power spectral density as a function of frequency is constant.

conductance of the system via the fluctuation-dissipation theorem [182, 183]

Sθ = 4kBT G , 4.24

with Sθ being the thermal noise, kB the Boltzmann constant, T the temperature and G the system’s
conductance. Hence, the equilibrium current fluctuations Sθ contain the same information as can
be obtained from investigations of the total conductance G of the system. This is in contrast to shot
noise measurements, where internal electron-electron and electron-phonon interactions can only
be determined from the current fluctuations. Thermal noise in ideal systems is white noise, i.e., the
power spectral density is constant throughout the entire frequency range. Hence, the trace of ther-
mal noise in noise measurement would be a constant background level to the other noise sources,
depending on the repective measurement temperature.

To understand the origin of a frequency-independent power spectral density, it is helpful to take a
look at the probability distribution of the corresponding signal amplitude. Figure 4.4a shows the devi-
ation of a signal from its mean amplitude 0 as a function of time. To evaluate the signal as a function
of frequency, the deviation of the amplitude is evaluated at regular time intervals t0, which corre-
spond to a frequency f0. The corresponding disribution of the amplitudes is shown in fig. 4.4c, and
follows a Gaussian distribution, i.e., small deviations from the mean value are more likely than large
deviations. The FWHM of the amplitude distribution defines the noise amplitude A corresponding
to the frequency f0. In case of white noise, the very same Gaussian distribution with the same noise
amplitude A is obtained when considering any other frequency of the signal, i.e., by evaluating the
amplitude deviation in any other time interval t1, as shown in fig. 4.4b. Hence, as the noise amplitude
is independent of the considered frequency, the power spectral density is constant, which is typically
referred to as white noise.
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1/ f -noise
Next to the thermal noise with its constant power spectral density, another noise source is the so-
called 1/ f noise, which shows a decaying noise amplitude with higher frequencies, proportional to
SI ∼ 1/ f α. As visible light with this power spectrum appears pink, it is often referred to as pink noise.
The first electronic 1/ f noise was discovered in 1925 by J. B. Johnson [184]during the attempt to varify
Schottky’s theory of shot noise in vacuum tubes. There, he saw a deviation of the predicted constant
noise level at low frequencies, which he termed flicker noise. Since then, 1/ f noise was observed in
the statistical fluctuations of many other systems, ranging from the fluctuation of human heart rates
[185] to neuron activity in brains [186] up to intensity fluctuations in human voices [187]. However,
almost a century after its discovery, the origin of pink noise is still not clear, and to date, there is no uni-
versal theory of 1/ f noise. Therefore, even the most recent studies of 1/ f noise in electronic devices
tries to answer questions about the origin of pink noise, e.g., if pink noise in graphene multilayers is
a surface or volume effect [188].

As the amplitude of pink noise decreases with the frequency according to the relation SI ∼ 1/ f α,
it vanishes in the thermal noise and amplifier noise background at higher frequencies. The corre-
sponding frequency where 1/ f noise vanishes in the noise floor is referred to as its corner frequency
and can range from 102 Hz up to 106 Hz. On the other side of the spectrum at very low frequencies,
no lower bound is known for pink noise in electronic devices. Even measurements in the range of
10−6 Hz, which took several weeks [189] did not show a plateau of the noise level. Therefore, the 1/ f
noise is not integrable, since the integral

∫∞
−∞S ( f )d f =∞ diverges, as a result of the low frequency

behaviour. However, this divergence violates Parsevals theorem, which states that the spectrum orig-
inating from any random process should be integrable. To date, the resulting paradoxon is still the
focus of numerous studies [190–193].

Despite the lack of a universal theory of 1/ f noise, there are concepts that explain the occurance of
pink noise for each type of system indivually. For electronic compounds, it is widely accepted that the
noise arises from intrinsic fluctuations of the resistance [194–196]. These fluctuations can have very
different origins for the different materials. In semiconductors, for example, a thermally activated
change of the number of charge carriers in the conductance and valence band might in some cases
explain the occurance of pink noise. In metals, on the other hand, the thermal excitation of lattice
defects might be the origin [197–199].
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B. Technical Details of the Shot Noise Setup
The currents that typically flow in STM measurements are in the order of several pA to some nA. Since
the average current value is already tiny, the detection of its fluctuation is technically extremely chal-
lenging. Moreover, as we have seen in sec. A.1, the existence of other noise sources such as 1/ f
noise requires measurements at high frequencies. Therefore, a complex technical setup has to be
employed, which reduces the influence of external noise sources while being very sensitive to the
noise signal of interest. Over the last years, various modifications were made at the combined STM

and shot-noise setup to optimize the noise detection. In this section, the different components of the
shot noise setup will be introduced.

1. Necessary Measurement Conditions to Detect Shot Noise
There are multiple noise sources present in real systems. Shot noise itself is temperature and fre-
quency independent. The thermal noise and 1/ f noise, on the other hand, depend on these param-
eters. To enable the detection of the desired shot-noise signal, the measurement conditions have to
be adjusted such that the other noise sources can be disregarded.

The first prerequisite is to measure at high frequencies, where the amplitude of the 1/ f noise has
dropped below the noise floor of the thermal and amplifier noise (see fig. 4.5a). Typically, measure-
ments in the order of 100 kHz are necessary to eliminate the 1/ f noise signal. At high frequencies,
however, the junction itself reduces the bandwidth of the measurements, as the combination of the
junction resistance and its capacitance forms a low-pass filter. As this effect occurs in all the shot-
noise measurements, it will be explained in detail in sec. 5. Another aspect of 1/ f noise is that it
is a resistance noise. Therefore, its noise power scales quadratically with the applied bias voltage,
whereas shot noise increases linearly with the voltage. Hence, at high bias voltages, 1/ f noise is likely
to predominate the signal.

To account for the impact of thermal noise, another important condition is to measure at low tem-
peratures to minimize thermal noise in all electronic components. Therefore, also the pre-amplifier
of the noise setup is attached to one of cooling fingers of the STM (see fig. 4.6a), where it is cooled

Figure 4.5. a) Sketch of the frequency dependence of the power spectral density of different noise sources.
Whereas the amplitude of the 1/ f noise decays at higher frequencies, both, the thermal noise and the shot
noise are white, i.e., they exhibit a constant power spectral density. b) Evolution of shot noise with increasing
bias voltage. At higher voltages, a linear dependence can be observed, whereas at zero voltages, the constant
background of the thermal noise predominates.
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down to lHe-temperatures around 4.8 K. Moreover, the signal-carrying cables are guided through the
lN cryostat, until they eventually are connected to a post-amplifier, which is stored outside of the UHV

chamber. Furthermore, the positioning of the pre-amplifier next to the STM has the advantage that
the cable length is minimized. Therefore, also the cable capacitances are reduced, and the signal loss
up to the first amplifier is hence rather small. Despite those measures, there is a constant thermal
noise background originating from all electronic components of the setup. To seperate this signal
originating from thermal noise from the desired shot noise, the voltage dependence of the shot noise
amplitude is exploited. Upon increase of the voltage, the power spectral density of the noise level
increases linearly, as depicted in fig. 4.5b, whereas the thermal noise level is unaffected. Close to zero
voltage, the total noise level does therefore not vanish, but it saturates at the value of the voltage-
independent thermal noise.

2. Components of the Shot Noise Setup
The shot-noise setup used for the measurements in the next sections is shown in fig. 4.6. It was inte-
grated into a conventional STM, whose general working principle has been described in more detail
in sec. II.D. The most important pre-requisite for the detection of shot noise in the tunneling current
is a set of amplifiers. The pre-amplifier is positioned inside the cryostat. To detect the noise signal,

Figure 4.6. a) Back view and b) front view of the pre-amplifier. To minimize the length of the signal cables
and to ensure optimized temperature conditions, the amplifier and the HF-relais are mounted onto a copper
plate that is attached to one of the cooling fingers of the STM. c) Schematics of the final shot noise setup after
modifications, with both input channels of the pre-amplifier connected to the tip. Moreover, the second shut
resistance RShunt has been removed.
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two parallel wires from the pre-amplifier input are attached to the STM tip, to record the fluctuations
in the tunneling current. The pre-amplifier converts the current noise into a voltage signal and al-
ready amplifies it by a factor of approx. 13. The redundance of two pathes is necessary to perform a
cross correlation later in the signal processing, which reduces the uncorrelated noise signals that are
caught up during the signal transport. The pre-amplified signal is then enhanced by a factor of 150 in
a post-amplifier, which is situated outside of the cryostat, before it can be processed via a cross corre-
lation by a computer. For the conversion of the current noise into a voltage noise by the pre-amplifier,
a shunt resistance RShunt has been integrated into the current path. For the value of the resistance,
a compromise between the requirements of the shot noise and STM measurements had to be made,
as a high resistance is needed for the voltage amplifier, which, however, is detrimental for normal
STM measurements. Finally, a value of approx. 270 kΩ has been chosen. Its exact value depends on
its actual temperature during the measurements and strongly influences the conversion of current
noise into a voltage signal. Therefore, to determine its exact magnitude, the tip has to be crashed into
the surface with a specific bias voltage applied. From the current that flows through this resistance,
its value can be accurately determined. To perform tip treatments at higher currents, HF-relais were
installed (see fig. 4.6b) that allow to bypass the resistance.

As the current noise of the tunneling signal is several orders of magnitude smaller than the actual
tunneling current, the system has to exhibit an extremly low noise level. Therefore, in addition to
all the noise-reducing measures from the normal STM measurements like pneumatic feet, HF filters
at the piezo cables and Eddy-current damped springs, special measures have to be taken in order to
reduce external influences. The first adjustment for the shot-noise setup was the implementation of
a custom-built bias-voltage box to supply the tunneling junction with the necessary bias voltage. It
consists of a voltage source that exhibits a very low noise level, which, by a set of suitable resistors,
can be controlled to generate 21 discrete voltage values ranging from 0 mV, ±20 mV, . . . , ±200 mV
with low fluctuations. However, not only the path of the incoming bias voltage but also the outgoing
current wires can transfer noise into the system. Therefore, a second grounding box was installed at
the tip side, which automatically disconnects the current wire from the I V -converter (Femto) during
the shot-noise measurements and connects it to ground.

During the first measurements, a parallelized setup was chosen, with the signal being recorded at
both sides of the junction, i.e., at the sample and the tip (see fig. 4.7). An unwanted stray capacitance
at the sample holder itself in the order of several pF, however, lead to large signal losses, as it effec-

Figure 4.7. Schematics of the parallelized high-frequency setup. The so-called bias box supplies the tunneling
junction with the necessary bias voltage, while minimizing voltage fluctuations. The pre-amplifier detects the
current fluctuations at both the sample and the tip side as a voltage signal and amplifies the signal by a factor of
approx. 13. The two signals are then amplified by a factor of 150 in a post-amplifier, before a cross correlation
is performed to eliminate non-correlated noise.
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tively acted as a direct high-pass shortcut to ground. The noise signal at the sample side was therefore
not detectable anymore and measurements were only possible with one signal channel. As the occu-
rance of the stray capacitance is difficult to avoid with the Createc sample holder design, in the next
stage of optimization of the setup, both amplifier inputs were connected to the tip side. Moreover,
the second resistance, which was initially included in the bias path, was therefore no longer necessary
and has been removed.

3. Characteristics of the High-Frequency Ampli�ers
The main constituents of the shot-noise setup are the HF pre- and post-amplifers. Both amplifiers
feature very low input noise levels in the order of 2.5 nV/

p
Hz for the post-amplifier and 0.8 nV/

p
Hz

to 4 nV/
p

Hz for the pre-amplifier, depending on the respective frequency. As a pre-amplifier, the
HFC 50B from Stahl-electronics is installed. It is optimized for frequencies in the range of 160 kHz
to 50 MHz and suitable in a wide temperature range from 300 K to 4.2 K. Its high input impedance
of 10 MΩ allows to detect signals from sources of high resistance, as is the case for the tunneling
junction of an STM. The pre-amplifier is powered by the biasing unit of the RTA 50 post-amplifier.
An automated feedback loop adjusts the supply currents of the seperate signal channels of the pre-
amplifier in such a way that their amplification factors are matching. The original post-amplifier was
optimized for a frequency range of 150 kHz to 50 MHz. By exchanging some input capacitances in the
post-amplifier, its lower cutoff frequency could be reduced to 22 kHz, which enables measurements
at lower frequencies. Moreover, the post-amplifier exhibits four different amplification steps, which
can be fine-tuned by variable resistors to match exactly 10, 20, 50 and 150. To optain a maximal signal
intensity, all measurements were performed with the highest amplification factor of 13 for the pre-
amplifer and 150 of the post-amplifier, leading to a total amplification of the noise signal by approx.
13×150= 2010 for each channel.

4. Two-Channel Cross Correlation
The shot-noise signal of samples is typically in the order of some nV/

p
Hz. As described above, the in-

put noise of the pre- and post-amplifier exhibit noise in the same order of magnitude. Moreover, there

Figure 4.8. Post- and pre-amplifier used to detect shot noise. a) Image of the HFC 50B cryogenic amplifier from
Stahl-electronics. b) Image of the RTA 50 combined post-amplifier and biasing unit. c) Sketch of the working
principle of the biasing unit of the post-amplifier. By comparing the signal intensities of the amplified signal,
the current supply of the corresponding channels of the pre-amplifier can be adjusted to obtain matching
amplification factors in both channels. Scheme adapted from the Stahl-electronics manual.
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are other non-negligible noise sources present in any system, such as 1/ f noise. In order to detect
such tiny shot-noise signals in an equally large noise background, a two-channel cross-correlation
technique is typically implemented. Here, both channels measure the same correlated signal noise.
Moreover, the cables also act as an antenna and pick up additional background noise. Due to their
different cable lengths and pathes, this background noise is uncorrelated, such that the noise in the
two channels exhibits a randomized phase shift. The signals of both channels f (t ) and g (t ) are then
entering in the cross correlation

( f ∗ g )(τ) =

∫ ∞

−∞
f ∗(t )g (t +τ)dt , 4.25

withτ corresponding to the time delay. The uncorrelated background noise exhibits a random phase
in both channels and hence averages out over time. The noise signal from the sample, on the con-
trary, has a constant phase relation in both channels. Therefore, it does not cancel out over time.
Unfortunately, the same holds for correlated noise that is picked up at both amplifiers, which is also
not attenuated in the cross correlation. Therefore, background noise can be reduced by the cross
correlation, but not fully eliminated.

5. Low-pass E�ect of the Junction
A tunneling junction can be modelled by two components: a tunneling resistance RJ and a paral-
lel capacitance. The combination of these two components leads to a frequency-dependent signal
transmission. For the shot-noise signal, this means that only signals up to a certain cutoff frequency
can pass the junction. All signals at higher frequencies will be strongly attenuated. For a conventional
RC low-pass filter, the cutoff frequency can be determined by the relation f = 1/2πR C , with R being the
resistance and C the capacitance, respectively. This means that the cutoff frequency is inversely pro-
portional to the corresponding resistance. A similar behaviour can also be observed in the tunneling
junction. The higher the junction resistance RJ, the lower is the cutoff frequency in the noise signal.
For the measurements in the contact regime, the junction resistance is rather small (in the order of
10 kΩ to 20 kΩ) such that the signal is only cut off above several hundreds of kHz. In the tunneling
regime, on the contrary, the junction resistance is by more than an order of magnitude larger (in the
order of 0.5 MΩ to 1 MΩ), such that the signal attenuation starts already at below 100 kHz. At such
low frequencies, however, the amplifer setup has not even reached its regime of full amplification.
Therefore, a large part of the signal in the tunneling regime is not detected due to the combination of
the junction low pass and the amplifier high pass.
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C. First Results: Shot Noise on Au(111)
For the first shot-noise measurement, a test system was chosen that consists of a Au tip and a Au
adatom created on a Au(111) surface. For Au-Au contacts, spin-degenerate transport is expected,
with the main transport path being through the 6s orbital. For this system, reference data exists both
from MCBJ measurements from M. Kumar, et al. [170] and from measurements with an STM-setup
from A. Burtzlaff, et al. [24, 176], which confirm the suitability of the system in terms of stable and
reproducible contacts. In these publications, the evolution of the Fano factor was shown as a func-
tion of the junction conductance, and it was confirmed that Au contacts behave as single-channel
Landauer conductors. Therefore, it is a suitable reference system to calibrate our noise setup.

1. Recording of the Noise Signal
The most important pre-requisite to successfully detect shot noise are stable contacts. As the shot-
noise level depends linearly on the current, an unstable tunnel resistance would lead to fluctuating
noise levels. As the approach of the tip on a flat surface would allow for a variety of bonds, non-
reproducible shot-noise values would be measured. Therefore, to ensure such stable and repro-
ducible contacts between the tip and the sample, the creation of Au adatoms is essential. Adatoms
are created by applying voltage pulses of −2 V with the tip indented into the surface by approx. 2 Å.
By repeating this procedure, the tip can be conditioned to drop single atoms at every voltage pulse.
Such creation of Au adatoms is depicted in fig. 4.9a for two single adatoms that are deposited on
the surface. To garantuee the stable position of the adatoms and the stability of the tip, a series of
tip approaches is performed onto the adatom. An exemplary approach curve is shown in fig. 4.9b.
The jump in the current at 3.6 Å corresponds to the abrupt contact formation between the tip and
the adatom. The current plateau that is reached indicates a stable contact, whose resistance can be
determined from the applied bias voltage of 200 mV and the current of 698 nA as:

R =
U

I
=

200 mV

698 nA
= 286 kΩ. 4.26

Figure 4.9. a) Subsequent creation of Au adatoms by applying voltage pulses of −2 V with the tip indented into
the surface by approx. 2 Å. b) Approach curve on a Au adatom starting from a setpoint of 200 mV and 200 pA.
The characteristic jump into contact can be observed at 3.6 Å, followed by the reaching of a current plateau.
Both, the forward and backward curve are shwon and lie on top of each other.
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Considering the built in shunt resistance3 of RShunt = 273 kΩ, this corresponds to a junction conduc-

tance of around 1G0, with the quantum of conductance being defined as G0 =
2e 2

h = 1/12.9 kΩ. Only if the
resulting contact formation is reproducible, the shot-noise measurements were started.

To obtain information about a physical system from its shot noise, the current fluctuations have to
be recorded at various DC currents, with the number and opening of the respective conduction chan-
nels being unchanged throughout this entire time. Therefore, the tip is brought into contact with the
adatom. A defined bias voltage of 200 mV is applied and the DC current and the corresponding cur-
rent fluctuations are recorded. The value of the DC current later allows to determine the junction
resistance of the contact. Consecutively, the voltage is reduced in steps of 20 mV, such that the shot
noise is recorded for 11 different voltage values until a value of 0 mV is reached. Thus, the total mea-
surement time ranges in the order of 20 min for each contact. Afterwards, an STM image is recorded
to confirm that the adatom position and the tip did not change during the contact formation. The
measurement is then repeated for a different contact resistance. To optimize the measurement, a
LabVIEW program was developed that automatically executed this entire measurement procedure at
various distances (see Appendix A for a sketch of the LabVIEW structure and more information about
the different measurement steps).

2. Noise Measurements on Au(111) Adatoms
During the data acquisition, the noise signal is recorded on two distinct pathes that collect the same
noise signal. The cross correlation of these two channels is computed directly in the LabVIEW pro-
cedure. The cross-correlated voltage-noise signal that is acquired at one particular distance is shown
in fig. 4.10a. Here, the tip was approached by 3.1 Å starting from a setpoint of 200 pA at 200 mV. In
theory, the power spectral density (PSD) of shot noise should be frequency independent such that a
constant noise plateau should be observable. In experiment, however, the band-pass characteristics
of the pre- and post-amplifier leads to an onset of the noise signal only for frequencies above 10 kHz.
In principle, the amplifiers are suitable for frequencies up to 50 MHz. Here, however, the above men-
tioned low-pass cutoff of the junction itself leads to the observable decrease of the signal amplitude
already at frequencies above 100 kHz, as can be seen in fig. 4.10b.

The different traces in the graph correspond to the noise curves for the different applied bias volt-
ages. In the tunneling regime (see fig. 4.10a), the noise level increases with the applied bias voltage.
When the tip is brought into closer contact with the adatom (see fig. 4.10e), the increase of the noise
level gets much smaller. Note that besides the signal amplitude, also the frequency of maximal signal
of the noise curves changes for the different contact regimes. In the tunneling regime, the maximal
amplitude is reached at 100 kHz as the large junction resistance reduces the low-pass filter cutoff fre-
quency of the junction. In contact, this frequency is much higher, such that a constant plateau is
reached between 180 kHz and 500 kHz. Within this frequency region, the noise level can be evalu-
ated at any frequency with only a few percent deviation, as can be seen in fig. 4.10f. Figures 4.10c and
g show a zoom into the region of the noise curves in b and f, where the noise amplitude has reached
their respective maximum. To avoid the influence of the spikes in the noise curves, the noise level
in the tunneling regime is considered at 125 kHz instead of 100 kHz. The seemingly larger fluctua-
tions in fig. 4.10g originate from the smaller noise level close to the contact regime, which is much
more sensitive to external influences. For further evaluation, the noise level was always evaluated at
260 kHz for the contact regime and at 125 kHz in tunnel.

3Note that the value of the shunt resistance changes with its temperature. The value of 273 kΩ corresponds to its re-
sistance at lHe temperatures. As soon as the pre-amplifier is switched on, it is changing the temperature of the resistance,
such that its value drops to 222.7 kΩ.
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Figure 4.10. Shot noise measurements on Au adatoms: a,b) Voltage noise power spectral density recorded in
the tunneling regime with G = 0.08G0. The different traces correspond to the noise level recorded at different
bias voltages between 0 mV and 200 mV. c) Zoom into the frequency region, where the noise level is maximal.
d) Calculated current noise power spectral density as a function of DC current, evaluated at a frequency of
125 kHz. From the linear slope, a Fano factor of F = 0.30 can be determined. e-h) Corresponding voltage
power spectral density and current PSD for a conductance of 0.89G0, with the resulting Fano factor amounting
to F = 0.12.

In order to analyze the data in terms of their Fano factor, the noise data has to be converted from
the measured voltage noise into the original current noise. This is done according to the relation

SI =
SU

20102 ∗ ((1/RShunt)+ (1/RJ))−2 , 4.27

where SI denotes the current noise density in units ofA2/Hz, SU is the detected voltage noise density in
V2/Hz and RJ and RShunt denote the junction resistance and the built-in shunt resistance, respectively.
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As described in Sec. B.3, the factor 20102 originates from the signal enhancement of each channel by
the amplifier setup. The current noise density corresponding to the voltage noise densities in fig.
4.10c and g is depicted in fig. 4.10d and h, respectively. Here, the current noise levels have been
calculated at a frequency of 125 kHz in the tunneling regime and a frequency of 260 kHz in the contact
regime. According to the relation SI = 2e I F , the shot noise is expected to increase linearly with the
DC current, with the slope of the curve being proportional to the Fano factor F . This can indeed
be observed for both measurements. In the tunneling regime (0.08G0) in fig. 4.10d, a Fano factor of
F = 0.30 has been determined. For the current noise close to the contact regime (0.89G0) in fig. 4.10h,
a Fano factor of F = 0.12 has been extracted.

Determination of the Fano Factor
The Fano factor has been evaluated for numerous contacts at different conductances. The corre-
sponding evaluation is shown in fig. 4.11a, where the Fano factor is depicted as a function of con-
ductance. The black line corresponds to the theoretical dependence, which is obtained from the
definition of the Fano factor in case of spin-degenerate transport (compare to eq. 4.23 in sec. A for
its derivation)

F =

∑N
i=1τi (1−τi )
∑N

i=1τi

. 4.28

Two different contact regimes can be observed in the measurement data. A lot of data points are
in the region between 0.8G0 and 1G0 and lie close to the theoretical curve. In the tunneling region
below 0.2G0, another series of data points can be found, which, however, all lie well below the the-
oretical line. On the first glance, this might be associated with spin-polarized transport, where the
Fano factor can exhibit lower values than for the case of two conduction channels (see red line in fig.
4.11b). However, in case of Au adatoms, spin-degenerate transport is expected. Instead, the lower
noise level results from artefacts that occur in the tunneling regime. First of all, the preamplifier ex-
hibits an input impedance of 10 MΩ. Therefore, the noise signal is only reliably detected for junction
resistances well below 10 MΩ. In our measurements in the tunneling regime, however, the junction
resistance often lies in the order of 1 MΩ, such that only about 90 % of the noise signal in the tunneling
regime is actually detected. Another artefact that arises due to the large junction resistance is the low-
pass cutoff of the junction itself. This effect is visualized in fig. 4.11c, where the Fano factor has been
evaluated at different frequencies both for a measurement in the tunneling regime (black) and close
to contact (red). Despite all the spikes in the spectra, the Fano factor in the contact regime exhibits a
constant value between 180 kHz and 500 kHz (red region). At higher frequencies, the low-pass cutoff
of the junction is damping the signal. At lower frequencies, on the contrary, the amplification char-
acteristics of the amplifier setup is limiting the signal detection. In the tunneling regime, the cutoff
frequency of the junction is shifted to lower values, such that the maximal signal intensity is reached
already at around 100 kHz (gray region). Therefore, a large percentage in the order of 60 % to 80 % of
the original signal is not detected. Due to both these effects, measurements in the tunneling regime
do not yield reasonable results. Hence, only the data points at conductances above 0.7G0, as shown
in fig. 4.11d, will be considered. The large error bars in fig. 4.11d (for clarity, they are shown in grey) of
the conductance stem from the uncertainty of the magnitude of the shunt resistance. In the contact
regime, where the junction resistance is in the order of 13 kΩ, a deviation of the value of RShunt of 1 kΩ
already corresponds to an uncertainty of the conductance of approx. 0.1G0. However, the data points
in the contact regime are in agreement with theoretical expectations. Hence the measurement on the
Au adatoms indicate that the amplifier setup is sensitive to detect shot noise of single atoms.
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Figure 4.11. Shot noise measurements on Au(111). a) Evolution of the Fano factor depending on the junction
conductance. At conductances above 0.8G0, the experimental data is in agreement with the theoretical curve,
shown in black. For lower conductances, measurement artefacts lead to too low values for the Fano factor. b)
Theoretical predictions of the Fano factor for spin-degenerate transport (black) and spin-polarized transport
(red). c) Fano factor evaluated at different frequencies. At low frequencies, the amplification curve of the pre-
and post-amplifier setup determines the onset frequency. At higher frequencies, the low-pass of the tunneling
junction attenuates the signal. This effect is stronger for measurements in the tunneling regime, as the cutoff
frequency is shifted to lower values. d) Measurement data from the gray square in a), where the data points
from the tunneling regime were neglected.

3. The In�uence of Thermal Noise
When we consider the voltage noise power spectral density in fig. 4.10c and g, a finite noise level
is detected also at 0 mV bias voltage. As described before, the noise level at 0 mV bias voltage in
theory should result from thermal noise only. The thermal voltage noise of a resistor is defined as
SU = 4kBT R . In our setup, there are two resistors of importance: the junction resistance and the
built-in shunt resistance RShunt. Both resistances are in a parallel circuit with respect to the noise am-
plifier (see fig. 4.12a). Therefore, the two thermal noise levels can not just be added up to a total noise
but instead, the noise level of the total resistance has to be considered, which yields

Sθ
�

RShunt+RJ

�

= 4kBT Rtotal = 4kBT

�

1

RShunt
+

1

RJ

�−1

. 4.29

As in the contact regime, the shunt resistance is around 20 times larger than the junction resistance,
the 1/RShunt term is neglegible, yielding a total thermal noise of

Sθ
�

RShunt+RJ

�

= 4kBT Rtotal ≈ 4kBT RJ. 4.30

This amounts to a voltage noise level in the order of 1.3×10−11 V2/Hz at 1G0. Hence, in contact, the
parallel circuit of the junction and the shunt resistance effectively eliminates the much larger thermal
noise of the shunt resistance. Further away from the contact regime, the junction resistance is in the
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Figure 4.12. a) Circuit diagramm, showing the parallel wiring of the junction and the shunt resistance with
respect to the pre-amplifier. Due to this assembly, the thermal noise levels of the junction resistance and shunt
resistance can not just be added up, but the total resistance has to be considered first. b) Thermal noise level
recorded on different adatoms at different STM temperatures. A clear linear increase of the recorded noise
signal can be observed, in agreement with the theoretical curve, shown in grey. The slightly larger increase of
the experimental noise can be attributed to a higher temperature of the tunneling junction.

same order of magnitude as the shunt resistance, or even larger. For a junction conductance of 0.08G0,
the thermal noise amounts to Sθ

�

RShunt+RJ

�

= 4kBT Rtotal = 4kBT ×93 kΩ= 9.9×10−11 V2/Hz. Hence,
a higher thermal noise background is expected for larger tunneling resistances.

When we compare the theoretically expected voltage noise levels with the experimental noise lev-
els at 0 mV in fig. 4.10c and g, voltage noise levels in the order of 3×10−11 V2/Hz in the contact regime
and 4×10−11 V2/Hz in the tunneling regime can be observed at 0 mV. Hence, the experimental noise
level for the contact regime is slightly larger than the theoretically predicted thermal noise. The dis-
crepancy can be explained by the input noise of the preamplifier, which is in the order of approx.
2×10−11 V2/Hz and which has to be considered in addition to the thermal noise. For the tunneling
regime, in contrast, the theoretical value is larger than the experimental value. However, as decribed
above, in the tunneling regime only a fraction of the total noise signal is detected, such that the actual
noise signal is by a factor of 2-3 larger than the detected value. Hence, the experimental value is in
agreement with theory.

Despite the fact that the thermal voltage noise levels are of similar magnitude in both the tunnel-
ing and the contact regimes, their determined current noise levels strongly differ (see fig. 4.10d,h). To
explain this discrepancy, the non-linear conversion factor from eq. 4.27 has to be considered. For the
shot noise, the current fluctuations that exist in the junction are detected as voltage fluctuations in
the amplifier. By employing eq. 4.27, the original current fluctuations that correspond to the detected
voltage noise are extrapolated. In case of the thermal noise or the amplifier input noise, however, the
signal already is a voltage noise. Hence, trying to extrapolate current fluctuations of this voltage noise
does not yield any physical properties. Instead, it just results in an offset of the entire current noise
level. Especially for the smaller junction resistance in the contact regime this leads to larger values of
the current noise density at 0 mV (see fig. 4.10h), which, however, should not be mistaken to result
from a real physical property. Despite of this artefact, the current noise data can be used without any
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reservations to characterize the transport properties, as only the slope of the current noise density
with increasing current is of importance for the determination of the Fano factor.

Temperature-dependent Noise Measurements
In order to verify that our setup is indeed sensitive to thermal noise, the voltage noise level of the
junction is recorded at different junction temperatures. Therefore, the junction is heated up by a
lamp, which is directed at the STM through the windows of the cryostat. Here, different temperatures
were achieved by varying the light intensity. The respective temperature change is then detected in
a diode, which is attached at the bottom of the STM head. Hence, the actual junction temperature
will be slightly higher than the detected STM temperature at the diode. The shunt resistance RShunt

and the noise preamplifier are mounted on a copper plate, which is well attached to a cooling finger
of the STM. As they are at the backsite of the plate with respect to the light source, their temperature
is expected to remain unaffected. Moreover, the stability of the temperature of the shunt resistance
was checked by monitoring the tunneling current at a specific voltage that flows in a contact of a
conductance of G0. As the value of the shunt resistance changes with temperature, a thermal heating
should be visible as changes in the respective tunneling current. During the temperature-dependent
measurements, variations of the shunt resistance in the order of 2 kΩwere observable, which amounts
to around 1 % of RShunt. For comparison, the value of the shunt resistance decreases from 273 kΩ
to 222.7 kΩ as soon as the pre-amplifier is switched on, indicating a large response of its value to
small temperature changes. Hence, the almost constant resistance in the temperature-dependent
measurements indicates a constant resistance temperature, independent from the STM temperature.

Figure 4.12b shows the resulting voltage PSD acquired at 0 mV bias voltage for three different STM

temperatures between 4.8 K and 12 K. The red and the black data points were acquired at the same
measurement series but on different adatoms. For each data point, the thermal noise level was re-
corded eight times on the same adatom, with the adatom being contacted for each spectrum indi-
vidually, to ensure the reproducibility of the contact formation. From those consecutive measure-
ments, an average noise level was determined. This procedure was repeated on the same adatoms
after the STM temperature was increased. To ensure the reproducibility, the temperature-dependent
measurements were repeated in a different series with a different tip and adatom (blue data points).
In between, the STM was cooled down to 4.8 K, again. For all three investigated adatoms, the noise
level shows a clear linear increase with temperature. The grey curve in fig. 4.12b shows the theoret-
ical thermal noise curve, according to the relation Sθ (T ) = 4kBRJ × T . To account for the amplifier
noise, it is offset by 5×10−11 V2 Hz−1. The data points at 4.8 K and 7.5 K fall on this line. At 11.5 K,
however, the experimental noise level is higher than the expected theoretical thermal noise of the
junction. This deviation might be explained by the slightly higher junction temperature. Hence, the
temperature-dependent noise analysis suggests that the high-frequency amplifier setup is suitable to
detect changes in the thermal noise of the tunneling junction. As the termal noise is in the same or-
der of magnitude as the shot noise, this test hence supports the previous conclusions of this amplifier
setup being suitable to detect shot noise.

D. Conclusions
In this chapter, the steps towards developing and assembling a working shot-noise setup were pre-
sented. In the technical section, the main components of the employed setup were introduced. As
shot-noise measurements require signal detection at high frequencies, a set of special amplifiers had
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to be included into a conventional STM setup. To collect the shot-noise signal on both sides of the
junction, the first approach was to detect the signal at the tip and the sample side, and perform a cross
correlation of the respective signals. Due to a stray capacitance at the sample holder, however, the sig-
nal on the sample side could not be detected. Therefore, the setup has been modified, such that both
input channels of the pre-amplifier are connected to the tip side. With this assembly, test measure-
ments were perfomed on single Au adatoms, which were created by indenting a Au-coated tip into
the Au(111) surface. The creation of adatoms was necessary to guarantee stable and reproducible
contacts. The shot-noise measurements on Au showed a linear decrease of the Fano factor with in-
creasing conductance, in agreement with the theoretical predictions for spin-degenerate transport
through a single conduction channel. As there are already publications on this system that showed
the same results [24, 169, 170, 176], the measurements on Au indicate that our setup is indeed suitable
to detect shot noise of atomic contacts.

Furthermore, to test the detection limit of the amplifiers, temperature-dependent measurements
of the thermal noise level were performed. Therefore, the STM was heated up in two steps: first to
7.5 K and finally to 12 K by an external light source, such that the thermal noise of the junction would
increase. Indeed, we could detect this linear increase of the junction noise with temperature, which
confirms the achievement of the necessary noise resolution.

E. Outlook
The measurements on Au adatoms showed that the amplifier setup is fully functional. However, no
new physical insights were obtained from these measurements. Therefore, in a next step, shot-noise
measurements need to be performed on a new system. There are many systems that are potentially
interesting for shot-noise measurements. As mentioned in the introduction, the shot-noise level al-
lows to detect the effective charge e ∗ of the current-carrying particles of a system. Therefore, shot-
noise measurements have been used to investigate fractional charges, Cooper-pair tunneling or spin-
polarized transport. Another interesting aspect is the shot noise of Kondo systems. The Kondo effect
describes a many-body effect, where the conduction electrons of a metal surface are scattered at a
magnetic impurity [200, 201]. This scattering leads to the formation of a new many-body ground
state, where the localized spin of the impurity is paired with the conduction electrons, such that a
nonmagnetic Kondo singlet state is formed [202]. The transport through Kondo systems has mainly
been studied for quantum dots, where a gating voltage allowed to shift the respective energy levels.
From STM measurements, however, there is little experimental knowledge about the atomic-scale
transport through Kondo impurities. Therefore, as a first new system, shot-noise measurements are
performed on single cobalt atoms on a Au(111) surface. The properties of this system and the first
preliminary results will be introduced in the following.

1. Properties of Co on Au(111)
Single Co atoms have already been studied on a Au(111) surface with STM by V. Madhavan, et al. in
2001 [203]. By means of STS measurements, they showed that cobalt exhibits characteristic Kondo
resonances in the dI /dV spectra. In STS measurements, a tunneling electron from the tip can have
different tunneling pathes: i) it can directly tunnel into the unoccupied states of the Au surface or ii)
it can tunnel into the Kondo resonance. Quantum interference between these two pathes leads to the
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emergence of so-called Fano line shapes4 in the dI /dV spectra, whose asymmetry can be expressed
by the factor [204]

q =
t2

2πV t1
. 4.31

Here, V denotes the hybridization matrix element between the local singly-occupied orbital of the
impurity and the continuum states of the sample. The parameters t1 and t2 are the tunneling prob-
abilities into the substrate continuum and into the Kondo resonance, respectively. For q →∞, i.e.,
pure tunneling into the Kondo resonance, the curve resembles a Lorentzian peak. For q = 0, i.e., for
direct tunneling into the continuum, it forms a Lorentzian dip. At intermediate values, asymmetric
line shapes occur.

For the measurements of Co impurities on Au, V. Madhavan, et al. showed that the line shape of
the Kondo resonance changes depending on the adsorption site of the Co atoms with respect to the
Au surface reconstruction. This means that between different adsorption sites, the ratio between the
tunneling probability through the Kondo state and the probability to tunnel directly into the substrate
varies, which makes it a very interesting system also in terms of shot-noise measurements.

Cobalt exhibits an electron configuration of [Ar]4s2 3d7, such that it has a total spin of S = 3/2 with,
according to simple transport rules, three distinct transport pathes [168]. The Kondo effect partially
screens the spin in the d-derived orbtitals. It is therefore interesting to investigate the interplay of
the potentially three transport channels, as well as the above described interference due to direct
tunneling into the continuum.

Shot-noise measurements on cobalt atoms on the Au(111) surface have recently been performed
by A. Burtzlaff, et al. [24], where they measured a few Co contacts and found noise suppression as it is
predicted for one spin-polarized transport channel. With the help of DFT calculations, they explain
this observation by a symmetry filtering by the tip, which suppresses the transport through two of
the three valence channels by more than two orders of magnitude, such that only one spin-polarized
channel participates in the transport process. However, the impact of the different Fano line shapes
of the Kondo resonance on the transport properties has not been studied so far, as A. Burtzlaff, et
al. evaluated only 5 different contacts. To observe such a correlation, the shot noise of different Co
atoms has to be evaluated in dependence of their corresponding Fano line shape and adsorption site.

2. First Shot-Noise Measurements on Cobalt Atoms
In order to obtain single Co atoms on the Au surface, Co has been deposited from a rod for 20 s at very
low sample temperatures. An STM topography of the surface after Co deposition is shown in fig. 4.13.
Most of the Co atoms lie well isolated on the surface, whereas some atoms can be found in dimers
and trimers. In fig. 4.13c, three exemplary dI /dV spectra are shown that were recorded on different
Co atoms. Their respective position is indicated by the circles in fig. 4.13b. In agreement with obser-
vations of V. Madhavan, et al. [203], the Co atoms that lie in close proximity to the solitone lines of
the herringbone reconstruction (blue spectrum) do not exhibit Kondo resonances. The atoms that
lie in between the soliton lines either on the fcc or hcp site, in contrast, show a dip in the differential
conductance right at the Fermi level (gray and red spectra).

To characterize the transport properties of the Co atoms, shot-noise measurements were per-
formed on several Co atoms that are adsorbed on different areas of the Au(111) surface reconstruc-
tion. The corresponding plot of the Fano factor as a function of junction conductance is depicted in

4Note that the Fano line shape from the Kondo resonance and the Fano factor determined in shot-noise measurements
are two independent parameters, despite both being named after the same physicist U. Fano.



E. OUTLOOK 99

Figure 4.13. a) Topography of the Au(111) surface after deposition of Co. b) Close-up view of the sample, show-
ing single Co atoms on different areas of the herringbone reconstruction. c) Different dI /dV spectra recorded
on three different Co atoms that exhibit different Fano line shapes. The yellow spectrum corresponds to a ref-
erence spectrum recorded on the Au surface. Spectra are offset for clarity. Feedback opened at 50 mV, 0.5 nA
with Vmod = 2 mV.

fig. 4.14a. The red data points correspond to measurements on single Co atoms. In total, more than
125 measurements were evaluated on five different Co atoms. The black data points correspond to
measurements on Au adatoms. By comparing the data on Au with the previously recorded data from
the test measurements on Au adatoms, it seems that there is some more instability in the system,
as the data points are slightly more scattered around the theoretically predicted line. Nontheless,
the data on the Au adatoms is in agreement with the expectations for spin-degenerate transport. In
the above-mentioned publication on shot noise on Co atoms [24], the data points on the Co atoms
were all situated below the line of spin-degenerate transport, which indicates a certain degree of spin
polarization. In our measurements, however, none of the data points falls into the spin-polarized
region, but all the data points lie even above the theoretical line for spin-degenerate transport.

The occurance of such high Fano factors is rather complex to understand, as it indicates that more
than one conduction channel participates in the transport process. These channels can be intrinsic
to the system, such as the transport through several valence orbitals of the Co atom itself. By means
of theoretical calculations, A. Burtzlaff, et al. determined a much lower transport probability through
two of the valence channels in comparison to the third one. Following this argument, the option of
more than one intrinsic transport path through the Co atom can be excluded.

However, also the transport through the Kondo impurity itself and the occuring quasiparticle
scattering, might account for the higher noise level. There has been a multitude of theoretical pub-
lications that treat the transport through a Kondo system in a quantum dot geometry [162, 205–
207]. From their transport analysis, they determine two components in the shot noise: a single-
quasiparticle scattering, which leads to an effective charge e ∗ = e of the quasiparticles and a two-
quasiparticle scattering, which results from the interaction between the quasiparticles and which
yields e ∗ = 2e . As both processes occur simultaneously, the shot noise analysis results in an average
value of e ∗ = 5e /3 and hence leads to enhanced noise levels. However, these calculations have been
performed for quantum-dot systems under special conditions, such as equal coupling to the right
and left lead and the existence of particle-hole symmetry. These conditions can not be necessarily
fulfilled in STM junctions. Therefore, it is not clear how the interaction between the quasiparticles
would affect the shot noise in real STM measurements.

From the noise data itself, the origin of the number of channels can not be determined. Instead,
a theoretical analysis is required to exclude certain options. If the Kondo system itself allows for two
transport pathes, measurements on a different substrate that leads to a variation of the Kondo tem-
perature might help to clarify this aspect. The Kondo temperature of Co on Au(111) is approx. 19 K
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Figure 4.14. a) Fano factor in dependence of the junction conductance for measuremenets on cobalt atoms
on the Au(111) surface (red measurement points). The black data points correspond to measurements on
Au adatoms. The blue and black solid lines indicate the theoretical expectations for spin-polarized and spin-
degenerate transport, respectively. For the evaluation, a resistance of RShunt = 221 kΩ was assumed. b) Zoom
into the region with the experimental data points. For sake of clarity, the error bars and the Au reference data
points are omitted.

[203], which can be associated with an energy of kB × TK = 1.6 meV. With the highest typical volt-
ages during the shot-noise measurements being around 12 mV to 16 mV, the transort primarily takes
place at energies where Kondo correlations should be weak or absent. Cobalt atoms on Cu(100), in
contrast, exhibit Kondo temperatures between 90 K to 200 K [208–211], which can be associated to
an energy of 8 meV to 17 meV. Therefore, the shot noise measurements would take place at energies
where Kondo correlations play a role.

All in all, more theoretical and experimental analysis is required to explain the discrepancy be-
tween the spin-polarized transport that is observed by A. Burtzlaff, et al. for single Co atoms on a
Au(111) surface and our measurements on the same system that indicate transport through more
than one conduction channel.



CHAPTER V

Summary and Conclusions

In this thesis, the properties of single atoms and molecules where studied with a scanning tunneling
microscope by making two complementary approaches. In the first part, different arrangements of
Fe-5,10,15,20-tetra-pyridyl-porphyrin (Fe-TPyP) molecules were investigated on a Au(111) substrate
and on MoS2. On Au(111), three different adsorption structures of Fe-TPyP could be observed that
emerged under the same preparation conditions.

In the densely-packed structure, all molecules were found to exhibit the same properties. Within
the second structure — the distorted structure — , two types of molecules could be distinguished.
The third structure of Fe-TPyP on Au(111) was only obtained with one particular evaporator, indicat-
ing that during the evaporation procedure some other species was co-evaporated. In this structure, a
more random distribution of the molecules was found, and no densely-packed islands were observ-
able.

To understand the differences between the three structures of Fe-TPyP on Au(111), their geom-
etry was analyzed by means of AFM measurements. From constant-height ∆f maps recorded on all
three structures, differences in their adsorption geometry could be identified. In the densely-packed
structure, the pyridyl legs are the most protruding moiety, with all four pyridyl legs exhibiting a uni-
form dihedral angle. For the distorted staggered structure, two opposing pyridyl groups were rotated
more strongly than the other two. Moreover, this asymmetric rotation of the pyridyl legs was accom-
panied by a distortion of the molecules. The same asymmetry of the rotational angles and distortion
was observable on the disordered adatom-mediated structure. However ∆f maps indicated that in
this structure, the pyrrole groups are the highest molecular moiety and the pyridyl legs are more flat-
tened, possibly due to the influence of the aforementioned coevapored species.

The different intramolecular geometries also affected the electronic properties. By analyzing the
energetic position of the LUMO and LUMO+1 orbitals of all three structures, a changing hybridiza-
tion with the substrate could be observed by their shift towards the Fermi level. The densely-packed
structure has the energetically highest LUMO orbital and is hence interpreted as the most decoupled
structure, in agreement to the findings from the structure analysis, as the more perpendicular pyridyl
legs minimize the hybridization effects. The molecules in the distorted staggered structure exhibit
asymmetrically rotated pyridyl groups, which slightly increases the interaction with the substrate
and shifts the LUMO orbital towards the Fermi level. For the molecules in the disordered adatom-
mediated structure, the flattening of all four pyridyl legs leads to the strongest hybridization effects,
which results in the lowest LUMO orbital.

Furthermore, the geometric differences also determine the magnetic properties of the Fe-TPyP
molecules. The molecules in the densely-packed structure exhibit no transverse anistropy, as the D4h

symmetry of the ligand field is still maintained. For the molecules in the distorted staggered structure,
the symmetry of the ligand field is reduced to D2h due to the asymmetric intramolecular distortions,
which introduces a transverse magnetic anisotropy term due to the lifting of the degeneracy between
the dxz and dyz orbitals. For the type II molecules of the distorted staggered structure, a spin crossover
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occured from the S = 1 intermediate-spin state to the S = 2 high-spin state. This transition to the high-
spin state was explained by an elongation of the Fe-N bonds, which might originate from a stronger
disortion of the molecules or a displacement of the Fe atom into the surface plane.

The final aspect that was compared for these structures was the observation of vibrational ex-
citations. The type I molecules of the distorted staggered structure and the molecules in the disor-
dered adatom-mediated structure exhibited a variety of higher-lying steps in the dI /dV signal, which
where attributed to vibrational excitations. This interpretation was confirmed by means of HREELS

measurements. To explain the different intensities of the vibrational excitations four the different
structures, their electronic levels have been compared. The proximity of electronic resonances to the
Fermi level for two structures of Fe-TPyP leads to an enhanced excitation cross section. Therefore, vi-
brational steps can be observed in the corresponding dI /dV spectra with high intensity. The shifting
of these resonances away from EF for the other two structures decreases this resonant contribution,
which hence leads to the absence of vibrational excitations in the spectra.

After the minute structural differences between the molecules and their impact on the molecu-
lar properties was compared, another molecular structure of Fe-TPyP was studied. Here, however,
the molecules were post-annealed on the Au(111) sample at around 300 ◦C, which led to major mod-
ifications in the molecular structure. Several intramolecular C-H bonds were broken and new C-C
bonds have been formed between the pyridyl legs and the adjacent pyrrole groups. This led to a flat
structure of the molecules. In this annealed structure, different electronic properties were oberved
in comparison to the previously studied phases and no signs of magnetic or vibrational excitations
were found in the spectra. This emphasized the importance of understanding the impact of changes
in the molecular structure on the molecular properties.

Finally, to tune the coupling to the surface in a controlled way, the Fe-TPyP molecules were also in-
vestigated on a decoupling MoS2 layer, which was grown on Au(111). Here, the molecules also showed
spin- and vibrational excitations that matched with the previous findings on Au(111). However, the
vibrational excitations were more pronounced at higher energies, due to the up-shifting of the reso-
nances.

In the second part of this thesis, a complementary approach was chosen to study the electron
correlations within single atoms. In contrast to typical STM measurements, the information about a
system is not obtained from the DC current but from the current fluctuations, i.e., the shot noise of
the system. In order to detect those fluctuations in the tunneling current, measurements at several
hundreds of kHz are required, in order to assure that other noise sources such as the 1/ f noise do not
dominate the signal. Threrefore, a set of high-frequency amplifiers has been implemented into the
STM. To examine the viability of the system, shot noise measurements were first performed on a test
system, namely Au adatoms on a Au(111) surface, were the spin-degenerate transport is well under-
stood. Our results were in agreement to literature, such that the test measurements confirm the func-
tionality of the setup. Moreover, temperature-dependent measurements were perfomed, where the
thermal noise of atomic contacts has been evaluated for different STM temperatures. As the thermal
noise is in the same order of magnitude as the shot-noise level, an increase of the thermal noise with
temperature confirmed that the setup exhibits the necessary sensitivity. Finally, preliminary results
on cobalt adatoms on the Au(111) surface have been presented. Our experimental results indicate
transport through more than one transport channel, which differs from previously published find-
ings on the same system [24], where they report on transport through one spin-polarized channel.
Further experimental and theoretical analysis is required to explain the contradicting findings.

The results presented in this thesis emphasize the importance of a proper understanding of the
properties of single atoms and molecules on surfaces. As we have seen in the first part, minute
changes in the adsorption geometry of a molecule can have an influence on its electronic and mag-
netic properties. Therefore, to ever built functional units out of single molecules, a detailed under-
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standing of all the parameters that influence the molecular properties is essential. Moreover, the
complex data of the shot-noise measurements on Co on Au(111) shows that even seemingly simple
aspects such as the electron transport through single atoms is not fully understood. Therefore, more
research is necessary to grasp the properties of nanoscopic systems.





APPENDIX A

Data Acquisition and Analysis for the Shot
Noise Measurements

In chapt. IV.B, we already commented on the technical aspects of the measurements. Another chal-
lenge of shot-noise measurements is the data acquisition. As long measurement procedures have
to be followed to acquire a single set of spectra, a complex LabVIEW procedure was developed. Its
structure will be shortly introduced in the following.

The Measurement Procedure
For the determination of a Fano factor, consecutive series of shot-noise measurements have to be
performed at different contact resistances and bias voltages. Therefore, within a LabVIEW proce-
dure (see fig. A.1), the tip automatically moves to the desired adatom, whose coordinates are entered
beforehand. The feedback is switched off and the tip is slowly approached by several Å up to a prede-
fined value. Then, the external bias supply from the DSP boards is disabled and the bias box supplies
the necessary bias voltage of 200 mV at a very low noise level. When the preparations are finished, a
loop is executed, that first records the DC current that flows through the junction for a time span of 2 s.
Its average value later allows to determine the junction resistance and monitor junction instabilities.
Then, the current connection to the I V -converter is interrupted and noise spectra are recorded. This
series of measuring the DC current and recording the noise spectra is repeated for each of the 21 bias
voltages that can be supplied by the bias box (0 mV, ±20 mV, . . . , ±200 mV). After this measurement
set, where the tip has been in contact with the sample for approx. 20 min with the feedback disabled,
the tip is slowly retracted and an STM image is recorded. Each of those measurement sets allows
to determine the Fano factor for one specific junction resistance. Hence, the same measurement is
automatically repeated for several junction resistances by consecutively approaching the tip.
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Figure A.1. Schematic structure of the LabVIEW Programm developed to automatically record the shot noise at
various distances. The procedure consists of 4 parts. Upon starting of the program, the different ports (bias box,
current box, connection to Createc electronics...) are initialized. Then, the measurement procedure is running
in a while loop, allowing to switch between different cases. In case 0, the noise data is directly visualized in real
time. This mode is useful to check the measurement conditions and look for noise sources, as a fast Fourier
transform (FFT) signal is simultaneously displayed. In case 2, a single measurement run is executed, where the
tip stays at the current position and noise spectra are recorded at one specific bias voltage. The spectrum is
automatically saved into a subfolder. This mode allows to test the stability of the junction. Case 1 is the actual
measurement procedure, where noise spectra are recorded at different conductances in consecutive measure-
ments. After the measurement at one distance is finished, a topographic image is automatically recorded to
check the adatom position, before the measurement at the next distance starts.



APPENDIX B

Comparison of the Saddle Height of FeTPyP

In chapt. III.E, different structures of Fe-TPyP were compared and different rotational angles of their
pyridyl legs accompanied by intramolecular distortions were found. Along with the changes in the
orientation of the pyridyl legs, the strength of the saddle deformation is expected to change, as it is in-
duced by the steric hindrance between the hydrogen atoms of the pyridyl legs and the pyrrole groups.
Hence, the asymmetric rotation of the pyridyl moieties in the distorted staggered arrangement might
influence the strength of the saddle shape. To characterize the strength of the saddle deformation,∆f
approach curves were recorded. Therefore, the tip was positioned on different sites of the molecule
and the tip-sample distance was reduced until a minimum in the∆f curve was seen. The minimum in
the∆f curve indicates the distance at which repulsive forces between the tip and the molecule start to
become non-neglegible. Therefore, it is taken at as reference point to determine the height of the re-

Figure B.1. Determination of the height of the saddle deformation. a) ∆f approach curves recorded in the
center (black) and on the upper pyrrole (red) of an Fe-TPyP molecule in the densely-packed structure. b) 20
approach spectra determined along the upper pyrroles of the molecule. c) Values of the determined minima
of the ∆f curves in c). A value of 1.25 Å was determined between the height of the upper pyrroles and the
Fe center. d) Evaluation of the saddle height for several molecules in the densely-packed structure and the
distorted staggered arrangement, showing similar saddle heights for both structures.
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spective molecular moiety. Figure B.1a shows one of these∆f approach curves recorded in the center
of an Fe-TPyP molecule in the densely-packed structure (black), with the gray dashed line indicating
its minimum. Such curves where recorded on several locations across the molecule (see fig. B.1b).
By determining the minima of the curves on all sites, an estimate of the height differences of the cor-
responding moieties can be determined. For the depicted set of spectra, the difference in the height
of the upper pyrrole groups and the Fe center, i.e., the saddle height, is around 1.25 Å (see fig. B.1c).
This value was determined for several molecules in the densely-packed structure and the distorted
staggered arrangement. As shown in fig. B.1d, the determined saddle heights for both structures are
indistinguishable within the range of their variation.

However, when taking a closer look at some of these approach curves, a deviation of the increasing
∆f signal is visible closely after the first minimum (see red curve in fig. B.1a, recorded on the upper
pyrrole group). This second minimum might be indicating a deformation of the molecule upon tip
approach. As this occured in a multitude of spectra especially on the ligand of the molecule, it might
result from the flexibility of the pyrrole groups, which follow the attractive and repulsive potential
of the tip, respectively. Hence, when approaching the tip, the pyrrole groups are attracted by the tip
and lifted upwards. When the tip is approached further, the pyrrole groups start to bend down again,
as the repulsive forces from the tip are increasing. This flexibility of the molecules makes it difficult
to evaluate the determined distances in terms of the actual saddle height, as distortion effects can
not be neglected. Therefore, no unambiguous information can be obtained from the ∆f approach
spectra.
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