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Electronic and molecular structure relations
in diiron compounds mimicking the
[FeFe]-hydrogenase active site studied by X-ray
spectroscopy and quantum chemistry†

Ramona Kositzki,a Stefan Mebs,a Nils Schuth,a Nils Leidel,a Lennart Schwartz,b

Michael Karnahl, ‡b Florian Wittkamp,c Daniel Daunke,d Andreas Grohmann,d

Ulf-Peter Apfel, c Frédéric Gloaguen,e Sascha Ott b and Michael Haumann *a

Synthetic diiron compounds of the general formula Fe2(µ-S2R)(CO)n(L)6−n (R = alkyl or aromatic groups;

L = CN− or phosphines) are versatile models for the active-site cofactor of hydrogen turnover in [FeFe]-

hydrogenases. A series of 18 diiron compounds, containing mostly a dithiolate bridge and terminal ligands

of increasing complexity, was characterized by X-ray absorption and emission spectroscopy in combi-

nation with density functional theory. Fe K-edge absorption and Kβ main-line emission spectra revealed

the varying geometry and the low-spin state of the Fe(I) centers. Good agreement between experimental

and calculated core-to-valence-excitation absorption and radiative valence-to-core-decay emission

spectra revealed correlations between spectroscopic and structural features and provided access to the

electronic configuration. Four main effects on the diiron core were identified, which were preferentially

related to variation either of the dithiolate or of the terminal ligands. Alteration of the dithiolate bridge

affected mainly the Fe–Fe bond strength, while more potent donor substitution and ligand field asymme-

trization changed the metal charge and valence level localization. In contrast, cyanide ligation altered all

relevant properties and, in particular, the frontier molecular orbital energies of the diiron core. Mutual

benchmarking of experimental and theoretical parameters provides guidelines to verify the electronic

properties of related diiron compounds.

Introduction

Hydrogen (H2) is a promising fuel for a future economy based
on sustainable energy sources.1–3 Efficient proton reduction
catalysts based on cheap and earth-abundant transition metals
would represent a step forward towards the ubiquitous use of
H2.

4–7 The most efficient H2 conversion catalysts in nature are
the [FeFe]-hydrogenases, which possess an iron cofactor
(H-cluster).8–10 The H-cluster consists of a [4Fe4S] cubane
linked to a diiron unit, the latter being the active site of H2

turnover. Its two iron ions bind carbon monoxide (CO) and
cyanide (CN−) ligands, as well as a dithiolate bridge containing
a pendant amine base (Fig. 1).11–14 The strong-field CO/CN−

ligands bias the iron ions towards the low-spin state and they
likely shuttle between Fe(I) and Fe(II) in the reaction cycle.15,16

The specific roles of the diatomic ligands, the dithiolate
bridge, and the cofactor geometry in the catalytic reactions are
not fully understood so far.

Synthetic chemistry has produced a wealth of model com-
pounds of the diiron unit with the aim to create functional
[FeFe]-hydrogenase mimics.4,17–33 At least 300 diiron com-
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plexes have been reported, which reproduce essential features
of the natural cofactor, such as diatomic ligand binding, open
coordination sites, and metal-bridging groups. Selective ligand
exchange has been explored for example to vary the basicity
and geometry of the two iron sites, and to stabilize vacancies
for substrate interactions. Characterization of diiron com-
pounds with bound hydride, as well as studies on redox chem-
istry, protonation reactions, and oxygen sensitivity, limiting
the applicability of synthetic and natural systems,34,35 are a
further research focus.18,27,36–50 A better understanding of the
protonation of diiron systems is important as many com-
pounds tend to form an unreactive Fe–Fe bridging hydride,
from which H2 formation often requires considerable
overpotentials.51–56 A diiron compound working fully reversibly
and close to the thermodynamic limit, like the natural system,
has not yet been obtained. More rigorous analysis of the
effects of ligand variations and geometry changes on the
atomic-level physical properties of the compounds may help to
improve this situation. In this study, 18 diiron compounds
were analyzed, which show varying terminal ligands and sub-
stitutions at the bridging dithiolate molecule, as well as sym-
metry alterations.

Advanced X-ray absorption and emission spectroscopy tech-
niques (XAS, XES) in concert with quantum chemical compu-
tations provide access to electronic features of metal
complexes.37,57–67 However, a combination of these methods
has relatively rarely been applied to [FeFe]-hydrogenase
mimics.38,39,44,68–73 The K-edge absorption reflects the redox
state and transitions into unoccupied molecular orbitals. The
pre-edge absorption is due to resonant 1s core electron exci-
tation into unoccupied orbitals (core-to-valence transitions,
ctv) with selection-rule weighted transition probabilities. The
ctv provides information on the energy distribution of unoccu-
pied valance levels. The Kβ main-line emission stems from
radiative decay of 3p electrons to the 1s hole. Line splitting
into the Kβ1,3 and Kβ′ features due to 3p/3d-spin exchange
coupling renders it sensitive to the metal spin state. The Kβ2,5

and Kβ″ features of the Kβ satellite emission are due to valence
electron decay to the core hole (valence-to-core transitions, vtc)
and probe occupied valence levels. The use of XAS/XES and
crystal structures to benchmark density functional theory
(DFT) results of spectral simulations is expected to provide
detailed relations between structural and electronic features.

Here, we present a systematic study on an extended series
of diiron compounds of increasing complexity using XAS/XES
and DFT. Fe K-edge absorption variations were related to geo-
metry changes at the Fe(I) centers, for which Kβ main-line
emission spectra revealed the low-spin state. Good agreement
of experimental and calculated pre-edge absorption (ctv) and
Kβ satellite emission (vtc) spectra was obtained, revealing cor-
relations between molecular and electronic parameters.
Variation of the dithiolate bridge mainly affects the Fe–Fe dis-
tance, while an asymmetric donor substitution decreases the
metal charge and enhances the valence delocalization.
Cyanide ligation, like in the natural paragon, effectively alters
most electronic properties of the diiron core.

Materials and methods
Synthesis of compounds and sample preparation

Compounds 1–18 were synthesized as described earlier (see
Fig. 2 and Table 1 for references). Powder (microcrystalline)
material of compounds 1–18 was homogeneously diluted by
grinding with boron nitride (1 : 10 to 1 : 20) in an anaerobic
chamber. The resulting samples were loaded into Kapton-
covered acrylic-glass holders for XAS/XES and immediately
frozen in liquid nitrogen.

X-ray absorption and emission spectroscopy

XAS/XES spectra at the Fe K-edge were collected at the triple-
undulator beamline ID26 at the European Synchrotron
Radiation Facility (ESRF, Grenoble, France).38,39,68,74,75

Samples were held at 20 K in a liquid-He cryostat (Cryovac).
The excitation energy was set by a Si[311] double-crystal mono-
chromator (energy bandwidth ∼0.2 eV). The spot size on the
samples was shaped by slits to ca. 0.2 mm in vertical and
0.3–0.5 mm in horizontal. Fe K-edge absorption spectra were
collected using the rapid scan mode of ID26 (scan duration
∼5 s). The total (Kα) X-ray fluorescence was monitored with a
scintillation detector shielded by 10 µm Mn foil against scattered
X-rays. Fluorescence-detected K-edge spectra were corrected for
minor flattening effects using the simultaneously measured
transmission spectra.76 A vertical-plane Rowland-circle spectro-
meter and an avalanche photodiode (APD) detector were used
for monitoring of the non-resonantly (7600 eV) excited Kβ
X-ray fluorescence. An energy bandwidth of ∼1.0 eV at the Fe
Kβ fluorescence lines was achieved using the Ge[620] Bragg
reflections of 5 spherically-bent Ge wafers (R = 1000 mm). The
energy axis of the monochromator was calibrated at an accu-
racy of ±0.1 eV using the K-edge spectrum of a Fe metal foil
(fitted reference energy of 7112 eV in the first derivative spec-
trum). The energy axis of the emission spectrometer was cali-

Fig. 1 Hydrogen-converting cofactor in [FeFe]-hydrogenase. The
shown crystal structure (PDB entry 4XDC12) is for the oxidized H-cluster
in a bacterial enzyme. Color code: C, grey; O, red; N, blue; S, yellow; Fe,
orange; cys denotes cysteine amino acids of the protein.
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brated at an accuracy of ±0.1 eV using a Gaussian fit to the
elastic scattering peak of the energy-calibrated excitation
beam. Kβ main line spectra were collected using spectrometer
step-scanning (scan duration ∼5 s, energy steps of 0.3 eV).
About five spectra from separate sample spots were averaged
for signal-to-noise ratio improvement and then normalized to
unity area in a 7035–7075 eV range. Kβ satellite line emission
spectra were collected using the previously described approach
(energy step size 0.3 eV, 5 s data acquisition per sample spot,
5–7 data sets averaged).77,78 A rapid shutter blocked the inci-
dent X-rays during emission spectrometer movements. XAS/
XES data were processed and evaluated using our earlier
described procedures and in-house software.38,39,68,74,75,79 Pre-
edge absorption spectra (ctv) were derived by polynomial back-
ground subtraction from normalized XANES spectra using in-
house software. Kβ satellite emission spectra (vtc) were derived
by subtraction of a smooth background accounting for the
high-energy tail of the Kβ1,3 line and normalization to unity
area within 7075–7120 eV. Fits using 2 (ctv) or 6 (vtc) Gaussian
functions with a variable full-width-at-half-maximum (FWHM)
for the ctv spectra (same FWHM for the 2 peaks) or a fixed
FWHM of 3.5 eV for the vtc spectra provided energies and
intensities of experimental ctv and vtc peak features.

DFT calculations

Calculations were carried out on the Soroban computer cluster
of the Freie Universität Berlin. Spin-unrestricted single-point
DFT calculations on the crystal structures were carried out
using the BP86/TZVPP functional/basis-set combination80–82

as implemented in the ORCA program83 to derive ctv and vtc
stick spectra (i.e. transition intensities and energies) and MO
energies, as well as MO metal/ligand characters of the com-

Fig. 2 Crystal structures of diiron compounds 1–18. Color code: B,
light-brown; C, grey; O, red; N, blue; P, orange; S, yellow; Cl, green; Fe,
violet. Compound annotations: Fe2(µ-CO)2(Cp)2(CO)2 (Cp = cyclopenta-
dienyl, C5H5), 1;

118 Fe2(µ-S2)(CO)6, 2;
119 Fe2(µ-pdt)(CO)6 (pdt = 1,3-pro-

panedithiolate, (SCH2)2CH2), 3;102 Fe2(µ-dmpdt)(CO)6 (dmpdt = 2,2-
dimethyl-pdt, (SCH2)2C(CH3)2), 4;120 Fe2(µ-bdt)(CO)6 (bdt = benzene-
1,2-dithiolate, S2C6H4), 5;89,90 Fe2(µ-Cl4bpdt)(CO)6 (Cl4bpdt = tetra-
chloro-biphenyl-2,2’-dithiolate, S2(C6Cl2H2)2), 6;

123 Fe2(µ-bc)(CO)6 (bc =
benzo[c]cinnoline, N2(C6H4)2), 7;

124 Fe2(µ-pdt)(CO)4(PMe3)2 (Me = CH3),
8;125 Fe2(µ-dmpdt)(CO)4(PMe3)2, 9;126 Fe2(µ-(SCH2)2N(CH2Ph))
(CO)4(PMe3)2 (Ph = C6H5), 10;46 Fe2(µ-pdt)(CO)5(H2NPr) (Pr = C3H7),
11;127 Fe2(µ-dmpdt-OMe)(CO)5(PPh2), 12,128 Fe2(µ-Cl2bdt)
(CO)4(Ph2PCH2CH3CH2PPh2), 13;

129 Fe2(µ-pdt)(CO)4(BC) (BC = 1,2-bisdi-
phenylphosphine-1,2-o-carborane, C2B10H10), 14;98 Fe2(µ-bdt)
(CO)4(BC), 15;98 [Fe2(µ-pdt)(CN)2(CO)4]

2−, 16;130 [Fe2(µ-adt)
(CN)2(CO)4]

2− (adt = azadithiolate, (SCH2)2NH), 17;100 [Fe2(µ-odt)
(CN)2(CO)4]

2− (odt = oxodithiolate, (SCH2)2O), 18.99 Protons were
omitted for clarity. See Fig. S1† for schematic drawings of the compound
structures.

Table 1 Structural parameters of diiron compounds

Compounda

Number
of CO
ligands

Fe–Fe
distance
[Å]

Mean
Fe–ligand
bond
length [Å] CSDb code Ref.

1 4 2.539 2.03 CYPFEC03 118
2 6 2.556 1.97 FOKCOX01 119
3 6 2.510 1.98 CAZMAR 102
4 6 2.494 1.99 VOFGUT 120
5 6 2.480 1.98 SIHXIQ 121

and 122
6 6 2.512 1.99 ERAMEQ 123
7 6 2.508 1.83 BCINFE 124
8 4 2.555 2.05 VOQCUZ 125
9 4 2.569 2.05 NONFAY 126
10 4 2.546 2.05 UCAYUT 46
11 5 2.552 2.00 XEPZEY 127
12 5 2.519 2.02 n.a. 128
13 4 2.531 2.07 CUTSAM 129
14 4 2.544 2.06 CEBBAO 98
15 4 2.497 2.06 CEBBES 98
16 4 2.518 1.99 WOLROE 130
17 4 2.509 2.00 YOBSEN 100
18 4 2.518 1.99 n.a. 99

a All compounds contain a formal Fe(I)Fe(I) core; b CSD = Cambridge
Structural Database;131 n.a., not available in the CSD.
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pounds.38,75,76 For the two low-spin Fe(I) centers in all com-
plexes, a total spin (S) of zero (multiplicity, M = 2S + 1 = 1) was
favored by the lowest single-point energy of the structure in all
cases. CM5 charges were calculated on the basis of geometry-
optimized structures (BP86/TZVP, COSMO solvation model, ε =
4) using the Gaussian09 program.84 Molecular orbitals were
visualized with Gview.84 For comparison with experimental
spectra, calculated ctv sticks (in a range from the LUMO to ∼3
eV) were shifted 181.9 eV on the energy axis, broadened by
Gaussians (FWHM 0.8 eV), and resulting spectra were scaled
(×165); calculated vtc sticks (in a range from ∼7080 eV to the
HOMO) were shifted by 181.3 eV on the energy axis, broadened
by Lorentzians (FWHM 2.0 eV), and resulting spectra were
scaled (×60). Calculated ctv spectra were fitted with 2
Gaussians (variable FWHM) and calculated vtc spectra were
fitted with 6 Gaussians (FWHM 2.5 eV) as the experimental
spectra to derive energies/intensities of ctv/vtc peaks.

Results
Structure of diiron compounds

The crystal structures of the diiron compounds are depicted in
Fig. 2 and Fig. S1.† Selected metrical parameters are given in
Table 1 and Table S1.† All compounds have a formal Fe(I)Fe(I)
valence and exhibit increasing complexity, ranging from sym-
metric structures with all-carbonyl terminal iron ligation and
no, small, or increasingly bulky bridging dithiolate or diamino
groups (1–7), over structures with terminal ligand substitutions
(e.g. by phosphine or cyanide) and small dithiolate groups
(8–11, 16–18), to asymmetric structures with diverse and bulky
dithiolate groups and/or terminal groups such as a bispho-
sphine-carborane ligand (12–15). Despite the pronounced
structure variations, the Fe–Fe distance deviated by maximally
about ±0.05 Å from the mean value of 2.53 Å. Similarly, only
moderate deviations (±0.12 Å) from the average iron–ligand
bond length (∼2.01 Å) were observed, although a larger bond-
lengths spread was realized in the compounds with a more
heterogeneous ligand environment. All complexes have 5-co-
ordinated iron sites (except 1 with four ligands) carrying one
to three CO and two µ-S ligands (except 7 with two µ-N
ligands), as well as a variety of further ligand species (Fig. 2).

K-edge XAS and Kβ XES

XANES spectra at the Fe K-edge of the diiron compounds are
shown in Fig. 3A. The spectra revealed pronounced shape vari-
ations due to changes in energy of unoccupied levels. The
K-edge energy varied by almost 5 eV (∼7120–7125 eV).
Compounds 8–10 and 12–15 carrying phosphine or bispho-
sphine-carborane ligands at both Fe ions or only at one Fe ion
showed lowest K-edge energies. 5–7 bearing phenyl or aryl
groups at the dithiolate or diamino bridge showed highest
energies. Compounds 16–18 binding CN− ligands and 1 had
intermediate energies. The edge energy of ferrous iron-oxide
(i.e. Fe(II)O) was lower than that of the Fe(I)Fe(I) compounds.
Kβ main-line emission spectra are shown in Fig. 3B. The

spectra appeared very similar for all compounds, showing a
prominent Kβ1,3 feature at ∼7057 eV and a negligible Kβ′
feature at ∼7045 eV. The small Kβ′ feature in comparison to
the larger Kβ′ feature for high-spin Fe(II) in FeO indicates that
the iron ions in all diiron complexes were in the low-spin
state.38,39,75,85,86 The Kβ1,3 line energy varied by less than
0.3 eV. The complexes carrying, e.g., phenyl or CN− groups
(5–7, 16–18) had lower Kβ1,3 energies whereas the complexes
with, e.g., phosphine or bisphosphine-carborane groups (8–12,
14, 15) had higher Kβ1,3 energies. For an increase of the iron
oxidation state by one unit in a comparable coordination
environment, a shift of the K-edge by 2–3 eV to higher energies
and a ∼0.6 eV higher Kβ1,3 energy is anticipated.72,74,75,87–89

Therefore, the absolute K-edge energies and the variable
energy changes between the compounds likely were dominated
by the variations in the ligation environment of the diiron
compounds, rather than being determined by changes in the
iron redox state. Presumably, the altered coordination geome-
tries at the iron centers affected the energy distribution of
unoccupied levels. Rather similar Kβ1,3 energies also imply

Fig. 3 Fe K-edge absorption and Kβ main-line emission spectra of
1–18. (A) XANES spectra (inset, K-edge energies; see Fig. S2† for
magnified pre-edge features). (B) Kβ main-line emission spectra (inset,
Kβ1,3 energies). Table S2† lists K-edge and Kβ1,3 energy values. Spectra of
Fe(II)O shown in (A) and (B) for comparison.
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that the apparent iron oxidation state varied only slightly in
the compounds and that the line energy changes mostly
reflect the structural changes.75,78,85

Pre-edge absorption and Kβ satellite emission

Core-to-valence X-ray absorption spectra (ctv) and valence-to-
core emission spectra (vtc) are shown in Fig. 4, 5 and Fig. S2,
S3.† The ctv spectra revealed two apparent peak features with
moderate intensity, bandwidth, and energy variations
(Fig. 4A). In the vtc spectra, six apparent emission peak fea-
tures were discernable, which vary in energy and shape
(Fig. 5A). DFT calculations on the crystal structures yielded
theoretical ctv and vtc spectra (Fig. 4B and 5B) that fairly well
reproduce the differences between the experimental ctv and
vtc spectra. Notably, very similar ctv/vtc spectra were calculated
for geometry-optimized structures (Fig. S5–S7, Table S1†).
Dissection of the characters of target molecular orbitals (MOs)
for electronic excitation underlying the ctv spectra revealed
that peak 1 is dominated by transitions into MOs with mostly

Fe and weak ligand character whereas peak 2 reflects tran-
sitions into MOs with mainly CO ligand character and minor
Fe contributions (Fig. S4†). Dissection of the characters of
source MOs for electronic decay underlying the vtc spectra
revealed that peak 6 is dominated by MOs with mainly Fe char-
acter, peaks 1, 2, and 5 show major contributions from MOs
mostly located at the bridging (dithiolate) groups and non-CO
terminal ligands, while peaks 3 and 4 reflect transitions from
CO-centered MOs (Fig. S4†).

For a more quantitative analysis, experimental and calcu-
lated ctv and vtc spectra were fitted with two or six Gaussian
functions, which accounted for the visibly discernable spectral
features (Fig. 4A, B and 5A, B). Correlations between the
respective energies of all ctv/vtc peaks are shown in Fig. 6 (see
Table S3† for correlations of individual ctv/vtc peaks). For the
ctv spectra (Fig. 6A), the experimental and calculated energies
of the two peaks agreed within margins of less than about
±0.2 eV for a mean energy difference of ∼2 eV between the two

Fig. 4 Experimental and calculated Fe pre-edge absorption spectra of
1–18. (A) Experimental ctv spectra derived after background subtraction
from XANES data in Fig. 3A and Fig. S2.† (B) ctv spectra from DFT on
crystal structures after Gaussian broadening of stick spectra. (A and B):
Spectra of compounds indicated on the right; black lines, experimental
data; red lines, fit curves with two Gausssians accounting for ctv peaks
labeled 1 and 2 (top). Characters of target MOs for ctv electronic exci-
tation transitions in (B) are shown in Fig. S4.†

Fig. 5 Experimental and calculated Fe Kβ satellite emission spectra of
1–18. (A) Experimental vtc spectra derived after subtraction of the back-
ground due to the high-energy tail of the Kβ1,3 line (Fig. 3B and Fig. S3†).
(B) Calculated vtc spectra from DFT on crystal structures after
Lorentzian broadening of stick spectra. (A and B): Spectra of compounds
indicated on the right; black lines, experimental data; red lines, fit curves
with six Gausssians accounting for vtc peak features labeled 1–6 (top).
Characters of source MOs for vtc electronic decay transitions in (B) are
shown in Fig. S4.†
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peaks. The correlation line slope revealed ∼25% underestima-
tion of the peak energy splitting, as previously observed for the
chosen theory level.38,39,69,70,74 This energy deviation is mostly
attributable to the use of the general gradient approximation
in the BP86 functional lacking Hartree–Fock exchange energy
admixture,90,91 but may contain contributions due to the use
of only two ctv peaks in the analysis, as visible in the experi-
mental ctv spectra. The peak intensities matched within about
±30% (reflecting, e.g., limited accuracy of background subtrac-
tion from experimental data), but the correlation line slope
was close to the ideal value of 1. The latter finding supported
that the use of two peaks in the simulations was sufficient to
reproduce the major spectral changes. For the vtc spectra
(Fig. 6B), reasonable correlation between experimental and cal-
culated energies for the six peaks within margins of less than
±0.5 eV for a mean energy difference of peaks 1 and 6 of ∼20
eV and similar underestimation of energy differences were
observed. Peak intensities matched within ±30% and the

correlation line slope was close to 1. Relatively small energy
and intensity changes in the ctv spectra implied that ligand
exchange has a moderate effect on the energies of unoccupied
valence MOs, as well as on the excitation transition probabil-
ities. Larger changes in the vtc spectra suggested more pro-
nounced differences in the energies of the occupied valence
MOs and, in particular, varying decay contributions from MOs
centered at the different ligands. MOs dominating the ctv/vtc
transitions are exemplified for a symmetric and an asymmetric
compound (3 and 15) in Fig. 7.

Fig. 6 Correlation of ctv and vtc transitions from experiment and DFT.
(A) ctv energies (intensities in the inset). (B) vtc energies (intensities in
the inset) corresponding to Gaussian fit functions in Fig. 4A, B (A) and
Fig. 5A, B (B). (A and B): Black symbols and bars, mean values and full
parameter ranges; straight lines, linear regressions with indicated para-
meters. Mean experimental ctv/vtc energy (relative intensity) errors are
about ±0.1 eV (±10%). For correlations of energies/intensities of individ-
ual ctv/vtc peaks see Table S3.†

Fig. 7 Molecular orbitals involved in ctv and vtc transitions. Shown are
ctv (left) and vtc (right) stick spectra from DFT, spectra after Gaussian
(ctv) or Lorentzian (vtc) broadening of stick spectra, and corresponding
selected target MOs for ctv excitation (labeled a–c) and source MOs for
vtc decay (labeled d–i) for compound 3 (A) and compound 15 (B).
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Consistent behavior in correlation plots of experimental or
calculated ctv and vtc peak energies and amplitudes versus
structural parameters of the diiron compounds emerged
(Fig. 8). Linear fits, which were used as an approximation to
the experimental and computational data, revealed similar
slopes and R values for both sets of data (compare black and
red lines in Fig. 8). Notably, the use of the mean Fe–ligand
distance, which levels out the increased bond lengths spread
in the more asymmetric compounds to some extent, may be
the reason for a relatively weak correlation to the energies of
the ctv peak features. These findings showed that the trends
in the experimental data were reasonably reproduced by the
computational approach. The energy of ctv peak 1 was un-
related to the Fe–Fe distance, which means that small differ-
ences in metal–metal bond strength do not systematically
affect the energies of unoccupied valence MOs. An energy
increase by ∼0.5 eV of ctv peak 2 implies a shift of unoccu-
pied MOs with dominant CO character to higher energies for
an increase of the number of CO ligands from four to six (as
in 16 vs. 5). An overall energy decrease by ∼0.5 eV of ctv peak
2 for a ∼0.1 Å increase of the mean metal–ligand distance
was compatible with the data and presumably reflects

increasing contributions of non-CO ligands to unoccupied
MOs (e.g. in 8–18). The energy increase by ∼0.5 eV and inten-
sity increase by ∼15% of vtc peak 3 for a change of the
number of CO ligands from four to six is due to enhanced
decay contributions from CO-centered MOs. A decrease
by ∼20% of the intensity of ctv peak 4 for a mean metal–
ligand bond elongation by ∼0.1 Å is consistent with
diminished decay probabilities from respective ligand-
centered occupied MOs.

Charge distribution

DFT was used to calculate CM5 charges on the iron ions and
the ligands (Fig. 9). The mean summed charge on the iron
centers was ∼0.7. A smaller charge on iron for 8–10 and
13–18, a larger charge for 2–6 and 11–12, and maximal
charges for 1 with bridging CO ligands and for 7 with a
diamino bridge were found. Both iron ions were about equally
charged, except for compounds 13–15 with an asymmetric lig-
ation sphere at the two iron centers, which showed asym-
metric charging due to less positive charge at Fe1 binding a
bisphosphine-carborane, and increased charge on Fe2.
Compounds 11–12, which hold a nitrogen or phosphine
ligand only at one iron center, had less positive charge on Fe2.
Significant negative charge on the terminal CO ligands was
enhanced in 16–18 by the CN− ligands. The other terminal
ligands including the phosphine groups carried significant
positive charge in 8–15. Almost one negative charge was
located on the CN− ligands in 16–18. The bridging CO ligands
in 1, the diamino bridge in 7, and the dithiolate bridges in
16–18 showed enhanced negative charge, while smaller nega-
tive charge was calculated for the bridging ligands of the other
compounds. The phosphine or CN− ligands in 8–10 and 16–18
thus result in a slight apparent reduction of iron, while asym-
metric ligation leads to an unequal charge distribution on the
metal centers.

Fig. 8 Correlation of structural features and ctv/vtc spectra for 1–18.
Data from experiment (exp., black symbols and lines, left y-axis) and DFT
(calc., red symbols and lines, right y-axis) and linear fits (lines). Energies
and intensities of ctv (left panels) and vtc (right panels) peaks corres-
pond to data in Fig. 6. Selected compounds with parameter values at
the extremes are indicated. Data for 1 and 7 were omitted from the
analysis.

Fig. 9 Charge distribution in 1–18 from DFT. CM5 charges are for
relaxed structures (Fig. S5 and S6†). (A) Fe1 and Fe2 charges (left or right
iron ions in Fig. 2). (B) Summed charge of terminal CO ligands. (C)
Summed charge of remaining ligands. (D) Summed charge of bridging
ligands.
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Valence level configuration

Calculated HOMOs and LUMOs are shown in Fig. 10. In most
cases, the HOMO was dominated by iron contributions
(>50%). In the symmetric compounds with mostly CO ligands,
extensive HOMO delocalization over both iron ions was
observed whereas increasingly asymmetric ligation caused
localization on Fe1 or Fe2. The LUMO in most cases was also
dominated by iron and delocalized over both centers in the

more symmetric complexes, while it was increasingly localized
at Fe1 or Fe2 and showed larger ligand contributions in the
asymmetric complexes (13–15). We estimated experimental
LUMO and HOMO energies from the lowest- or highest-energy
inflection points of the ctv or vtc spectra (i.e. from the respect-
ive zero-crossing points in the 2nd-derivative spectra,
Fig. S10†). The experimental and calculated LUMO–HOMO
energy differences (ΔE) varied by ∼0.7 eV for a calculated
mean ΔE ∼2.3 eV. The ∼1 eV smaller experimental mean ΔE
may reflect systematic underestimation by the experimental
estimation approach (see above), overestimation by DFT (poss-
ibly in part due to small contributions of core hole potential
differences in the XAS and XES calculations to the frontier MO
energy differences), or a combination of both effects (Fig. 11).
The correlation between calculated and experimental ΔE
values was relatively weak. It became accessible only due to
the use of a comparably large number of compounds in the
analysis. The calculated HOMO energy varied between about
−4 eV (in 18) and −6 eV (in 2) and the LUMO energy varied
between −2 eV (in 18) and −4 eV (in 2), revealing that the more
symmetric compounds had relatively lower HOMO/LUMO
energies (Table 2).

From the DFT data, 20 unoccupied or occupied MOs of Fe1
and Fe2 with predominantly Fe(d) character were identified
(Fig. S8†). They were delocalized over Fe1 and Fe2 in the most
symmetric compounds and showed increasing localization for
increasing ligation asymmetry. Moderate changes (<0.5 eV) in
mean relative energies (about 2 eV and −1 eV) of unoccupied
and occupied Fe(d) MOs were observed (Fig. S8†). Although all
compounds have 5-coordinated iron ions (except 1 with four
ligands), the d-level degeneracy was closer to that of octahedral
species with a clear separation of 3t2g and 2eg levels,
suggesting significant Fe–Fe bonding. Calculated LUMO–
HOMO energy differences (ΔE) and energy ranges (corres-
ponding to the apparent d-level degeneracy), total Fe(d) charac-
ters, and specific contributions from Fe1/Fe2 to the MOs are

Fig. 10 HOMO and LUMO for 1–18. Red numbers, total Fe contribution
(in %) to MOs (α and β spin MOs are at the same energy and therefore
identical for the structures with a total spin of zero due to anti-ferro-
magnetic coupling of the two Fe(I) ions).

Fig. 11 Frontier MO energy differences in 1–18. Calculated vs. experi-
mental LUMO–HOMO energy differences, solid circles; linear
regression, line (for details see the text).
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summarized in Table 2. Smallest or largest ΔE values were
found for the most asymmetric (13, 15) or symmetric com-
plexes, regardless of CO to CN− ligand exchange (i.e. in 3 vs.
17). The energy range varied by ∼1.2 eV and ∼0.6 eV (except
for complex 1) for occupied or unoccupied Fe(d) levels. In par-
ticular the most asymmetric compounds with bulky ligands
(12–15) showed decreased Fe(d) degeneracy. The Fe-character
of occupied/unoccupied MOs varied within ∼52–66/32–54%
with larger contributions for very symmetric compounds.
Similar specific Fe1/Fe2 characters of Fe(d) MOs were observed
in the more symmetric compounds (1–9, 16–18) whereas Fe1/
Fe2 characters deviated by up to ∼10% in the more asymmetric
compounds (10–15).

Structural and electronic parameter relations

Detailed comparison of experimental and calculated para-
meters related to iron properties such as Fe–Fe distance and
Fe charge, valence level energies (HOMO/LUMO, vtc/ctv, and
Kβ1,3/K-edge energies), and Fe(d) degeneracy/localization
(Table 1, 2 and Table S4; Fig. S9†) allowed us to identify four
main groups within the 16 compounds bearing a dithiolate
bridge (3–6, 8–12, 13–15, 16–18), revealing four primary effects
in response to ligand exchange vs. 2. For the hexacarbonyl
compounds 3–6, increasingly complex dithiolate bridge dec-
orations mainly result in a shortening of the Fe–Fe distance in
comparison to 2. For compounds 8–12, CO to phosphine
exchange mainly leads to a decrease of the charge on iron
compared to the previous group. For compounds 13–15, CO to
bisphosphine-carborane group exchange at one iron center
diminishes the degeneracy (i.e. increases the energy differ-
ences) and localization of Fe(d)-character valence levels vs. 2.

For compounds 16–18, CO to CN− exchange at both iron
centers has the most pronounced effect on the diiron core
and, in particular, is increasing the HOMO/LUMO energies.
Compound 17 with a nitrogen bridgehead atom shows the
strongest deviation of the four properties.

Discussion and conclusions

We report a systematic XAS/XES and DFT study on a broad
series of diiron-dithiolate model compounds of the [FeFe]-
hydrogenase active site. This approach has further established
the sensitivity of K-edge and pre-edge (ctv) absorption spectra
and of Kβ main-line and satellite-line (vtc) emission spectra for
spin state determination and detection of electronic changes
in response to ligation variations at the low-spin Fe(I)Fe(I)
centers. The DFT level of theory (BP86/TZVPP) yielded reason-
able agreement of experimental and calculated parameters,
thereby providing electronic excitation/decay transitions,
charge distributions, and valence level configurations. Taking
into account the relatively small energy and intensity changes
of the ctv and vtc features among the compounds, revealing of
correlations between the structural and electronic features has
only become feasible due to the use of a large and homo-
geneous series of diiron compounds in the analysis. Mutual
benchmarking of experimental and theoretical XAS/XES data is
versatile for prediction and verification of effects of ligation
changes on structural, electronic, and spectroscopic properties
of diiron compounds in the solid state, as well as in solution,
to monitor rotational isomers, redox changes, and protonation
events.38,69,74

Table 2 Valence level energies and characters of 1–18 from DFT calculations

Compound

Energy [eV]

ΔEa [eV]

Energy rangeb [eV] Fe characterc [%]
Fe(d)
characterd [%]

LUMO HOMO Occ. MOs Unocc. MOs Occ. MOs Unocc. MOs Fe1 Fe2

1 −2.84 −4.81 1.97 1.87 0.75 65.9 53.9 50.0 50.0
2 −3.62 −6.23 2.61 0.68 0.30 66.2 42.3 54.2 53.4
3 −3.23 −5.90 2.67 1.23 0.59 61.9 45.5 54.1 55.1
4 −3.24 −5.88 2.64 1.19 0.57 62.2 45.5 68.7 68.2
5 −3.45 −6.04 2.59 0.72 0.71 57.6 43.9 56.1 56.1
6 −3.73 −6.00 2.27 1.24 0.44 51.8 43.4 55.1 52.5
7 −3.26 −5.86 2.60 0.74 0.46 61.4 37.2 56.2 55.0
8 −2.20 −4.68 2.47 0.90 0.57 59.8 45.4 59.1 56.1
9 −2.19 −4.52 2.33 1.01 0.61 59.8 45.3 57.5 56.1
10 −2.19 −4.52 2.33 0.89 0.62 56.2 41.7 82.7 72.3
11 −2.66 −4.96 2.29 1.10 0.55 63.3 49.2 70.0 62.6
12 −2.71 −5.04 2.34 0.92 0.75 60.9 37.5 70.4 73.4
13 −2.91 −4.70 1.80 1.17 0.79 56.1 39.6 78.3 71.6
14 −2.88 −4.99 2.12 1.03 0.67 60.1 32.2 76.5 67.7
15 −3.05 −4.99 1.94 1.06 0.74 57.2 37.5 73.8 63.5
16 −1.80 −4.15 2.36 0.96 0.52 58.1 43.0 72.5 71.8
17 −1.81 −4.34 2.53 0.74 0.36 54.8 44.0 56.5 56.3
18 −1.70 −4.03 2.34 0.97 0.50 58.5 43.3 72.6 73.8

a LUMO–HOMO energy differences. b Energy difference between highest- and lowest-energy occupied (occ, 7 MOs) or unoccupied (unocc, 3 MOs)
orbitals with predominant Fe(d) character (apparent valence level “degeneracy”). cMean Fe contribution to occ. or unocc. MOs. dMean Fe(d) con-
tribution from Fe1 or Fe2 (left or right iron ion in Fig. 2) to Fe-character of the 10 MOs. Relative energies, Fe characters, and Fe1/Fe2 contri-
butions for the 10 individual MOs shown in Fig. S8.
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Our data show that four main effects on the diiron core,
namely alteration of the Fe–Fe bond length, iron charge,
valence level degeneracy/localization, and frontier MO ener-
gies, can be preferentially related to changes involving either
the dithiolate bridge or the terminal ligands (Fig. 12).
Derivatization of the dithiolate bridge, as, for example, in 5,
which has an electron-withdrawing benzene-1,2-dithiolate
bridge, vs. 3 having a 1,3-propanedithiolate bridge, shortens
the Fe–Fe distance, i.e. alters the Fe–Fe bond strength, as the
main effect. Related changes in metal–metal bonding electron
density could be decisive for biasing protonation to this bond
or to alternative sites, thereby affecting the probability of brid-
ging hydride formation.18,37,40,43,44,69 Substitution of CO by
more potent electron donors (e.g. phosphine ligands)
decreased the charge on iron vs. the parent hexacarbonyl com-
pounds, as expected, which may decrease the required poten-
tial for metal-centered redox reactions.18 Asymmetric ligand
exchange, including electron-donating bisphosphine-carbor-
ane groups, caused charge differences at the two iron centers,
enhanced valence level delocalization, and HOMO–LUMO gap
narrowing, which may facilitate localized redox reactions at
less negative potentials to yield mixed-valence species.68,92–98

Such diiron site species are important in the catalytic cycle of
[FeFe]-hydrogenases. CN− vs. CO exchange at both iron centers
altered most diiron core properties significantly, decreasing
the metal charge, favoring valence delocalization, and increas-
ing frontier MO energies (for example in 16 vs. 3). For this
exchange, which conserves the overall geometry of compounds
16–18 in comparison to 2 with six carbonyl ligands, the com-
bined effects on the diiron core are expected to alter both
redox and protonation properties.48,99–102 These considerations
may provide further rationales for the synthesis of related

diiron compounds as well as for experimental and compu-
tational evaluation of their features.

The diiron site in [FeFe]-hydrogenases shows one terminal
CO and one CN− ligand at each iron center, bridging CO and
azadithiolate groups, and asymmetric metal coordination (see
Fig. 1). Apo-protein can be converted to the functional enzyme
upon binding of 17 to the pre-assembled cubane, release of
one CO, and CO rotation into the bridging position.12,103–108

Compound 17 thereby becomes a superior H2 conversion cata-
lyst, but reconstitution of [FeFe]-hydrogenases with other
diiron compounds (e.g. 16, 18) has so far not yielded compar-
able catalytic activity.12,105,109–111 The low activities, at least in
part, reflect perturbed proton conduction to the active site for
exchange of the bridgehead amine.112 CN− binding and asym-
metric metal sites in the native enzyme resemble the pro-
perties of, e.g., 13–15 and 16–18, so that similar effects on the
diiron core may be expected. Investigations on [FeFe]-hydroge-
nases have indeed revealed stabilization of mixed-valence
diiron species, biasing of surplus electrons to the diiron or
cubane moiety, protonation at the Fe–Fe bond or at the apical
vacancy upon reduction due to rotational mobility of diatomic
ligands, and decreased frontier MO energy differences com-
pared to diiron compounds.36,38,74,113–117 A combination of
asymmetric metal ligation by anionic, protonable, and elec-
tron-delocalizing groups is presumably beneficial for the
design of improved diiron hydrogen-conversion catalysts.

Abbreviations

ctv/vtc Core/valence-to-valence/core transitions
DFT Density functional theory
EXAFS Extended X-ray absorption fine structure
HOMO Highest (energy) occupied MO
LUMO Lowest (energy) unoccupied MO
MO Molecular orbital
XANES X-ray absorption near-edge structure
XAS/XES X-ray absorption/emission spectroscopy
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