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Using a combination of numerically exact and renormalization-group techniques we study the
nonequilibrium transport of electrons in an one-dimensional interacting system subject to a
quasiperiodic potential. For this purpose we calculate the growth of the mean-square displace-
ment as well as the melting of domain walls. While the system is nonintegrable for all studied
parameters, there is no finite region of parameters for which we observe diffusive transport. In par-
ticular, our model shows a rich dynamical behavior crossing over from superdiffusion to subdiffusion.
We discuss the implications of our results for the general problem of many-body localization, with
a particular emphasis on the rare region Griffiths picture of subdiffusion.

Introduction. — The finite energy transport properties
of quantum-mechanical systems generally fall into one of
the three standard categories: ballistic, diffusive, and the
complete absence of transport altogether. Ballistic trans-
port is only possible in special, so-called integrable cases
(such as free fermions) where an extensive set of local
conserved quantities prevents currents from scattering.
Interacting, clean systems are generically diffusive, while
the cessation of transport is a hallmark of systems that
completely fail to equilibrate, such as those that undergo
Anderson localization [1]. The study of the transition
between such regimes has been energized by the recent
focus on systems that undergo many-body localization
(MBL) [2–4]. In the standard quenched disordered vari-
ants of such systems, dynamical behavior is observed that
exhibits a rich set of distinct transport behaviors [5–9].
Interacting quasiperiodic (QP) systems are also believed
to exhibit similar behavior, and are the basis for several
recent experimental studies on MBL [10, 11]. Unfortu-
nately, very little is known about transport in such sys-
tems. Here, we fill this vital gap via a finite-temperature
version [12–14] of the time-dependent matrix renormal-
ization group (tDMRG) [15, 16] as well as the functional
renormalization group (FRG) [17, 18].

Model. — We consider a one-dimensional model of
spinless fermions, subject to a quasiperiodic potential
(QP),

Ĥ =

L−1∑
m=1

[
J
(
ĉ†mĉm+1 + h.c.

)
+ Un̂mn̂m+1

]
+

L∑
m=1

Vmn̂m,

(1)

which using the Jordan-Wigner transformation exactly
maps to XXZ spin model [20]. Here L is the length of
the system, ĉ†m (ĉm) create (annihilate) a spinless fermion
on site m, “h.c.” denotes Hermitian conjugate, n̂m is
the corresponding density, J is the hopping rate, which
without the loss of generality we set to J = 1, U is the
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Figure 1. (Left) A schematic phase diagram (U, λ) of the
system (c.f. Fig. 19 in Ref. [19]). The white circles represent
the points studied in this work. (Right) The average gap
ratio r in the middle of the spectrum for various strengths of
the QP potential, U = 1, and different system sizes (lighter
shades represent larger system sizes). The dashed black line
corresponds to the Wigner-Dyson limit and the solid black
line to the Poisson limit.

interaction strength and Vm is a QP potential of the form,

Vm = λ cos (2πδm+ φ) , (2)

where δ is an irrational number which we will take to
be inverse of the golden mean, δ =

(√
5− 1

)
/2 and φ

is a random phase. For U = 0, this model reduces to
the Aubry-André model, which has a transition between
all localized and all extended single-particle states which
occurs at λ/J = 2 [21]. For λ > 2J transport is ab-
sent in this model, while for λ < 2J transport is ballistic
[22]. For λ = 0 the Hamiltonian is integrable even in
the presence of interactions (U ≥ 0). For U < 2 one can
construct quasilocal conserved quantities to demonstrate
that transport is ballistic [23, 24], while for U > 2 trans-
port is diffusive [25–28]. When both λ and U are nonzero
the system is nonintegrable, and has been studied numer-
ically and experimentally. It has a MBL transition which
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at infinite temperatures occurs for λ/J > 2 [10, 29, 30].
We are interested to study transport in regimes of weak
integrability, in the limits where the transport in the in-
tegrable limit is ballistic. Therefore through this work
we use U ≤ 2 (see left panel of Fig. 1, for the pa-
rameters we use). We would also like to avoid the MBL
phase where an emergent integrability appears [31–36].
For this purpose we search for the approximate location
of the MBL transition in this model by calculating the
gap ratio rn = max (δn/δn+1, δn+1/δn) in the middle of
the spectrum, where δn are the eigenvalue differences.
The gap ratio is a convenient metric of short-range cor-
relations in the eigenvalues’ statistics which was intro-
duced in Ref. [37]. Ergodicity is assumed when the ob-
tained probability distribution of rn (or the unfolded δn)
matches the one of the corresponding random matrix en-
semble [38]. In Fig. 1 we calculate the mean value of
rn averaged over 1000 realization of the random phase
in (2) and 50 values of rn computed in the middle of the
many-body spectrum. We repeat this analysis for U = 1,
a few system sizes, and various amplitudes of the QP po-
tential, and infer the location of the transition from the
crossing point between the different curves. Similarly to
previous studies [39], the crossing point drifts to larger
values of λ when the system size is increased, indicating
that the transition occurs for λ > 2. This value is con-
sistent with previous studies (c.f. Fig. 19 in Ref. [19],
but note a factor of 2 difference in the definition of the
kinetic energy). Since we endeavor in this work not to
calculate the precise location of the transition (which is
quite difficult to do, given the small system sizes which
are accessible) but to merely obtain the values of λ for
which the system is clearly within the ergodic phase we
focus mostly on λ . 3, although the extent of the ergodic
phase might be somewhat larger.

To characterize the transport we use a combination
of a numerically exact method, tDMRG and an approx-
imate method, FRG, which allows us to access signif-
icantly larger system sizes and longer times [40]. We
evaluate the infinite temperature density-density corre-
lation function,

Ci,j (t) = 2−LTr

(
n̂zi (t)− 1

2

)(
n̂zj −

1

2

)
, (3)

and calculate the analog of the mean-square displacement
(MSD),

x2 (t) =
1

L

L∑
i,j=1

(i− j)2 Ci,j (t) . (4)

Normally the MSD scales as power-law with time, x2 ∼
tα, where α is the dynamical exponent. For systems with
ballistic transport, α = 2, and for diffusive systems α =
1. Systems with no transport or transport with a MSD
growing more slowly than any power law will have α = 0.
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Figure 2. Mean-square displacement as a function of time on a
log-log scale, for various amplitudes of the QP potential. The
left panel shows the horizontal cut through the phase-diagram
at Fig. 1, and the right panel shows the vertical cut. Darker
colors represent larger parameters, and the width of the lines
represent the statistical error bars. Blue dashed lines show
the quality of the power-law fits, and the insets present the
corresponding dynamical exponents. The system size used is
L = 100.

To reduce the effects of the boundaries we use systems of
sizes L = 100− 200.

Superdiffusive regime. — We start by analyzing the
vicinity of the integrable limits U = 0 and λ = 0. In
both cases, we do not observe a sharp crossover from
ballistic to diffusive behavior but uncover an extended
superdiffusive regime where the MSD growth as a power
law in time, x2 ∼ tα, with an exponent 1 < α < 2. This
is illustrated in the left (right) panels of Fig. 2 for the
horizontal (vertical) cuts through the phase diagram (see
Fig. 1). The occurrence of superdiffusive transport in the
presence of interactions and disorder is in striking con-
trast to the behavior of clean systems where integrability
breaking terms normally lead to diffusion (for spin sys-
tems, see Refs. [41–44]). However, a simple estimate of
the mean free time of scattering from the external poten-
tial gives a time-scale of τ ∼ 1/λ2, which is about τ ≈ 16
for the smallest λ we study and is comparable to our max-
imal simulation times. Therefore while we convincingly
observe superdiffusion over one decade in time, we cannot
rule out the scenario where it is merely a transient phe-
nomenon. Simulating for longer times is exponentially
hard within tDMRG since while it is a numerically exact
method, the accessible time scales are bounded by the
growth of entanglement entropy. Therefore to substan-
tiate our observation of superdiffusion, we complement
the tDMRG simulation by a different approach which can
reach to much longer times at the price of being approx-
imate. Since transport in the system is characterized by
power laws it is natural to use a renormalization-group
based method for this purpose.

Domain wall dynamics. — In order to access longer
time scales and larger system sizes we use the functional
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Figure 3. Mass transport for a domain wall initial condition.
The right side shows the mass difference, |ni (t)− ni (0)|, as
a function of time for two values of the interaction U = 0
and 0.5, and demonstrates that transport, which is ballistic
at U = 0, becomes successively suppressed when switching on
interactions. The left side compares tDMRG (colored lines)
and FRG (black lines) results for the total mass transferred to
the left side as a function of time, for fixed λ and varying U .
The width of the colored lines represent the statistical error.

renormalization group (FRG) [17, 18] implemented on
the real-time Keldysh contour [45–47]. The FRG pro-
vides an a priori exact reformulation of a quantum many-
body problem in terms of flow equations for vertex func-
tions with an infrared cutoff as the flow parameter [40].
We truncate these equations to leading order, which ren-
ders the framework approximate with respect to the in-
teraction strength. Due to its RG nature, the FRG can
capture power laws, and the corresponding exponents can
be computed up to the linear order in the interaction
strength, U (all higher-order contributions are uncon-
trolled). The computational effort of the FRG calcu-
lation is not sensitive to the build up of entanglement in
the system, and scales linearly with time. In one dimen-
sion one can access times of t ∼ 1000 for systems of up
to L ∼ 1000 sites. Since the MSD is a two-body corre-
lation function, it cannot be computed reliably using a
first-order FRG scheme. To circumvent this issue we in-
vestigate transport via a different protocol which can be
simulated both by the FRG and the tDMRG: the melting
of domain walls.

Domain wall dynamics provide a natural sensor for
MBL physics [48] that can be realized straightforwardly
in cold-atom experiments [49]. To be precise, we prepare
the system in a state where all sites on the left (right)
are occupied (empty) and compute the number of par-
ticles ∆N spreading between these two regions. In the
localized phase, the melting of the domain wall is sup-
pressed, while in the ergodic phase it is characterized by
a power law growth of the transported number of parti-
cles, ∆N ∼ tα/2, with the same exponent α, as the MSD
(if calculated for the same initial conditions). We now
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Figure 4. (Left) Log-log plot of the transported number of
particles ∆N as a function of time. The blue dashed line is
a linear fit to the data from which the dynamical exponent
is extracted, and the inset shows the dynamical exponent as
computed from FRG for various interaction strengths, λ =
1.5. (Right) Log-derivative of the ∆N as function of time,
λ = 1.25.

study the ergodic phase close to integrability. Since FRG
is exact in the limit of U = 0, we focus on the vertical cut
through the phase diagram in Fig. 1. In the absence of
interactions, ∆N grows linearly with time indicating bal-
listic transport (see right panel of Fig. 3). Finite U > 0
leads to slower transport, and the FRG data is in good
agreement with the accurate reference provided by the
tDMRG on intermediate time scales (see left panel of
Fig. 3). The FRG can now be used to push the calcu-
lation to significantly larger times, and a superdiffusive
power law with 1 < α < 2 can be identified unambigu-
ously (see left panel of Fig. 4). Since in this setup we
use small interactions it is important to work with times
longer then the mean-free time of scattering between
two particles, τee ∼ 1/U2, otherwise a transient ballis-
tic transport would be observed. Not only the transport
we observe is always sub-ballistic, but in our simulations
we also use times which are about 2-20 times longer then
the scattering mean-free time τee ∼ 25− 277 . To verify
that the extracted dynamical exponents do not drift with
time we also compute the log-derivative (dlog∆N/d log t)
and observe that it saturates to a plateau (see right panel
of Fig 4), which indicates that the calculated dynamical
exponents are asymptotic within the FRG scheme. It is
also important to check that the extracted dynamical ex-
ponent α scales linearly with U , which is self-consistent
with the assumptions of FRG (see inset of Fig. 4).

In the vicinity of U = 0, the dynamical exponents
agree qualitatively with those governing the growth of
the MSD (see Fig. 2). A strict quantitative comparison
is however not possible since we did not find a parameter
set for which the exponents can be determined reliably
in both setups. e.g., at λ = 1.5, U = 0.1 (see Fig. 2),
the domain-wall exponent is no longer in the purely lin-
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ear regime, and the higher-order corrections cannot be
computed reliably by the FRG. More importantly, there
is no general reason to expect that the exponents gov-
erning the spreading of the domain wall and the MSD,
computed for an infinite temperature initial condition,
should coincide: the former is a far out-of-equilibrium ini-
tial condition while the latter describes linear response.
The difference between both setups becomes particularly
apparent at larger U ∼ 0.5 where we can no longer un-
ambiguously identify power laws in the evolution of the
domain wall but observe a strong suppression of trans-
port. Since this effect appears to be a specific hallmark
of the (domain wall) initial conditions and does not di-
rectly coalesce with the focus of this work, we leave the
exploration of this interesting regime to future work. We
have thus provided evidence that transport close of the
integrable (ballistic) limits of vanishing interactions or
disorder is superdiffusive. We will now demonstrate that
subdiffusion materializes for larger amplitudes of the QP
potential.

Subdiffusive regime. — For interacting one-
dimensional systems subject to an uncorrelated disor-
dered potential, transport is surprisingly subdiffusive [5–
7] (see also recent reviews [8, 9] and references within).
It has been proposed that subdiffusion is a result of
rare spatial regions with anomalously large escape times
(which for example could correspond to areas with very
short local localization lengths) [7, 9, 50, 51]. These rare
regions dramatically affect transport in one dimension,
since every particle has to pass through all effective bar-
riers. This picture, dubbed the Griffiths picture, does not
generically apply when there are long correlations in the
underlying disorder potential, in particular in the case
where the potential is QP [50, 51]. The Griffiths picture
thus should predict diffusion for QP potentials [50].

On the left panel of Fig. 2 we present the MSD as a
function of time for various strengths of the QP potential
and U = 1. The computation was carried out at infinite
temperature (cf. Eq. (3)). From the inset, which shows
the extracted dynamical exponent, it is clear that there
is actually no finite regime of parameters for which the
system is diffusive. Similar behavior was observed in an
experimental and numerical study, which appeared while
this work was in preparation [11]. To verify that the
observed behavior occurs also for pure initial states, we
calculated the MSD and the entanglement entropy (EE)
starting form the Néel state (see Fig. 5). We note that
for the system we study the Néel state is a state with
relatively high energy density, lying close to the center of
the many-body band, and has been successfully utilized
to demonstrate MBL in cold atoms experiments [10, 11].
However unlike the experiments, we do not allow volatil-
ity in the initial state, namely we have exactly one par-
ticle sitting on every other lattice site. Similarly to the
infinite temperature initial state, for the Néel state ini-
tial condition both the MSD and the EE show power law
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Figure 5. Mean-square displacement (left) and entanglement
entropy (right) on a log-log scale as a function of time for the
Néel state as the initial state. Parameters used: L = 100,
interaction strength U = 2 and λ = 1.6, 2.4 and , 3.2 (darker
colors designate higher values). Dashed lines represent lin-
ear fits used to extract the dynamical exponents. Diffusion
corresponds to, α = β = 1.

growth with time with dynamical exponents which de-
pend on the amplitude of the QP potential (EE was also
studied in Ref. [30]). We note that while for the Néel
state initial condition the growth of the MSD appears to
be subdiffusive for the simulated times the extraction of
the exponent is extremely unreliable due to presence of
oscillations in the data, which do not disappear with bet-
ter averaging. This precludes from making meaningful
comparison between the dynamical exponent of the EE
(β) with the dynamical exponent of the MSD (α) . For a
comparison of such exponents in disordered systems the
interested reader is referred to Ref. [8].

Discussion. — In this Letter we have demonstrated
that a simple but generic one dimensional interacting
system with a quasiperiodic potential exhibits an unex-
pectedly rich dynamical behavior, exhibiting a crossover
from superdiffusive to subdiffusive transport. Within the
study of systems connected to the problem of many-body
localization, the discovery of superdiffusive behavior is a
new one. While superdiffusion is expected to exist on
finite time scales asymptotically close to an integrable
point, our finding that it also holds for substantial inter-
action and amplitude strengths is surprising.

We have also presented numerical evidence which is
inconsistent with the prevailing explanation for subd-
iffusion in MBL systems, namely the Griffiths picture
[7, 9, 50, 51]. The Griffiths picture naturally relies on the
presence of uncorrelated quenched disorder in the system,
which is crucial for generating a sufficient density of rare
blocking inclusions. Therefore for systems with uncorre-
lated disorder in dimensions greater than one, those with
strongly correlated disorder, or for the quasiperiodic case
studied here, the Griffiths picture should yield asymp-
totic diffusive transport. Contrary to these predictions
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we observe subdiffusive spin transport and a sublinear
spreading of entanglement entropy. We note that while
our numerical results are valid only for relatively short
time scales, there is no a priori reason why subdiffusive
behavior should manifest within the Griffiths picture on
any time scale in the quasiperiodic case studied here.
Our results are in line with a very recent experimental
study, which appeared while our work was in preparation
[11]. There it was argued that while rare regions cannot
be a result of the quasiperiodic potential, they may fol-
low from rare spatial regions in the initial state [11]. We
stress that the infinite temperature state, which we use as
the initial state here, is clearly translationally invariant,
but still exhibits subdiffusion. Moreover we have verified
that subdiffusion is robust also when a pure initial state
without any special spatial structure is taken (here we
considered the experimentally relevant Néel state).

Given our results, we speculate that subdiffusion is
a result of atypical transition rates between the eigen-
states of the noninteracting Hamiltonian and not neces-
sary atypical spatial regions. We order the eigenstates
of the noninteracting Hamiltonian according to their en-
ergies and define the transition rates between any two
states, α and β to be given by its Golden rule value,
Wαβ = |Vαβ |2 / (Eα − Eβ), where Vαβ are the matrix
elements of the Hamiltonian terms which couple α and
β. This picture is akin to phenomenological trap models
of glassy systems in configurational space [52]. In par-
ticular, these models posit a “particle,” representing a
location in parameter or phase space, which hops on a
random energy landscape and with broadly distributed
waiting times. Indeed given a master equation of the
form

dPn
dt

= Wn,n−1 (Pn−1 − Pn)+Wn,n+1 (Pn+1 − Pn) , (5)

with a distribution of hopping times p (W ) ∼W−α, then
subdiffusion with an exponent that smoothly decreases
and vanishes at a well-defined transition, as well as all of
the scaling relations normally associated with the Grif-
fiths picture of MBL, are naturally obtained [8, 53]. It
is important to emphasize that the process we consider
is not associated with the classical exploration of a com-
plex energy landscape by activation processes through
contact with the environment, but instead the transitions
are induced internally. Indeed, a recent calculation of the
dynamics of Anderson localization on the Bethe lattice,
long believed to be a proxy for MBL in low space di-
mensions, shows subdiffusive behavior strikingly similar
to that observed near the MBL transition and comports
with the trap-like model picture presented above [54].

We would like to stress that while there is an apparent
similarity between the mechanism we propose and the
Griffiths picture, in the case of our mechanism the de-
pendence on the dimensionality of the physical system is
quite weak, since any d−dimensional system is mapped

effectively to a model with no spatial structure. More-
over there is no direct connection between the waiting
time within a “trap” in the configurational space and
spatially atypical regions. Therefore unlike the Griffiths
scenario, our picture allows for subdiffusion in higher di-
mensions as well as in the presence of long range spatial
correlations in the potential. Some evidence for subd-
iffusion in two dimensions exists within the framework
of self-consistent many-body dynamics [55]. The micro-
scopic mechanism of these atypical transition rates, as
well as a rigorous mapping to a quantum trap-like model
as envisioned above, have yet to be obtained and are cer-
tainly goals worthy of future work.
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