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Abbreviations 

 

ATI above-threshold ionization  

BBO barium borate 

CCD charge-coupled device 

CMA cylindrical mirror analyzer 

DFG difference frequency generation 

DFT discrete Fourier-transformation 

DLD delayline detector 

EAL electron attenuation length 

ESA excited state absorption 

FWHM full width at half maximum 

GSB ground state bleach 

GVD group velocity dispersion 

HHG high harmonic generation 

HPLC High-performance liquid chromatography 

HS high-spin 

IC internal conversion 

IMFP inelastic mean free path 

IR infrared 

ISC intersystem crossing 

LAPE laser-assisted photoemission effect 

LC ligand centered 

LF ligand field 

LMCT ligand-to-metal charge transfer 

LMT liquid microjet technique 

LS low-spin 

MC metal centered 

MCP multichannel plate 

MLCT metal-to-ligand charge transfer 

MPI multiphoton ionization 

NC nonlinear crystal 

OLED organic light-emitting diode 
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OPA optical parametric amplifier 

PES photoemission spectroscopy 

PMA plane mirror analyzer 

SCO spin crossover 

SFG sum frequency generation 

SHG second harmonic generation 

THG third harmonic generation 

TOF time-of-flight 

UV ultraviolet 

WAM wide-angle mode 

XANES X-Ray absorption near edge structure 

XAS X-Ray absorption spectroscopy 

XUV extreme ultraviolet 
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1 Introduction 

 

The knowledge of the electronic structure of atoms and molecules is the key to 

understanding the chemical and physical properties of matter. This makes studies of the 

electronic structure of fundamental importance for the natural sciences. Different 

spectroscopic methods have been established to facilitate these studies, such as 

absorption, fluorescence, and photoemission spectroscopies that employ radiation in the 

optical and X-ray energy range. The electron photoemission spectroscopy (PES) is one 

of the most powerful methods in revealing the electronic structure, since it allows us to 

directly observe the projection of the electron charge density distribution among the 

populated energy levels to the continuum. The concept of PES is based on the photo-

electric effect, the discovery of which was appreciated by two Nobel Prizes in physics, 

won by Albert Einstein in 1921 and by Robert A. Millikan in 1923. The methodology of 

PES was developed by another Nobel Prize winner, Kai Siegbahn, in the late 50s. Besides 

other different experimental techniques, which were developed and applied during the 

last 60 years, PES has been widely applied by many research groups to conduct studies 

on gas, solid, and liquid samples. The latter type of experiments was technically the most 

challenging task, since ultrahigh vacuum conditions are required for unperturbed 

photoelectron detection. The pioneering study on liquids was performed by Hans and Kai 

Siegbahn and co-workers in the early 70s, who reported the first photoemission spectrum 

of liquid formamide [1]. Later, this challenge was overcome by application of the liquid 

microjet technique developed by Faubel in 1988 [2]. 

However, the knowledge of the static electronic structure alone is not sufficient for 

a complete characterization of the chemical processes. Given the fact that some chemical 

processes occur on extremely short time scales in the sub-picosecond or femtosecond 

range, ultrafast time-resolved methods are necessary to reveal the vibronic dynamics. The 

development of ultrashort laser pulses and the pump-probe experimental technique 

enables us to monitor and to characterize the ultrafast chemical processes. The pump-

probe method usually involves two synchronized coherent light pulses. The first pulse 

initiates changes in the sample, while the second pulse arrives to the sample with 

adjustable time delay and generates the detectable signal. This signal carries the 

information about the quantum state of the studied system and, thus, one can follow the 

evolution of the electron dynamics initially induced by the first pulse. This technique can 
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be used e.g. to study molecular vibrations, which usually occurs on a sub-picosecond time 

scale. PES can also be applied with the pump-probe technique [3-5]. Thus, on the as/fs 

time-scale, it can be used to reveal the electron dynamics of molecular and solid-state 

samples. The time-resolved photoemission spectroscopy (TRPES) studies were realized 

with the use of ultrashort laser pulses, where the effect of multi-photon ionization was 

exploited for generation of the photoelectrons [4, 6].  

However, it is advantageous to probe the transient electronic structure by one-

photon ionization transition, via applying radiation of sufficiently high photon energy to 

overcome the binding energy of the electrons in the sample. In this case, one does not 

need to apply the high radiation intensities required to drive multiphoton ionization. Also, 

the interpretation of the transient ionization spectra is more straightforward as spectral 

contributions from intermediate resonances with higher-lying excited states can be 

eliminated from the spectra; particularly when lower probe intensities can be adopted, 

resulting in negligible multiphoton ionization and probe-induced ponderomotive electron 

energy shifts. Ionization of the sample in a single-photon process can be achieved by 

application of X-Ray or extreme ultraviolet (XUV or EUV) pulses of radiation. While 

ultrashort pulses in the broad spectral range from X-Ray to IR can be generated in 

synchrotron or free electron laser facilities, XUV pulses can be generated by a table-top 

high harmonic generation (HHG) setup. The latter enables investigation of the electron 

dynamics in valence band of many samples, including solids and solvated transition metal 

complexes. Such a TRPES experiment with the use of the XUV pulses as a probe beam, 

performed with a transition metal complex in aqueous solution, forms the basis of the 

present work. 

Nowadays functional materials find application in many different fields of modern 

life. Some examples are: consumer electronics, sophisticated medical devises, and solar 

energy conversion. The knowledge of the electronic structure and the electronic dynamics 

is important for designing new materials with the needed properties and for “tuning” of 

their functional characteristics. Development of functional materials often involves 

transition metal complexes because of their fascinating photochemistry. Here, the 

knowledge of the electronic dynamics can play a crucial role. For example, Ir(III) 

complexes are implemented in the production of organic light-emitting diodes (OLED), 

where they are employed as photosensitizers [7-9]. Ir(III) complexes typically exhibit 

high intersystem-crossing quantum yield from the excited singlet to the intermediate 

triplet states, which is the key parameter for the efficient OLED operation. However, not 
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all the complexes are equally effective because of the different deactivation pathways of 

the excited state, which depends on the choice of ligands. Thus, the study of the electron 

dynamics facilitates to design the molecular complex with specific ligands for optimal 

OLED performance.  As another example, the electron dynamics plays a crucial role for 

the development of dye-sensitized solar cells. Here, the charge from the photoexcited 

states of the dye molecule should undergo a transition to the conduction band of the 

semiconductor electrode in the most efficient way. Recent publications [10, 11] 

demonstrate the capabilities of the TRPES in revealing injection kinetics and electronic 

structure of dye-sensitized TiO2 and ZnO interfaces, employing a Ru(II) dye complex as 

the sensitizer. 

In the last decades, the interest in the development of novel materials, the properties 

of which can be controlled by external perturbations, has considerably increased. This 

interest is largely associated with the development of the information technology which 

progressively requires the size reduction of the hardware components. Bistable functional 

materials, based on the spin-crossover (SCO) phenomenon, are very promising candidates 

for various applications in this technological field. SCO materials can be potentially 

applied in molecular electronics, data storage, display and sensor devices [12-18]. The 

SCO itself is a reversible effect, which appears in a number of transition metal 

coordination complexes and consist in the switching between two electronic states, with 

the lower and higher numbers of unpaired electrons, in the valence d-orbitals of a 

transition metal atom. As a result, for transition metal complexes the switching leads to a 

change of the magnetic properties, the color, and the size of the coordination complex. 

Among different ways to initiate this effect, it can be induced at room temperature by a 

light pulse within an extremely short time period. These properties make SCO compounds 

very attractive for the future practical applications mentioned above. 

Besides the many-fold potential functional material applications, the SCO 

phenomenon additionally poses relevance to biology [19-21] and geology [22, 23]. E.g., 

in biology, it is associated with important fundamental processes, such as oxygen 

transport by hemoglobin. In geology, SCO is utilized to explain processes in the lower 

mantle of the earth.  

Both the future technological applications and the necessity to understand the 

fundamental processes in nature make the study of the electron dynamics in the SCO 

compounds an important task for the scientific community. Since its discovery by Cambi 

in 1930s [24, 25], the SCO phenomenon was under extensive investigations. In this work, 
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TRPES was successfully applied to reveal the mechanism of the ultrafast SCO in iron(II) 

tris-bipyridine ([Fe(bpy)3]
2+) in aqueous solution for the first time. Despite previous 

efforts over the last 40 years in studying this complex, the exact steps of the SCO process 

following photoexcitation by light were still disputed in the literature. The present work 

demonstrates the direct observation of the evolution of the electronic structure of 

photoexcited [Fe(bpy)3]
2+(aq) on the femtosecond time scale, and it gives the final 

interpretation of the SCO mechanism, supported by theoretical calculations. 

 

In general, this work incorporates two important objectives: 

1.  Development and application of the novel methodology for the TRPES studies, 

employing the table-top HHG setup as a source of the XUV probe beam in a 

pump-probe configuration, which can be applied to investigate photochemical 

processes in various transition metal complexes in solution. 

2. Revealing, the previously disputed in the literature, mechanism of photoinduced 

SCO in [Fe(bpy)3]
2+(aq) following excitation to the singlet metal-to-ligand 

charge transfer state (1MLCT). 

 

This thesis includes the following six chapters. Chapter 2 describes the scientific 

background, including the most relevant considerations of ligand field theory and the 

SCO phenomenon, and gives an overview of the previous studies by other research groups 

on the SCO mechanism in [Fe(bpy)3]
2+. Chapter 3 introduces the methodological 

background relevant to the experimental procedure. Chapter 4 introduces the 

experimental setup. Chapter 5 incorporates the presentation and discussion of the experi-

mental results. Chapter 6 describes briefly the preliminary results of the study of the 

photodissociation dynamics in Fe(CO)5, which was performed by employing the 

developed TRPES approach. Finally, Chapter 7 gives a summary of the findings obtained 

in this work. 
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2 Scientific background 

 

This chapter presents an overview of the properties of the iron(II) tris(bipyridine) 

([Fe(bpy)3]
2+) complex and gives the scientific background of the present work. The first 

section of the chapter will introduce the most important terms and concepts of the ligand-

field theory, which provides an insight into the origin of the formation of energy levels 

and photochemistry of transition metal complexes. The second section will briefly 

introduce the spin crossover phenomenon, which was the focus of this study. And finally, 

the third section of this chapter will present the particular properties of [Fe(bpy)3]
2+, 

including its electronic structure, and its photophysical and photochemical properties. 

Additionally, the over-40-year history of time-resolved experiments applied on the 

[Fe(bpy)3]
2+ complex in order to reveal these properties, will be presented. At the end of 

the chapter, two actual and principally contradictory interpretations of the spin crossover 

(SCO) mechanism will be given and the main scientific question of the present study will 

be raised. 
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2.1 Transition metal complexes 

 

2.1.1 Ligand-field theory 

 

Transition metal complexes are a class of chemical compounds, which play an 

important role in modern chemistry. They consist of a transition metal center surrounded 

by a certain number of organic ligands, which can be ions or neutral molecules. 

Characteristically, transition metals have incompletely filled d-subshells in both ionic and 

neutral form. The nature of the bonding between the metal core and ligands is explained 

by the ligand-field theory, which builds on the more simplified crystal-field theory [26]. 

 

 

 

Figure 1. The shape and the orientation of d-orbitals with respect to the ligands (L) in an 

octahedral geometry. Figure is taken from Ref. [27]. 

 

In this work, transition metal complexes with octahedral symmetry are of particular 

interest. According to crystal-field theory, the original unperturbed energy level of a free 

atom undergoes a shift in an octahedral, spherically symmetric environment of 6 negative 

point charges. It defines the barycenter of the perturbed energy levels. In the perfect 

octahedral ligand field, the orientation of the d-orbitals with respect to the ligands (see 

Figure 1) leads to the splitting of the energy levels in two fractions. The dxy, dyz and dxz 

orbitals - which are placed in-between the ligand axis - build the t2g band lying 

energetically lower than the barycenter. The dx²-y² and dz² orbitals - which are placed closer 

to the ligands along their axis - build the eg band lying higher than the barycenter. The 

splitting ratio between the t2g an eg orbitals in octahedral complexes is 2:3, respectively. 

The energy gap between the t2g and eg orbitals is given in the literature as ligand-field 

splitting parameters Δo [28] (in the literature also denoted as 10Dq). This is summarized 
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in the Figure 2. The value of Δo is specific for every complex and depends on the identity 

of the metal ion, strength of the ligands and the character of the metal-ligand bonding. 

 

 

 

Figure 2. Splitting of the 3d orbitals of the central metal ion in an octahedral ligand field. 

 

According to Hund’s rules, the orbitals in the same subshell should be first filled 

with the electrons possessing parallel spins, so that the total spin angular momentum and 

the multiplicity acquire maximal values. After no free orbitals are left to accommodate a 

single electron, two electrons are paired with opposite spins in the same orbital. This way, 

the electronic configuration acquires the lowest energy and, therefore, is energetically 

more favorable. However, for d4, d5, d6 and d7 complexes, two different configurations 

are possible. If the Δo is lower than the energy needed for the pairing of electrons Ep, the 

configuration with the highest number of electrons with parallel spin will be energetically 

more favorable. Such a case (Δo<Ep) is called a weak-field case and leads to the formation 

of the high-spin (HS) complex with HS electronic configuration. The opposite case, when 

the ligand-field splitting parameter is higher than the pairing energy and it requires less 

energy to fill one or more t2g orbitals with paired electrons than to override the gap to eg 

orbitals, is called a strong-field case. These latter compounds are called low-spin (LS) 

complexes with LS electronic configuration. 
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2.1.2 Electron transitions and excided states 

 

 
 

Figure 3. Electron transitions in a d6 transition metal complex with Oh symmetry 

represented by blue arrows. πL und πL* denote the π orbitals of the ligands and eg and t2g 

denote orbitals originating from the splitting of the metal 3d orbitals in an octahedral 

ligand field. Notations are: MC – metal centered transition, MLCT – metal-to-ligand 

charge-transfer transition, LMCT – ligand-to-metal charge-transfer transition, LC – 

ligand centered transition. 

 

One of the most important photochemical properties of transition metal complexes 

are electron transitions from one molecular orbital to another, which can be initiated by 

light irradiation. Intensities of the transitions depend on the spin and symmetry selection 

rules [29]. According to the selection rules, the spin is conserved under phototransition 

whereas the symmetry changes between “gerade” and “ungerade” by absorption of one 

photon. The electron transitions are responsible for the manifold of absorption bands in 

the absorption spectra of this class of chemical compounds. The classification is 

established according to the involved molecular orbitals. Thus, one can distinguish the 

following types of electron transitions [30]: 

1. Metal centered (MC) or Ligand Field (LF) transitions. Transitions of this type 

take place between two orbitals mainly localized on the central metal atom. For example, 

the MC transition involves t2g and eg predominantly metal orbitals for the complexes in 

octahedral symmetry, as shown in the Figure 3. This transition leads to the formation of 

the LF excited states. Depending on the spin orientation and distribution of the electrons 

in the degenerate set of orbitals, the LF states can have different multiplicities, where the 

electron configuration gives rise to the formation of more than one state with given 

multiplicity. For octahedral complexes, transitions within d-orbitals are usually 

symmetry-forbidden, since the parity of both t2g and eg states is “gerade”.  Given this fact, 

LF states in octahedral complexes cannot be populated directly by absorption of a single 
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photon. However, these states still can be populated via decay from the higher photo-

excited states by involving non-radiative relaxation mechanisms, such as intersystem 

crossing (ISC) or internal conversion (IC). ISC represents the transition within states with 

different spin multiplicity, while IC involves the states with the same multiplicity. Since 

in the latter process spin change doesn’t take place, in many cases IC is notably faster 

than ISC.  

2. Charge-transfer transitions. In these transitions, excitation of an electron occurs 

between two molecular orbitals, which mainly “belong” to two different atoms or groups 

of atoms, for example to the metal and to the ligands. The transition from predominantly 

metal orbital to predominantly ligand orbital (with σ or π character) is denoted as metal-

to-ligand charge transfer (MLCT). Accordingly, the opposite variant of transition is 

denoted as ligand-to-metal charge transfer (LMCT). Removing (or adding) of an electron 

from (or to) predominantly metal orbitals leads to the change of its local oxidation state. 

MLCT transitions are especially typical for complexes with central atoms having low 

ionization potential and ligands with easy available empty π* orbitals, like in e.g. 

[Fe(bpy)3]
2+, which lies in the focus of this work. Both MLCT and LMCT transitions are 

illustrated in the Figure 3. Besides these two charge-transfer transitions, one should also 

mention ion-pair charge transfer (IPCT), ligand-to-ligand charge-transfer (LLCT) and 

charge-transfer-to-solvent (CTTS) transitions. However, the latter three types of the 

charge-transfer transitions are not significant for this work. The description of these 

transitions can be found e.g. in the Ref. [30]. 

3. Ligand centered (LC) or intraligand transitions. LC transitions can be defined as 

transitions between two molecular orbitals predominantly localized on the ligand system. 

They commonly occur in transition metal complexes with ligands exhibiting extended π-

systems. This is typical in the case of the aromatic ligands, such as e.g. pyridine, 

bipyridine and phenanthroline. The position of the corresponding bands in the spectra is 

rather independent from the central metal atom. The example of a typical π → π* LC 

transition in an octahedral transition metal complex is illustrated in Figure 3 as well. 

According to the Franck-Condon principle, photoexcitation at a specific wave-

length often leads to the formation of vibrationally excited electronic states. Since the 

electronic transitions are much faster than nuclear motion, the excited state appears first 

with the ground state nuclear configuration. The initial photoexcitation is commonly 

followed by vibrational relaxation or IC to other thermally accessible electronic states 
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[29]. Besides, the spin-forbidden ISC can take place when spin-orbit coupling (SOC) is 

considered. The probability of ISC in this case can by described by equation: 

 

 𝑊 ~ 
⟨𝛹𝑖|𝑷𝑆𝑂𝐶|𝛹𝑗⟩

2

(𝐸𝑖 − 𝐸𝑗)
2  , (1) 

where ⟨𝛹𝑖|𝑃𝑆𝑂𝐶|𝛹𝑗⟩ is the SOC matrix element between electronic states i and j, and 𝐸𝑖 

and 𝐸𝑗 are there energies. Thus, for the higher probability of ISC, either the SOC should 

be strong, or the states should come closer to each other on the energy scale. The latter is 

the case for light elements, such as e.g. iron, where the SOC itself is relatively weak.  

 In general, fluorescence, phosphorescence and nonradiative decay can follow the 

photoexcitation. The decay from the electronically excited states can involve more than 

one step of these different types of de-excitation. The relaxation process can occur on a 

broad range of time scales, covering many orders of magnitude from femtoseconds to 

microseconds. Thus, the relaxation pathways of different transition metal complexes can 

take a manifold of different routes. Characterization of these pathways is crucial for 

understanding of photochemical and photophysical properties of transition metal 

complexes. Time-resolved spectroscopy methods enable us to solve this complicated task. 

 

2.2 Spin crossover 

 

 

 

Figure 4. Schematic representation of the spin crossover in an octahedral d6-metal 

complex according to the distribution of electrons in the 3d orbitals of the central metal 

ion. 

 

Spin crossover (SCO) can be defined as a phenomenon of changing of spin 

multiplicity of the transition metal complexes due to switching between LS and HS 

electron configuration. The process can be initiated by temperature, light or pressure in 
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solid state or in liquid solution. SCO is accompanied with the changing of the metal-

ligand bond length, magnetic properties and absorption spectrum of the transition metal 

complex. The latter leads to the change of color in some compounds. The phenomenon 

occurs in complexes with electron configurations d4 to d7 of the 3d metal center and in d8 

metal complexes with lower than octahedral molecular symmetry [31]. Figure 4 illustrates 

an example of changes in the electronic structure due to the SCO process in a d6-metal 

complex with octahedral molecular symmetry. Besides the properties of the ligands, the 

ligand field strength is strongly related to the metal-ligand distance, what can be 

expressed by the following equation [31]: 

 
∆0

LS

∆0
HS

= (
𝑟HS

𝑟LS
)
6

 , (2) 

where ∆0
LS and ∆0

HS represent the ligand field splitting in LS and HS states, respectively, 

and 𝑟LS and 𝑟HS denote the metal-ligand distances in LS and HS states, respectively. This 

fact makes the metal-ligand bond elongation an important physical characteristic of the 

SCO process. 

The SCO phenomenon was discovered for the first time in the 1930s by Cambi et 

al. [24, 25], who observed unusual magnetic behavior for the iron(III) 

tris(dithiocarbamate) complexes. Later, the process was described with the use of ligand 

field theory, which gave rise to a growing interest in new bi-stable coordination 

compounds exhibiting thermally induced transformation of the electronic structure. 

Particularly, the family of Fe(II) SCO complexes attracted much attention in the 60s-70s, 

since 57Fe Mössbauer spectroscopy (which became available in that period) was very well 

suited for characterization of electronic and molecular structure of Fe(II) compounds. 

Observation of the characteristic resonance signal in the Mössbauer spectra clearly 

showed the temperature-depended change between LS and HS structure [32-38]. Detailed 

discussion of the thermally induced spin transitions can be found e.g. in the Ref. [31]. 

The first light-induced SCO was discovered in 1984 by Decurtins et al. [39] in 

[Fe(ptz)6](BF4)2 by means of optical spectroscopy. In this experiment, the optically 

excited (at the wavelength of 514.5 nm) HS state could be “frozen” and investigated at 

low temperature. The effect was termed as light-induced, excited spin state trapping 

(LIESST) and was extensively studied in Refs. [40-54].  Decurtins et al. [40] predicted a 

two-step ISC mechanism, involving an initially excited singlet LF state and a triplet LF 

state as an intermediate step on the way to the quintet HS state. Moreover, a reverse 
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transition was observed in the trapped HS state initially populated by photoexcitation with 

green light. The reverse transition was induced by irradiation of the sample with infrared 

light at the wavelength of 820 nm [42]. 

During the last 40 years, the development of ultrafast spectroscopy techniques with 

continuously improving time resolution made the extensive characterization of the SCO 

mechanism in the solid state and in solution feasible without application of LIESST. 

Promising perspectives of the practical application of SCO heighten the profile of this 

fascinating phenomenon. Since the first report of Cambi et al., several hundreds of SCO 

complexes were synthesized and characterized [16]. One of these complexes, iron(II) 

tris(bipyridine) ([Fe(bpy)3]
2+), where the SCO process can be induced by light irradiation, 

is the focus of the present study. 

 

2.3 Iron(II) tris(bipyridine) 

 

2.3.1 Electronic structure and properties of [Fe(bpy)3]2+ 

 

[Fe(bpy)3]
2+ belongs to a large family of polypyridine complexes. It occurs in a 

form of deep red crystals that are soluble in water. The deep red color of the solution 

makes the complex suitable for colorimetric analysis [55]. On account of its 

photochemical properties, [Fe(bpy)3]
2+ can be used as a photosensitizer. For example, this 

complex can be used to improve the photocatalytic properties of graphitic carbon nitride 

for the light assisted oxidative coupling of benzylamines [56]. 

[Fe(bpy)3]
2+ can be synthesized in a chemical lab from FeCl2 and bipyridine with 

different counterions. In the sample used in this work, the counterion was chlorine and 

the complete molecular formula was C30H24Cl2FeN6. 

Figure 5(a) demonstrates the 3D model representing the geometrical structure of 

the [Fe(bpy)3]
2+. The iron atom is placed in the center of the molecule and is surrounded 

by three bidental bipyridine ligands. This results in a predominantly Oh symmetry with a 

trigonal (D3) distortion [57, 58]. In the ground state, the molecule exhibits a LS structure, 

where all 6 outermost electrons are distributed in pairs in the t2g orbitals. Lowering of the 

molecular symmetry by the trigonal distortion of the ligand field leads to lifting the 

degeneracy of the electronic structure of the iron(II) atom. Consequently, the t2g orbitals 

split slightly in two eg orbitals and one a1g orbital, as shown in the Figure 6. Since the 

energy difference between them is rather small (~0.1 eV), these orbitals will 
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Figure 5. (a) 3D model representing the geometrical structure of the [Fe(bpy)3]
2+ 

molecule. Red color denotes the iron atom. Blue, grey and light grey colors denote 

nitrogen, carbon and hydrogen atoms of the bipyridine ligands, respectively. (b, c, d) 

Calculated electron density distributions of t2g orbitals of the [Fe(bpy)3]
2+ molecule in the 

LS ground state. (e, f) Calculated electron density distributions of eg orbitals of the 

[Fe(bpy)3]
2+ molecule in the LS ground state. All illustrations were carried out with the 

use of Avogadro molecule editor [59]. 
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be termed as t2g further in text. Figure 5(b-f) demonstrate the shape of the electron density 

distribution of the t2g and eg orbitals according to the DFT ground-state calculations. The 

calculations were carried out by Dr. Kaan Atak (Helmholtz-Zentrum Berlin) with the use 

ORCA software package [60]. Doubly occupied t2g orbitals (see Figure 5 (b, c, d)) are 

non-bonding and exhibit mainly metal character, while empty eg orbitals (see Figure 5 (e, 

f)) are antibonding and exhibit σ-character, which results from the metal-ligand 

interactions. 

 

 

 

Figure 6. Splitting of the 3d orbitals of the iron(II) atom in an iron tris(bipyridine) 

molecule upon symmetry lowering due to the trigonal (D3) distortion. 

 

2.3.2 Absorption spectra of [Fe(bpy)3]2+ 

 

The steady-state UV-Vis absorption spectrum of the [Fe(bpy)3]
2+ shown in Figure 

7 reveals a manifold of absorption bands between 200 nm and 600 nm. One can point out 

three main regions in the spectrum and assign them to the different charge-transfer 

transitions, according to the Refs. [61-63]. Two bands between 320 and 420 nm and 

between 420 and 600 nm arise due to the MLCT transition from the 3d(t2g) orbitals of 

iron to the lowest unoccupied π* molecular orbitals of bipyridine, where we distinguish 

between the asymmetric and symmetric π* orbitals, respectively. Symmetric and 

asymmetric orbitals can be classified with respect to a twofold rotation axis, bisecting the 

chelate angle [64]. The MLCT absorption band in the visible region of the spectrum is 

responsible for the deep red color of the complex. A trident structure in the UV region of 

the spectrum between 200 and 320 nm is assigned to LC transitions from π to π* orbitals 

of the bipyridine ligands. 
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Figure 7. Absorption spectrum of the ~10 mM aqueous solution of [Fe(bpy)3]
2+ recorded 

with the use of commercial spectrophotometer JENWAY 7315. 

 

 

2.3.3 Previous studies on spin crossover dynamics 

 

The manifold of potential applications and the fascinating photochemical and 

photophysical properties, which were described above, made [Fe(bpy)3]
2+ an attractive 

object in numerous studies. The history of time-resolved investigation of the complex 

begins in the middle of 70s. An early picosecond absorption spectroscopy study by Kirk 

et al. [65], applied on a number of different transition metal complexes in solution, 

revealed ground-state bleaching of [Fe(bpy)3]
2+ caused by photoexcitation at a 

wavelength of 530 nm. The recovery time of the ground state was measured to be 0.83 ± 

0.07 ns. That time the excited states could not be assigned unambiguously to particular 

charge-transfer transitions. By the end of the 70s, Creutz at al. [66] examined transient 

absorption spectra of [Fe(bpy)3]
2+ in the 300–500 nm wavelength range with the use of 

picosecond absorption spectroscopy and came to the conclusion that the excited states 

exhibit ligand-field character and they can be either triplet or quintet ligand-field states. 

In the following studies the same research group attempted to describe the excited-state 

decay mechanism in Fe(II) complexes, nowdays known as a part of the SCO process [67-

69]. The latter experiments were based on transient absorption spectroscopy with 

nanosecond and sub-nanosecond resolution. Later, Bergkamp et al. [67] confirmed the 

ligand-field nature of the excited state formed due to the depopulation of the initially 
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photoinduced MLCT states within <10 ps, and Hauser et al [68] suggested triplet LF 

states as a possible intermediate step in the decay from MLCT to the quintet LF state. 

Finally, in 1993 McCusker et al. [69] proposed the mechanism of the interconversion 

between the ground state (1A1) and the quintet LF state (5T2). This mechanism involved 

initial excitation of the 1MLCT state, direct population of the 5T2 excited state from the 

1MLCT state within ~700 fs, and vibrational cooling in the 5T2 excited state within 2-3 

ps. 

These early experiments prepared the base for the understanding of the SCO 

mechanism in [Fe(bpy)3]
2+. However, the poor time resolution was a crucial limitation 

for tracking the process, which as we know today occurs on the femtosecond time-scale. 

Application of different modern time-resolved methods and experimental strategies, 

triggered by the appearance of femtosecond laser systems, in the last ten years 

precipitated the detailed characterization of the photocycle of the SCO process in 

[Fe(bpy)3]
2+. However, fundamental question, which will be outlined below, remained 

open.  

The following experimental methods were applied during the last 10 years to study 

the SCO process in [Fe(bpy)3]
2+: 

• Femtosecond fluorescence up-conversion spectroscopy [70] 

• Transient UV and visible absorption spectroscopy in solution [70-72]  

and in single crystals [73] 

• Picosecond hard X-Ray absorption spectroscopy [74]  

• Femtosecond X-Ray absorption near edge structure (XANES) studies [75, 76] 

• Femtosecond X-Ray powder diffraction [77] 

• Combination of X-Ray emission spectroscopy with X-Ray diffuse scattering [78] 

• Ultrafast transient soft X-Ray absorption spectroscopy [79] 

• Ultrafast X-Ray fluorescence spectroscopy [80] 

Besides the experimental studies listed above, one should also mention a number 

of theoretical works dedicated to the reviewed topic that were performed in this time 

period [58, 63, 81-85]. 

 

Femtosecond fluorescence spectroscopy performed by Gawelda and co-workers 

[70] with a temporal resolution of ~100 fs revealed two spectral emission peaks, which 

were assigned to the singlet and triplet MLCT states. The data analyses yielded lifetimes 

of <30 fs and ~130 fs for 1MLCT and 3MLCT, respectively. Transient absorption studies 
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performed in the visible range with a time resolution of ~140 fs [70] exhibited the ground 

state bleach (GSB) signal, originating from the depletion of the LS ground state under 

photoexcitation by the 400 nm pump laser pulse. Global analyses of the data obtained in 

this experiment delivered three time constants: 115 ± 10 fs, 960 ± 100 fs and 665 ± 35 ps. 

The first time constant was assigned to the life time of the 3MLCT state and the third one 

to the recovery of the ground LS state. The second time constant could not be associated 

by the authors with any of given states of [Fe(bpy)3]
2+. Later, Consani and co-workers 

[71] revealed vibrational dynamics in the excited HS state by means of UV transient 

absorption spectroscopy. This study, performed with a time resolution of ~130 fs, 

uncovered the bimodal dynamics with 1.1 ± 0.17 ps and 3.4 ± 1.2 ps time constants in the 

process of vibrational cooling of the HS state. 

 

 

 

Figure 8. Photocycle of the SCO in [Fe(bpy)3]
2+: following the photoexcitation at the 

wavelength of 530 nm (photon energy of 2.3 eV) the electron populates first the 1MLCT 

state and then is transferred via the intersystem crossing to the 3MLCT within <30 fs. The 

following relaxation to the metastable quintet HS state can occur either stepwise via the 

intermediate triplet LF states (II) or directly (I). The direct transition is mediated by non-

totally-symmetric vibrational modes. Finally, the system relaxes from the HS state to the 

ground LS state within ~650 ps. Vibrational cooling within the HS state is not shown in 

the figure. 

 I 

 II 
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In contrast to the visible absorption experiment, spectra recorded in this study 

exhibited excited state absorption (ESA) signal associated with the formation and decay 

of the MLCT and quintet LF states besides the GSB signal. The interesting result of this 

study was the fact, that the MLCT ESA decays on the same time scale of 130 fs as the 

rise time of the HS state ESA. Additionally, this experiment delivered the time constant 

of 650 - 700 ps for the recovery of the ground state, which was consistent with Ref. [70]. 

Apart from the studies mentioned above, XANES experiments with few-

picosecond and femtosecond time resolution were applied in order to reveal the SCO 

mechanism in aqueous solution of [Fe(bpy)3]
2+. Distinct from UV and visible transient 

absorption spectroscopy, time-resolved X-Ray absorption spectroscopy (XAS) employs 

the absorption properties of the atomic core electrons and allows us to monitor the 

structural changes induced in the molecule by the excitation due to optical laser pulse. 

The probe pulses in these experiments were produced with the use of the synchrotron 

facility [74, 75] and by application of the free electron laser [76]. The results highlighted 

the elongation of the Fe-N bonding by ~0.2 Å in the excited HS state, which is also typical 

for other Fe(II)-based SCO complexes [86-97] despite the different life-times of the HS 

state. Time-resolved XANES also revealed the decay time of the 3MLCT and the rise time 

of the HS state on the scale of ~150 fs, and the time constant of 650 ps for the HS state 

decay. 

Figure 8 schematically represents the photocycle, which summarizes the results of 

the studies described above. The first event after the photoexcitation from the ground LS 

state to the 1MLCT state is the ultrafast intersystem crossing from the 1MLCT to the 

3MLCT within <30 fs. In the second step, the population of the 3MLCT undergoes the 

transition to the vibrationally excited HS state either directly (Figure 8, I) or via the 

population of intermediate triplet LF states (3T1,2) (Figure 8, II) within <130 fs, 

accompanied by the elongation of the Fe-N bond length by ~0.2 Å. The HS state 

vibrationally relaxes in a bimodal way, where the modes suggested to be assigned to 

relaxation of the Fe-N elongation and to the bending and chelate angles [98]. Finally, the 

population returns to the ground LS state on the time-scale of 650 ps. 

 

2.3.4 Two different interpretations 

 

The studies described above could partly characterize the photocycle of the SCO 

process in [Fe(bpy)3]
2+. Nevertheless, the question whether the triplet LF states are 
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involved in the deactivation mechanism following the population of the MLCT states 

remains open. The two latest experimental studies dedicated to this subject presented two 

contradictory interpretations. Zhang and co-workers are convinced of the presence of 

signatures of the triplet intermediate LF states in their transient X-ray fluorescence spectra 

and propose the sequential (or cascaded) model of the excited state population decay as 

follows: 1,3MLCT→3T→5T. The experiment employed Kβ X-ray fluorescence 

spectroscopy, which is highly sensitive to the iron spin multiplicity, with the use of free 

electron laser for the probe pulse generation and delivered time constants of 150 ± 50 fs 

and 70 ± 30 fs for the decay of MLCT and of the triplet LF states, respectively. The time 

resolution of these measurements was ~150 fs. On the other hand, Auböck and Chergui 

[72] proposed the direct model, where the population undergoes the transition from 

3MLCT to quintet HS state mediated by non-totally-symmetric vibrational modes. Thus, 

the whole 1MLCT→3MLCT→5T conversion is complete in <50 fs. The authors applied 

transient absorption spectroscopy with the time resolution of <60 fs in the UV and of <40 

fs in the visible probe range in this study. Essentially, this experiment repeats previously 

published and above mentioned transient absorption studies of Gawelda et al. [70] and 

Consani et al. [71] with the superior time resolution. In Figure 8, the direct and the 

sequential de-excitation pathways are denoted with I and II, respectively. 

The direct model has been suggested earlier by Chergui and co-workers in Refs. 

[75, 98] and even earlier by McCusker et al. [69], however, the latter proposed the direct 

decay to 5T from 1MLCT without involving the 3MLCT. The main arguments for rejecting 

the triplet LF states were the above mentioned population of the HS state and decay of 

the MLCT state on the same time scale and the 100% quantum yield for the MLCT→5T 

conversion. According to Chergui et al., the latter would not be possible with the 3T 

intermediate state, since a leak back to the ground LS state should occur in this case. In 

the recently published article [72], the authors argue that the whole process is completed 

so fast that if the other LF states would be involved, they would have lifetimes of <20 fs. 

However, Gaffney and co-workers, who support the concept of the sequential 

model, presume that stepwise relaxation should occur faster than the direct one. This is 

because the sequential model involves single electronic transitions coupled by a spin-

orbit operator, unlike the direct model that involves a simultaneous spin change of two 

electrons and cannot occur when considering the first-order spin-orbit operator [79]. 

Moreover, the same rise time of the HS state as the decay time of the MLCT states, despite 

including the triplet LF states in the model, can be possible if the population of the latter 
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decays faster than their population grows. The cascaded model is also supported by 

theoretical calculations performed by Sousa et al. [82], which predict the sequential 

relaxation pathway involving triplet LF states as most probable. 

In the end of this chapter, one should mention that the different methods, which 

were previously applied to study the SCO, are sensitive to different specific properties of 

the sample and could not give the complete picture of the process. The novel method, 

which will be presented in the next chapters of this work, provides a completely new 

insight into the SCO phenomenon. 
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3 Experimental methods 

 

The present work combines different experimental methods and techniques. The 

following chapter gives an overview of these methods and techniques as well as describes 

the peculiarities of their application in practice. It starts with the basic aspects of nonlinear 

optics, since such knowledge is necessary for accomplishing the first task of preparation 

of a TRPES experiment: the generation of the pump and probe laser pulses and delivering 

them to the interaction region of the setup. This part of the chapter includes a general 

description of the method of parametric amplification of ultrashort laser pulses, and it 

also presents the method of generation of XUV light via high-order harmonics of laser 

radiation. Additionally, the effects accompanying the propagation of ultrashort light 

pulses in a dispersive medium will be discussed. Application of this knowledge allowed 

us to achieve the time resolution of a few tens of femtosecond in the conducted 

experiment.  

Another section of this chapter is dedicated to the main aspects of photoelectron 

spectroscopy. This includes the scientific background and the different techniques of 

photoelectron detection. The time-of-flight technique applied in this work is described in 

detail along with relevant physical processes which can influence the results of the 

TRPES measurements. The PES requires vacuum conditions, which represents a 

challenging technical task. In the last section of this chapter, the solution for this problem 

is presented, based on the application of a liquid microjet technique. The peculiarities of 

applications of this technique will be described as well. 
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3.1 Generation of ultrashort laser pulses 

 

3.1.1 Basic aspects of nonlinear optics 

 

During the propagation of intense laser light through optical media, diverse 

nonlinear optical processes can take place. These processes can be utilized for the creation 

of light sources needed for spectroscopy experiments. They originate from the nonlinear 

dependency of the polarization density of light as a function of the electric field strength. 

The light-induced polarization P can be represented by a Taylor series expended in terms 

of the electric field E: 

 
𝐏 = 𝜒1: 𝐄 + 𝜒2: 𝐄𝐄 + 𝜒3: 𝐄𝐄𝐄 + ⋯ = 

= 𝐏lin + 𝐏2 + 𝐏3 + ⋯ = 𝐏lin + 𝐏NL 
(3) 

For a weak field strength 𝐄, the nonlinear components of the polarization 𝐏NL can be 

neglected, which is the case of trivial linear optics. In the case of high intensities of the 

propagating light, which is characteristic of ultrashort laser pulses form modern laser 

systems, the role of the nonlinear component increases dramatically. Electromagnetic 

waves can interact with each other in a non-linear medium. As a simple case, we consider 

two waves with the electric field vectors 𝐄1 and 𝐄2 and with the frequencies 𝜔1 and 𝜔2, 

respectively. They can be represented as: 

 

𝐄1 =
1

2
𝐞1 {𝐴1 exp[𝑖(2𝜔1𝑡 − 2𝐤1𝐫)]  + 𝑐. 𝑐. } 

𝐄2 =
1

2
𝐞2 {𝐴2 exp[𝑖(2𝜔2𝑡 − 2𝐤2𝐫)]  + 𝑐. 𝑐. } , 

(4) 

where 𝐞1 and 𝐞2 are the unit vectors, and 𝐤1 and 𝐤2 are the corresponding wave vectors. 

Considering the second order component 𝐏2 of the polarization induced in the presence 

of the superposed electric fields 𝐄 = 𝐄1 + 𝐄2, it can be represented as: 

 

𝐏2 =
1

4
𝜒2: {𝐞1𝐞1𝐴1

2  exp[𝑖(2𝜔1𝑡 − 2𝐤1𝐫)] + 

+𝐞2𝐞2𝐴2
2  exp[𝑖(2𝜔2𝑡 − 2𝐤2𝐫)] + 𝑐. 𝑐. } + 

+
1

2
𝜒2: 𝐞1𝐞2{𝐴1𝐴2 exp[𝑖(𝜔1 + 𝜔2)𝑡 − 𝑖(𝐤1 + 𝐤2)𝐫] + 

+ 𝐴1𝐴2
∗  exp[𝑖(𝜔1 − 𝜔2)𝑡 − 𝑖(𝐤1 − 𝐤2)𝐫] + 𝑐. 𝑐. } + 

(5) 
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+
1

2
𝜒2: (𝐞1𝐞1𝐴1𝐴1

∗ + 𝐞2𝐞2𝐴2𝐴2
∗ )  

Thus, it leads to the formation of the new frequencies 2ω1, 2ω2, ω1+ω2 and ω1-ω2. The 

formation of photons with the frequency 𝜔1 + 𝜔2 and 𝜔1 − 𝜔2 is called sum frequency 

generation (SFG) and difference frequency generation (DFG), respectively. The 

frequencies 2𝜔1 and 2𝜔2 represent the second harmonics of the incident frequencies 𝜔1 

and 𝜔2. This process is called second harmonic generation (SHG), which is a special case 

of the SFG. The processes obey the energy conservation in terms of photon energies. For 

example, the SFG process can be described by the following equation: 

 ℏ𝜔3 = ℏ𝜔1 + ℏ𝜔2 (6) 

The second order nonlinear processes are schematically presented in the Figure 9. 

 

Figure 9. Schematic representation of the 2nd order nonlinear processes: second 

harmonic, sum frequency and difference frequency generation. 

 

The highest efficiency for the SFG process can be achieved in the case if  

𝐤3 = 𝐤1 + 𝐤2, where 𝐤3 is the wave vector of the generated wave. This equation 

represents the phase matching condition. In practice, it can be achieved in birefringent 

crystals. Electromagnetic waves of different polarization propagate in such crystals with 

different velocities due to the difference in the refractive index which depends on the 

angle between the optical axis of the crystal and the polarization of the traveling wave. 

Thus, the birefringence and the symmetry of the media can be used to fulfill the phase-

matching condition, via adjusting the angle of the optical axis of the crystal with respect 

to the propagation direction of the lineally polarized laser beam. In practice, the nonlinear 

crystals are typically cut relative to its optical axis so that the input surface of the crystal 
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is nearly perpendicular to the incoming beams. This way the geometry of the interaction 

of the crystal with the laser light is optimized for a specific nonlinear process. Also, time 

and spatial overlap between the laser pulses should be ensured, which can be achieved by 

adjusting the optomechanical components of the setup.   

 

3.1.2 Parametric amplification process 

 

 

 

 

 

 

 

Figure 10. Schematic presentation of collinear parametric amplification process in a 

nonlinear crystal (NC). Signal and idler pulses are generated by splitting of the pump 

pulse photons with the frequency ωp in two photons with frequencies ωs and ωi in the 

presence of the seed pulse with the frequency ωs. By adjusting the angle between the 

optical axis of the NC and polarization direction of incoming pump and seed beams, the 

phase-matching condition can be achieved for the parametric process. The relation 

ωp=ωs+ωi reflects the energy conservation rule. 

 

 

The optical parametric amplification process is similar to DFG in terms of the 

energy conservation. A representation of this process is shown in Figure 9 (see the right 

panel). The higher energy photon ħωp, referred to as the pump, is converted into two 

photons with lower energies, ħωs and ħωi, where one of them with the higher frequency 

is traditionally called signal and another with the lower frequency is called idler. The 

parametric amplification process is schematically presented in the Figure 10. The intense 

pump laser pulse is propagating in the nonlinear crystal in the presence of a weak laser 

pulse, referred to as the seed. If the spatial and the time overlap between the pump and 

the seed pulses is achieved and the phase-matching condition is fulfilled, the energy from 

the intense pump beam can be efficiently converted into energy of the signal and idler 

beams. The phase matching can be achieved here by choosing the orientation of the 

optical axis of the nonlinear crystal with respect to the polarization of the incident laser 

light. Figure 11 shows that the rotation of the BBO crystal axis by only ~3°, in the range 

of the crystal angle between 25.5° and 28.5°, can cover the wavelength range of 

NC 

  ωs 

  ωi 

  ωp 

 

ωs 

ωp 
Pump 

Seed 
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parametrically generated light between 1200 nm and 2200 nm when a pump beam of 800 

nm wavelength is applied. 

 

 

Figure 11. Calculated wavelengths of the signal and idler beams generated in a collinear 

parametric amplification process induced in a type II BBO crystal by a pump beam of 

800 nm wavelength and their dependency on the internal angle of the crystal. The red 

curve represents the signal beam and the blue curve represents the idler beam. The 

calculations were performed with the use of SNLO software [SNLO nonlinear optics code 

available from A. V. Smith, AS-Photonics, Albuquerque, NM]. 

 

3.1.3 Optical Kerr-effect 

 

Among the third-order nonlinear processes, the optical Kerr effect plays an 

important role in the scope of this work. This effect consists of a change of the refractive 

index as a linear function of the intensity of the light propagating through the optical 

media. It can be described by the equation: 

 𝑛 = 𝑛0 + 𝛽𝐼 , (7) 

where 𝑛0 represents the linear refractive index and 𝛽𝐼 represents the nonlinear second-

order term of the refractive index which is proportional to the laser intensity I. This 

nonlinear term becomes important only at high optical intensities, and the value of critical 

intensity depends on the properties of the optical media, specifically 𝜒3 (see Equation 

(3)). The optical Kerr effect is an origin of two other effects: self-focusing and self-phase 

modulation, both of which are relevant to the operation of the laser setup in the present 

work. 
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The spatial intensity distribution of the laser pulse is commonly described by a 

Gaussian envelope. It means that the intensity in the center of the beam is higher than on 

the sides and, according to Equation (7), the refractive index is also higher in the center. 

It leads to the distortion of the wavefronts and the media starts acting like an optical lens. 

This effect is called self-focusing and is widely used in laser systems to generate 

ultrashort laser pulses. Namely, the method of passive mode-locking commonly applied 

to synchronize generated modes in a laser oscillator is based on the optical Kerr-effect. It 

can be understood in terms of energy losses of a pulse propagating in the resonator cavity 

and passing through an aperture. A shorter pulse possesses a higher peak intensity and, 

therefore, it experiences a stronger self-focusing and consequently less losses on the 

aperture. This ultimately leads to generation of short pulses. 

Another consequence of the nonlinear modification of the refractive index can be 

the time domain and is significant for ultrashort laser pulses, where the intensity is 

inhomogeneously distributed in time. The phase modification induced by the nonlinear 

refractive index can be described as follows: 

 𝛥𝜑(𝑥, 𝑡) =
𝜔0

𝑐
𝛽𝐼(𝑡)𝑥 , (8) 

where 𝛥𝜑 represents a difference in the temporal phase of the electromagnetic wave as a 

function of the propagation coordinate 𝑥 and the local time of the laser pulse, t. This self-

phase modulation can be used for the generation of a supercontinuum, a process also 

known as a white light continuum. In 1970 Alfano and Shapiro demonstrated this effect 

for the first time in some crystals and glasses [99]. The ultrashort, white light pulses can 

cover wavelengths ranging from the UV to NIR [100], and nowadays are commonly 

applied as a seed in optical parametric amplifiers [101] and as probe pulses in broadband 

transient absorption spectroscopy [102, 103]. From the other side, the consequences of 

the optical Kerr-effect can be disturbing, since it can lead to the unwanted modulations 

of the laser pulse in the spectral and time domains. Therefore, this effect represents an 

important issue, which should be taken into account in the design of optical setups 

employing high-power laser sources. To avoid possible problems caused by the Kerr-

effect, the peak intensity of the laser pulse can be decreased by increasing the laser beam 

diameter. 
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3.1.4 Dispersion of optical pulses 

 

A laser pulse is typically described by a product of a harmonic function, which 

represents the time-dependent optical oscillation of the electric field, and the Gaussian 

envelope function, which represents the time-dependent intensity distribution of the laser 

field: 

 𝐸(𝑡) = Re (𝐸0 ∙ 𝑒𝑥𝑝[𝑖𝜔0𝑡] ∙ exp [
−𝑡2

2𝜏2
]) , (9) 

where 𝐸0 is the amplitude of the electric field, 𝜔0 is the central (carrier) frequency, and 𝜏 

is the width parameter of the Gaussian envelope. The pulse duration ∆𝜏 of the Gaussian 

pulse is defined by the full width at half maximum (FWHM) of the intensity profile and 

can be calculated as ∆𝜏 = 𝜏 ∙ 2√ln 2. The relation between the spectral width ∆𝜔 (FWHM 

of the spectral intensity envelope) and the pulse duration ∆𝜏 can be expressed by the 

following uncertainty: 

 
Δ𝜔

2π
∙ ∆𝜏 ≥ 𝐾 , (10) 

where K is a numerical constant, which is equal to 0.441 for Gaussian profiles. When the 

minimum of the product of the bandwidth and the pulse duration is achieved, the pulse is 

considered to be bandwidth-limited or transform-limited [104]. By measuring the spectral 

width of the laser beam and considering the equality relation in Equation (10), the 

minimal possible value of the pulse duration can be easily estimated. 

To consider how the spectral content of the laser pulse is changing during the pulse 

propagation over the distance z in the dispersive medium, one can apply a Fourier 

transformation to the time envelope of the pulse. The result can be written as: 

 𝐸(𝑧, 𝜔) = 𝐴 ∙ exp [−
1

2
(𝜔 − 𝜔0)

2𝜏2] ∙ exp[−𝑖𝑘(𝜔)𝑧] , (11) 

where the frequency-dependent propagation factor is given by 𝑘(𝜔) = 𝑛(𝜔)𝜔 𝑐⁄ . The 

pulse dispersion can be presented by a Taylor’s series of 𝑘(𝜔) expanded in the vicinity 

of the central frequency 𝜔0: 
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 𝑘(𝜔) = 𝑘(𝜔0) + 𝑘′(𝜔0)(𝜔 − 𝜔0) +
1

2
𝑘′′(𝜔0)(𝜔 − 𝜔0)

2 + ⋯ (12) 

The third term in Equation (12) is known as group velocity dispersion (GVD) with the 

coefficient: 

 𝑘′′(𝜔0) =
d2𝑘(𝜔)

d𝜔2
|
𝜔0

=
d

d𝜔

1

𝑣𝑔𝑟
=

𝜆3

2𝜋𝑐2

d2𝑛(𝜆)

d𝜆2
 , (13) 

where 𝑣𝑔𝑟 = d𝜔 d𝑘⁄  is the group velocity value and 𝜆 is the wavelength of the laser light. 

Practically, GVD means that the spectral components of the laser pulse propagate through 

a dispersive medium with different velocities. The dispersion gives rise to a phase 

modulation, known as chirp. Positive GVD (𝑘′′(𝜔0) > 0) causes positive chirp or up-

chirp:  the spectral components of the pulse with the longer wavelengths propagate faster 

than the components with shorter wavelengths (see Figure 12 for illustration). Negative 

GVD (𝑘′′(𝜔0) < 0) causes negative chirp or down-chirp:  the spectral components with 

the shorter wavelengths propagate faster [104]. As a consequence of this material-

dependent effect, the pulse duration can be significantly increased or decreased. Since the 

laser pulse duration is a crucial parameter for time-resolved experiments, GVD should be 

taken into account when choosing the optical components for the experimental setup.  

 

 

Figure 12. Chirped laser pulse. Blue curve denotes the up-chirped laser pulse in the time 

domain. Black curve denotes the unchirped pulse with the same pulse duration. 
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3.1.5 Generation of high-order harmonics 

 

 

Figure 13. Schematic representation of a typical HHG spectrum. The vertical axis is 

shown on a logarithmic scale. For the low harmonics in the perturbative regime, the HHG 

intensity decreases rapidly with the harmonic order. For the higher harmonics, the 

spectrum exhibits a plateau followed by a pronounced cut-off. 

 

A HHG setup represents a powerful table-top source of coherent XUV and soft X-

Ray light with the pulse duration suitable for studying ultrafast processes in molecules. 

Both the size of the setup and the short pulse duration represent a big advantage in 

comparison with bulky and very expensive synchrotron and free electron laser facilities. 

The first observation of high-order harmonics generation (HHG) was reported in 1977 

[105]. It was achieved in the perturbative regime of the laser intensity. HHG was initiated 

in a plasma by focusing of a nanosecond laser pulse onto a solid aluminium target. The 

further development of laser technology enabled the application of much higher 

intensities (due to the availability of much shorter pulses) and, thereby, led by the late 

1980s to a variety of successful HHG experiments on noble gases [106, 107]. The results 

of these experiments indicated that a new strong-field, nonperturbative regime was 

reached [104]. A typical spectrum of high-order harmonics, obtained by focusing an 

intense laser pulse in a noble gas, is schematically presented in Figure 13. The spectrum 

consists of odd harmonic peaks, separated by twice the photon energy of the fundamental 

laser beam. The low-order harmonics arise in the perturbative regime and exhibit a rapid 

decrease of intensity with increasing of the harmonic order. This decrease occurs typically 
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up to the 7th or 9th harmonic with 800 nm driving laser wavelength, and beyond this range 

the HHG signal forms a plateau of peaks with approximately equal amplitudes. The 

spectral range covered by the plateau depends on the pump pulse parameters, such as the 

wavelength and the peak intensity, and can extend over 500 eV [108]. This spectral 

plateau is a signature of the nonperturbative interaction regime of the laser field with the 

nonlinear medium [109]. In the high-order region, the signal exhibits a well-defined cut-

off. 

The single-oscillator HHG process can be described by a simple semiclassical 

model, also known as “three-step model” [104, 109, 110]. In this model, the process is 

divided into the three following steps:  

Step 1: Tunnel ionization. As the initial condition, the active electron is located in the 

Coulomb potential of the parent atom. The external electric field of the laser 𝐸⃗ (𝑡) induces 

an additional potential, which is superposed with the atomic potential. Thus, the modified 

potential experienced by the active electron has the form: 

 𝑉(𝑟 , 𝑡) = −
𝑒2

4𝜋𝜖0𝑟
+ 𝑒𝐸⃗ (𝑡)𝑟  , (14) 

where the first term represents the Coulomb potential, and the second term represents the 

potential energy due to the electron interaction with the laser field. In Equation (14), r 

denotes the distance between the core of the atom and the electron. Thus, the presence of 

a strong electric field leads to the tilting of the potential, as shown in the Figure 14(a), 

and gives rise to the probability of tunnel ionization. Tunnel ionization removes the 

electron from the atom and, as an approximation, the electron can be considered as a free 

particle in the presence of the external electric field. 

Step 2: Electron acceleration in the laser field. The oscillating electric field changes 

direction, which leads to the acceleration of the electron. During the electron drift in the 

presence of the electric field, the electron can gain a significant amount of kinetic energy. 

The motion of the electron as well as the energy obtained during this motion is strongly 

dependent on the phase of the external electric field at the moment of tunnel ionization. 

With the electric field  𝐸(𝑡) = 𝐸0 cos(𝜔t + φ),  where 𝐸0 denotes the amplitude of the 

field and φ denotes the phase of the field, the motion of the electron can be described by 

the following equations for the velocity 𝑣(𝑡) and the position 𝑥(𝑡) of the electron along 

the laser polarization axis: 
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 𝑣(𝑡) = ∫ −
𝑒

𝑚𝑒

𝑡

0

𝐸(𝑡′)d𝑡′ = −
𝐸0𝑒

𝑚𝑒𝜔
(sin(𝜔t + φ) − sinφ) , (15) 

 

 𝑥(𝑡) = ∫ 𝑣(𝑡′)
𝑡

0

d𝑡′ =
𝐸0𝑒

𝑚𝑒𝜔2
((cos(𝜔t + φ)− cosφ) − 𝜔𝑡 sinφ) . (16) 

The initial magnitudes of the position and the velocity of the electron are considered to 

be zero (𝑣(𝑡 = 0) = 0, 𝑥(𝑡 = 0) = 0). The constants e and me denote here the 

elementary charge and the electron mass, respectively, and 𝜔 represents the angular 

frequency of the laser field. The time-independent term in the Equation (15) represents 

the drift velocity. 

 

 

 

Figure 14. Schematic representation of the three-step model of HHG: (a) tunnel 

ionization from the distorted atomic potential, (b) acceleration of the electron by the 

electric field of the laser, (c) Recombination of the electron with the parent atom and 

emission of an XUV photon with frequency ωXUV. For a, b, and c: blue ball denotes the 

electron; black curve denotes the atomic Coulomb potential; EI denotes the ionization 

potential. 

 

Step 3: Electron recombination with the parent core. Driven by the external field, the 

electron can return back to the atomic core. The moment of the return can be found as a 

root of the equation 𝑥(𝑡) = 0. During the electron recollision with the atomic core, it can 

be recombined with the parent ion, leading to the emission of a high-energy photon. The 

energy of the photon represents a sum of the ionization energy 𝐸I (ionization potential) 

from the first step and the kinetic energy 𝐸kin gained during the motion in the electric 

field in the second step: 

 ħ𝜔XUV = 𝐸kin + 𝐸I . (17) 

ħωXUV 
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The validity condition for this semiclassical model is described by the following relation 

between the photon energy ħ𝜔l of the pump laser pulse, the ionization potential 𝐸I, and 

the ponderomotive energy 𝑈p: 

 ħ𝜔l ≪ 𝐸I ≪ 𝑈p , (18) 

which also defines the so-called tunneling regime of ionization. The ponderomotive 

energy represents the average kinetic energy of a free electron in the oscillating electric 

field. For the laser field of frequency 𝜔l and of electric field amplitude 𝐸0, it has the form: 

 𝑈p =
𝑒2𝐸0

2

4𝑚𝑒𝜔l
2 (19) 

For a quantitative characterization of the tunnel regime of ionization, one can use the 

parameter 

 𝛾 = √
𝐸I

2𝑈p
 , (20) 

introduced by Keldysh in 1965 [111], and now called the “Keldysh parameter”. For tunnel 

ionization, the condition 𝛾 ≪ 1 must be satisfied with ħ𝜔l ≪ 𝐸I, (𝛾 ≫ 1 corresponds to 

the multiphoton ionization regime) [110].  

The ponderomotive energy represents an essential parameter used to characterize 

the electron kinetic energy at the moment of its recollision with the core. The maximum 

value of 𝐸kin can be determined by finding roots of the equation 𝑥(𝑡) = 0, which 

describes the electron return to the initial position for a given phase φ of the external 

field, and by calculating the return kinetic energy 𝑚𝑒𝑣
2(𝑡) 2⁄  (see Equation (15) for 𝑣(𝑡)) 

for different phases. As shown in the Figure 15, the analysis of these trajectories reveals 

that the maximum return kinetic energy is ~3.17Up, and the cut-off law for single-

oscillator HHG can be thereby expressed as: 

 𝐸cut−off = 3.17𝑈P + 𝐸I (21) 

From the relation given above, one can see that both the ponderomotive energy and the 

ionization potential of the atom are the key parameters for the HHG process, where the 
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former represents the characteristics of the laser field and the latter represents the 

characteristics of the non-linear medium. 

 

 

Figure 15. The dependency of the return kinetic energy on the phase φ of the external 

electric field. 

 

The phase-matching condition is another important issue that needs to be taken into 

account. This condition implies that the harmonic waves generated at different positions 

in the generating medium interfere constructively with each other, leading to the increase 

of the harmonic intensity. The phase-matching condition of the HHG process can be 

expressed as follows: 

 ∆𝑘 = 𝑛𝑘(𝜔l) − 𝑘(𝑛𝜔l) = 0 , (22) 

where n is the order of generated harmonic and 𝑘(𝜔l) and 𝑘(𝑛𝜔l) are the wavevectors of 

the laser and nth harmonic beam, respectively. The Equation (22) is given in a scalar form, 

corresponding to the collinear geometry of the HHG and the pump beams. The 

dependency of the wavevector on frequency involves a variety of dispersion effects 

appearing during the HHG process. First, the gas used as the medium for HHG exhibits 

dispersion - the dependency of the refractive index on the frequency of the laser light. 

This leads to the change of the wavevector by ∆𝑘disp. Second, since a large amount of 

electrons ejected from the parent atoms don’t recombine with the residual ion, as 

described in the third step of the three-step model, the generated plasma gives rise to a 
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collective plasma resonance. It leads to a second change of the wavevector, ∆𝑘plasma, 

originating from the plasma dispersion. Additionally, the focusing and propagation 

geometry of the pump laser beam causes a geometrical change in the wavevector, ∆𝑘geom. 

Adding up all three contributions, the wavevector mismatch can be represented as 

follows: 

 ∆𝑘total = ∆𝑘disp + ∆𝑘plasma + ∆𝑘geom , (23) 

where ∆𝑘 = 𝑛𝑘(𝜔l) − 𝑘(𝑛𝜔l) is valid for every summand. The wavevector mismatch 

contributions are discussed in details in Ref. [110]. In order to fulfill the phase-matching 

condition, ∆𝑘 = 0, all phase-mismatch contributions should compensate each other. In 

this case, the most efficient conversion of the laser light into the high harmonic radiation 

can be achieved. 

A modern HHG setup typically consists of an ultrashort laser pulse source, the 

output of which is focused onto a noble gas target located in a vacuum chamber. The gas 

target can have the form of a gas jet or a gas cell, or it can be a gas-filled capillary. 

Vacuum conditions are necessary for the propagation of the emitted XUV light to the 

interaction region of the experimental chamber. Typical peak intensities at the focus of 

the pump laser beam used for the HHG process are of the order of 1014 W·cm-2. A specific 

harmonic can be selected with the use of a monochromator. The optimization of the setup 

performance accrues by means of adjustment of parameters affecting the phase-mismatch 

contributions described above. This includes the adjustment of the position of the focus 

waist in the conversion medium and tuning of the backing gas pressure of the gas jet or 

the gas pressure in the gas cell or capillary. The plasma density can be optimized by tuning 

the laser power and pulse duration.  

 

3.2 Photoelectron Spectroscopy 

 

3.2.1 Basics of Photoelectron Spectroscopy 

 

Photoelectron spectroscopy (PES), also known as photoemission spectroscopy, is a 

widely used spectroscopic method, based on the photoelectric effect explained by Albert 

Einstein in 1905 in terms of quantum mechanics. The basic principle of PES consists of 

ionization of the gas, liquid or solid sample by UV, XUV or X-Ray radiation and the 



Experimental methods 

 
35 

 

detection of the ionized electrons. Recording the energy-resolved (as well as angle-

resolved) distributions of unperturbed photoelectrons provides the information necessary 

to determine the binding energies (and the angular momentums) of occupied bound states 

and thereby to reveal the electronic structure of the sample. Depending on the energy of 

the incident photons, the photoemission can occur from the valence states of the sample 

at low photon energies and from both the valence and core states of the sample at high 

photon energies. The photoionization of the core-level electrons leads to a vacancy in the 

core shell, which in turn can be filled by an electron from the upper occupied energy level, 

leading to the release of energy. The released energy can be transferred to another 

electron, initiating an ejection of this second electron from the atom which also 

contributes to the photoemission. The secondary ejected electron is called an Auger 

electron. For the description of the photoemission process in dense media, a three-step 

model is commonly used in the literature [112-114]: 

(1) photoexcitation of an electron in the bulk of the sample by absorbing a photon, 

(2) motion of the photoexcited electron through the bulk to the surface of the sample, 

(3) escape of the electron from the sample surface into vacuum. 

In first-order perturbation theory, the probability of the photoexcitation of an electron 

per unit time from the initial state i is given by the Fermi’s golden rule [112-114]: 

 𝑊 ∝
2𝜋

ħ
|⟨𝛹𝑓|𝑉̂|𝛹𝑖⟩|

2
𝛿(𝐸𝑓 − 𝐸𝑖 − ħ𝜔) , (24) 

where 𝛹𝑖 and 𝛹𝑓 are the electron wave functions of the initial and the final state, 

respectively, Ei and Ef are the energies of these states, ħ𝜔 is the photon energy, 𝑉̂ 

represents the dipole operator of the electron interaction with the external field. The delta 

function 𝛿(𝐸𝑓 − 𝐸𝑖 − ħ𝜔) in the Equation (24) reflects the energy conservation rule. If 

the length gauge is used to describe the interaction with the electromagnetic field, the 

dipole operator has the form of the scalar product, 𝑉̂ = 𝑒𝐸⃗ ∙ 𝑟 , where 𝐸⃗  is the electric field 

amplitude and 𝑟  is the vector of spatial coordinates. 

The kinetic energy of the ejected electron carries the information about its binding energy 

in the sample, which can be expressed by the simple equation: 

 𝐸kin = ħ𝜔 − 𝐸B − 𝜙 , (25) 
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where 𝐸B is the binding energy and 𝜙 is the work function of the sample. However, the 

work function is only relevant for the solid and liquid samples and should be omitted for 

gases, while the extraction of the work function of a liquid sample is a complex issue and 

is the subject of ongoing research [115]. The Equation (25) reflects the energy conserva-

tion, whereas the binding energy is defined by the difference 𝐸B = 𝐸N−1 − 𝐸N, where 𝐸N 

and 𝐸N−1 are the total energies of the initial state with N electrons and final state with    

N-1 electrons, respectively. The distribution of the measured kinetic energies of the 

photoionized electrons forms a photoelectron spectrum, where each spectral component 

reflects the binding energy of a particular state which is initially occupied and is 

accessible to ionization by photons of energy ħ𝜔. One can consider that the ionization 

process maps the electron population distribution among bound states into the kinetic 

energy spectrum of photoelectrons. 

 

3.2.2 Photoemission Analysis Techniques 

 

There are three basic techniques which can be applied to analyze the kinetic energy 

of electrons produced in a photoionization process: 

(1) the deceleration of the charged particles by a retarding electric field, 

(2) the change of the trajectory of a particle via applying an electric or magnetic field, 

(3) the time-of-flight (TOF) technique. 

The technique (1) was employed at the early stages of the development of PES [112, 113] 

in retarding-type analyzers. The analyzers of this type had a very simple construction and 

the energy spectrum could be only derived by differentiating the measured signals while 

changing the retardation voltage [112]. Retarding-type analyzers became outdated and 

were replaced by more advanced analyzers employing methods (2) and (3). The deflection 

type analyzers are based on the technique (2) and exist in three common configurations: 

plane mirror analyzer (PMA), cylindrical mirror analyzer (CMA) and hemispherical 

analyzer, which differ in the geometry of the applied field which deflects electrons. The 

hemispherical analyzer is the most popular variant of them. The hemispherical analyzers 

consist of two electrodes in the form of concentric hemispheres. The spectrum can be 

recorded by varying the voltage between the electrodes, though it leads to the change in 

the energy resolution. In order to keep the resolution constant during the measurement, a 

combination of a several electrostatic lenses is usually applied between the sample and 

the analyzer entrance. The photoelectrons at the exit of the hemispheres are detected with 
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the use of a multichannel plate (MCP). MCPs represent a special type of electron 

multiplier. The main requirement for a good performance of MCP is that the work 

function should be equal for the entire active area of electron detection. MCPs can be 

used in combination with a phosphor screen and a CCD camera, providing the position 

sensitivity of the particle detector, or alternatively an anode-collector. The electron 

detector is electronically connected to a computer with suitable data acquisition hard- and 

software. The application of the hemispherical analyzers is particularly suitable for 

steady-state PES measurements with a high energy resolution. For all types of analyzers, 

the high vacuum conditions are obligatory to minimize the probability of the scattering 

of photoelectrons on the residual-gas particles on the way from the interaction region to 

the electron detector of spectrometer. Another requirement on the photoelectron 

spectrometers is the protection of the electron propagation region from the influence of 

magnetic fields, e.g. the Earth field or other external fields which can be produced by 

scientific equipment in the laboratory environment. This problem is usually solved by 

using µ-metal screening or by application of Helmholtz coils for compensation of external 

magnetic fields. The photoelectron spectrometer, which was used in the experiments 

presented in this work, is based on the TOF technique (3) and represents an alternative to 

the above described deflection type analyzers. It will be presented in detail in the 

following section. 

 

3.2.3 Time-of-Flight Spectroscopy 
 

In the simplest construction of a TOF analyzer, a photoelectron ejected from the 

sample by a light pulse drifts in a field-free environment to the detector, where its arrival 

time can be recorded. This spectroscopy technique is applicable when using pulsed 

sources of radiation such as synchrotron sources (operating in a “single bunch” mode 

[113]), free electron lasers, HHG-based XUV pulse sources, or pulsed lasers. The time 

window between the radiation pulses should be sufficiently long in order to detect 

photoelectrons in a wide range of arrival times corresponding to a wide range of their 

kinetic energies. The kinetic energy Ekin of photoelectrons can be directly determined 

from the arrival time t according to the following equation: 

 𝐸kin =
𝑚𝑒

2

𝐿2

(𝑡 − 𝑡0)2
 , (26) 



Experimental methods 

 
38 

 

where t0 is the time of the interaction event between the light pulse and the sample, me is 

the electron mass, and L is the length of the spectrometer. The fact that the TOF 

measurements take place in a time domain leads to two important advantages of TOF 

analyzers in comparison to deflection type analyzers [116]. The first advantage is the 

relatively low background noise, which is equally distributed over the whole spectrum. 

The second advantage is the possibility to record the full spectrum simultaneously. The 

latter advantage makes TOF spectroscopy especially attractive for time-resolved 

experiments. 

The energy resolution of the TOF analyzer depends on three uncertainties: in the 

flight time (𝑡 − 𝑡0) of the electrons, in the length 𝐿 of the drift path of the electrons from 

the sample to the detector, and in the wavelength λ of the ionizing radiation [117]. It can 

be expressed by the following equation: 

 
∆𝐸

𝐸
= √(

2∆(𝑡 − 𝑡0)

𝑡 − 𝑡0
)

2

+ (
2∆𝐿

𝐿
)
2

+ (
∆𝜆

𝜆
)
2

  (27) 

The uncertainty in the spectrometer length 𝐿 can be reduced to some extent by calibration 

of the energy scale of the spectrometer. The calibration procedure consists of detection 

of electrons generated with a well-known kinetic energy. Ionization of a noble gas by 

monochromatized light is usually used for this purpose. 

As a common configuration, a TOF spectrometer consists of a drift tube equipped 

with a skimmer with a small orifice (which should be close to the light-source-sample 

interaction region) an electron detector at the end of the drift tube, and connections to the 

vacuum pumps providing the high vacuum conditions during the experiment. Similar to 

hemispherical analyzers, a combination of MCPs with a phosphor screen and a CCD 

camera or with an anode-collector can be used as a detector in TOF spectrometers. The 

electron collection efficiency can be increased by applying a non-uniform magnetic field, 

like for example in a magnetic bottle type spectrometer described in Ref. [118]. 

Alternatively, the collection efficiency and the energy resolution can be improved with 

the use of electrostatic lenses. In the classical field-free TOF spectrometers, the typical 

energy resolution is moderate in comparison with the resolution of hemispherical 

analyzers. However, novel design of electrostatic lenses, applied in the latest generation 

of TOF spectrometers, allowed to be achieved energy resolutions comparable to that of 

hemispherical analyzers.  
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3.2.4 Angular Distribution of Photoelectrons  

 

The angular distribution of directly photoemitted electrons from randomly oriented 

molecules in a gas phase sample by linearly polarized light is described by the standard 

equation for the differential cross section of ionization [114, 119, 120]: 

 
d𝜎

dΩ
=

𝜎

4𝜋
[1 +

𝛽

2
( 3 cos2 Θ − 1)] , (28) 

where σ is the total photoionization cross section, Ω the solid angle of detection, Θ is the 

polar emission angle with respect to the polarization vector of the ionizing light, and β is 

the anisotropy parameter. The anisotropy parameter is defined by the angular momentum 

of the ionized states and the states in the continuum spectrum populated in the process of 

ionization. For a given angular momentum quantum number of the initial bound state, 

different states of the continuum spectrum can be excited according to the angular 

momentum selection rules of bound-to-continuum state phototransitions. The outgoing 

electron wave functions are described by different spherical harmonics. Here the laser 

polarization direction is commonly considered as the angular momentum quantization 

axis. The spherical harmonics interfere with each other, whereas their amplitudes are 

determined by the radial overlap of the wave functions of the initial and final states. In 

general, since the radial wave function overlap and relative photoemission phases vary 

with the change in the excitation level in the continuum spectrum, the anisotropy 

parameter is a function of the electron kinetic energy. It can acquire values in the range 

between -1 and 2. Figure 16 shows the photoelectron angular distributions for a chosen 

set of values of the anisotropy parameter, 𝛽 = −1, 0, 1, 1.5, 2. This figure demonstrates 

that the photoemission occurs preferentially along the laser polarization axis for positive 

values of 𝛽, and perpendicular to the laser polarization for 𝛽 < 0. One can easily derive 

from Equation (28) that the angular-dependent term of the differential cross section is 

independent of the anisotropy parameter at 𝜃 = 54.7°, which is called the “magic angle”. 

At this angle, the angular-dependent factor of the photoemission yield is equal for all 

ionization channels involving different initial states. However, in the experimental setup 

presented in this work the light polarization is parallel to the spectrometer axis and, thus, 

the photoelectrons are detected at emission angles close to 𝜃 = 0°.  

The application of modern 2D photoelectron detectors in hemispherical or TOF 

analyzers allows us to gain information about the angular distribution of the photo-
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electrons and represents a technical solution for angle-resolved PES studies. This method 

enables simultaneous measurement of both the binding energy and the angular 

momentum of electrons. Angle-resolved PES is of particular interest for the experiments 

on solid samples possessing a periodic structure, but also for experiments with liquid 

samples with randomly oriented molecules in the bulk and possible structural order on 

the surface. The experiment of Thürmer at al. [120], accomplished with the use of angle-

resolved PES, shows that the description of the angular distribution of photoelectrons for 

a gas-phase sample, presented above, is also valid for s-orbitals of oxygen in liquid water. 

 

 

Figure 16. Angular distributions of photoelectrons for different values of the anisotropy 

parameter (𝛽 = −1, 0, 1, 1.5, 2) generated by linearly polarized light. The polarization 

axis of light is denoted by E⃗⃗ . Reprinted with permission from the Ref. [114]. Copyright 

2006 American Chemical Society. 

 

3.2.5 Time-Resolved Photoemission Spectroscopy 

 

Time-resolved photoemission spectroscopy (TRPES) is a method, which enables 

vibronic dynamics to be monitored in gas, liquid or solid samples. Modern experimental 

apparatuses allow temporal resolutions down to a few hundreds of attoseconds to be 

achieved [121]. Experimentally, this method involves the conventional pump-probe 

configuration employing synchronized pulsed light sources. The pump pulse initiates 

changes in the electronic structure of the sample, like, for example, excitation of a 

nonstationary electronic state. The probe pulse generates a photoelectron spectrum by 
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ionization of the photoexcited sample at a given time delay. The time delay results from 

the difference between arrival times of the pump and probe pulses. The photoelectron 

spectra recorded as a function of time delay reflect the changes in the distribution of 

kinetic energies of electrons and, thereby, reveal the evolution of the electronic population 

of states in the sample after the photoexcitation event. The principle of the TRPES is 

schematically presented in Figure 17.  

In the quantum-mechanical approach, TRPES can be described as a generation of 

an excited state wavepacket by the pump pulse. The evolution of this wavepacket can be 

interrogated using a time-delayed probe pulse, which projects the evolving wavepacket 

onto a set of final states. Furthermore, two important approximations are considered in 

the context of the TRPES measurements. The first one is the Born-Oppenheimer 

approximation, which is applied to separate slow nuclear dynamics and the fast dynamics 

of electrons. The second one, the Koopmans approximation, assumes that the orbital 

energies in the residual ion after the photoionization remains unchanged after the 

photoionization event. This leads to the concept of Koopmans correlations: the removal 

of an electron from an atom or molecule due to ionization leads to formation of a specific 

cation with a correlated “one-electron-less” configuration. Due to multiple ionization 

channels correlating with each electronic state, each of these states is represented by a set 

of peaks in the photoelectron spectrum recorded at the chosen time delay position. The 

intensities of these peaks differ according to the nature of the initial molecular orbitals 

and the final states of the ejected electrons. It makes the interpretation of the spectra 

especially, for large molecules, a very complicated issue. Thus, ideally, the TRPES 

experiments should be supported by the theoretical calculations.  

The sensetivity of the TRPES method to both electronic and vibrational dynamics, 

makes it an especially powerful tool for studying non-adiabatic processes in molecules 

and, thus, highly suitable to achieve the scientific objectives which were presented in the 

introduction (Chapter 1) to this work. An extensive description of the TRPES method can 

be found i.e. in the review article by Albert Stolow and co-workers [122]. 

The most common type of analyzer in such experiments is the TOF spectrometer 

with enhanced collection efficiency, such as, for example, the magnetic bottle type 

spectrometer [118]. The time resolution is limited by the duration of the pump and probe 

pulses. The current advances in laser technology allow measurements with a femtosecond 

time resolution. 
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Figure 17. Illustration of the principle of TRPES: the optical pump pulse transfers a 

portion of the electron population from the initial ground state (GS) to an excited state 

(ES) of the molecular complex; applied at a variable time delay Δt, the XUV probe pulse 

maps the electronic spectrum of bound states (blue curve) to the kinetic energy spectrum 

of photoelectrons. 

 

3.2.6 Space-charge effect  

 

Space-charge effect is one of the most important issues, which needs to be taken 

into account in TRPES experiments. Practically, the effect manifests itself as a positive 

or negative time-dependent kinetic energy shift and broadening of the spectral 

components. The shift is defined as a difference in the position on the kinetic energy scale 

of a certain spectral component, measured in the pump-probe configuration, as compared 

to its initial energy position in a probe-only measurement. Since these changes in the 

spectra could overlap with the transient signal, the issue represents a serious problem and 

should be considered in the data analysis. The origin of the effect lies in the local 

electrostatic charge induced by the pump and probe beams at the sample surface. The 

electrostatic interaction between the charged sample and the cloud of electrons ejected 

during the photoionization process, as well as the interaction between the electron clouds 

produced by the pump and probe beams in a pump-probe experiment, lead to a change of 

the initial value of the photoelectron kinetic energy. The space-charge effect can also 

occur in solids without photoemission, when the light causes a surface photovoltage in 

the sample [123, 124]. However, the effect of this type is not relevant to this work and 
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will be not discussed further. The space-charge effect was extensively studied in the gas 

and solid samples with the use of a single laser pulse [125-128] and in the solid samples 

in several TRPES experiments with the use of XUV [129, 130], soft x-ray [131], and hard 

x-ray [132] radiation. Recently, it was also reported in a TRPES experiment with a liquid 

sample, where the UV and XUV laser pulses were employed as a pump and probe, 

respectively [133]. The latter report is the most relevant, since TRPES on liquids is in the 

focus of this work. 

 

Figure 18. Central kinetic energy of the XUV ionization peak from the Fe 3d(t2g) orbitals 

of ferrocyanide as a function of time delay between the laser pump and the XUV probe 

pulses in a TRPES experiment on aqueous solution of [Fe(CN)6]
4-, performed by Al-

Obaidi et al. [133]. An XUV photon energy of 32.55 eV was applied in the experiment. 

Experimental data are shown by circles. The dashed horizontal line indicates the peak 

position obtained without applying the pump pulse. The vertical scale on the right hand 

side provides a measure of the spectral energy shift due to the space-charge effect. The 

red curve represents the fit of experimental data to the classical model described in this 

chapter. Calculated individual contributions from the negative and positive charge effects 

are represented by green (dashed) and blue (dotted–dashed) lines, respectively. The figure 

is reprinted from Ref. [133]. 

 

The central kinetic energy of the chosen spectral peak in the TRPES experiment 

with the liquid sample, plotted as a function of time delay, typically exhibits a positive 

shift at negative values of time delay (see Figure 18). A negative delay means that the 

probe pulse arrives to the interaction region before the pump pulse. At the zero time delay, 

the energy shift shows a prominent positive peak, followed by a sudden drop to negative 

values when the delay becomes positive. At larger positive time delays, the energy shift 

decreases, indicative of charge dissipation. Eventually, the spectral peak acquires its 
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initial central kinetic energy in the limit of large positive time delays, which can extend 

to a nanosecond scale (see Figure 18). 

 

Figure 19. Schematic illustration of the space-charge effect close to the interaction 

region: (a) Probe pulse interacts with the sample before pump pulse, (b) Pump pulse 

interacts with the sample before probe pulse. 

 

According to [127, 132, 134-137], the spectral shift produced by the space-charge 

effect can be predicted by a simple mean-field model. For the laser pump – XUV probe 

PES on liquid sample, under the assumption that the charge induced at the sample by the 

XUV pulse in negligible, one can consider two possible cases: 

 

1. In the first case, the probe pulse interacts with the sample before the pump pulse 

(see Figure 19(a) for illustration), which is the case of a negative time delay. The pump 

pulse generates an electron cloud due to photoionization in the laser field and this cloud 

propagates from the sample towards the detector in the far field. Correspondingly, a 

positive charge is created by the pump pulse on the sample in the interaction region. This 

leads to the appearance of a positive time-dependent potential on the surface of the 

sample. At this moment, the electron cloud which was first produced by the XUV probe 

pulse has been already propagated over a certain distance from the interaction region in 

the direction of the detector, and this distance is dependent on the time delay. The 

Coulomb interaction with the positive potential on the surface decreases the initial kinetic 

energy of XUV electrons. However, the Coulomb interaction between both laser-

generated and XUV-generated electron clouds increases the kinetic energy of the XUV 
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electrons. The sum of these two interactions results in a positive kinetic energy shift of 

XUV photoelectrons.  

 

2. In the second case, the pump pulse interacts with the sample before the probe 

pulse, which corresponds to positive time delays (see Figure 19(b) for illustration). 

Similar to the previous case, the pump pulse produces a cloud of photoelectrons moving 

away from the interaction region and creates a positive time-dependent potential on the 

surface of the sample. The latter leads to the reduction of the initial kinetic energy of 

XUV electrons produced by the probe pulse. On the other hand, the electron cloud 

generated by the laser pump pulse is significantly slower than the cloud generated by the 

XUV pulse. Thus, the latter can reach the cloud generated by the pump pulse and passes 

through it. Thereby, due to Coulomb interaction between the clouds, the electrons 

generated by XUV radiation are accelerated as in the first case considered above. At short 

positive time delays, the acceleration effect prevails over the deceleration due to the 

interaction with the positive surface charge. However, at larger positive time delays the 

deceleration effect is stronger. The superposition of the interactions occurring at the two 

pump-probe pulse sequences discussed above results in the time-dependent evolution of 

the energy shift presented in the Figure 18. The negative energy shift is a special feature 

of liquid samples in such pump-probe experiments, in contrast to solids where only 

positive shift could be observed. This is because in the solid samples the positive charge 

induced by the pump beam quickly dissipated due to the conductive properties of solids. 

 

The intensity dependent studies presented in the Ref. [133] showed that the spectral 

shift is directly proportional to the amount of electrons ejected due to photoionization by 

the pump beam. Thereby, the space-charge effect has a nonlinear dependence on the peak 

intensity of the laser pulse, which is a crucial parameter that determines the probability 

of multiphoton ionization. Consequently, the space-charge effect strongly depends on the 

pump pulse energy and the pulse duration. Also, the wavelength of the pump beam can 

be a crucial parameter. Indeed, the effect is significantly more pronounced for a pump 

laser beam with a wavelength in the UV range than for a pump beam in the visible range. 

This subject is further discussed in the Section 5.2.3. 

Besides the above described space-charge effect, which is induced by the pump 

laser irradiation, one should also account for an effect caused by the Coulomb repulsion 

of electrons within the cloud produced by the probe XUV pulse alone. As a result of this 
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repulsive interaction, some part of the electrons can be accelerated and some part of them 

decelerated. Thus, some electrons gain an additional kinetic energy and some of them 

lose kinetic energy, or are not able to escape the sample at all [138]. This leads to 

significant broadening of the peaks in the photoelectron spectra. This effect becomes 

especially important for solid samples, where a huge amount of elections is produced 

from a very small area on the sample surface. The effect increases with the increasing of 

the number of photoemitted electrons, as was shown in [127, 139], and, consequently, it 

depends on the intensity of the incident light. According to theoretical [134] and 

experimental [127] studies, the broadening of kinetic energy peaks can be described by 

the relation 

 ∆𝐸kin ∝ √𝑁 , (29) 

where 𝑁 is a number of electrons photoemitted per laser pulse. 

 

3.2.7 Photoemission in the presence of a strong laser field  

 

Since the peak intensities of the pump laser beam in the time resolved PES 

experiments can achieve values in the order of hundreds of GW/cm2, it is meaningful to 

discuss the most important aspects of photoemission in the presence of the strong laser 

field. There are two competing effects, which play a role in the experiments presented in 

this work.  

The first effect is called above threshold ionization (ATI) and represents a 

multiphoton ionization (MPI) process in which an atom absorbs a number of photons 

which is larger than the minimal quantity necessary for photoionization. The effect is 

schematically shown in the Figure 20(a) and can be represented by two steps: the initial 

MPI with 𝑛0 photons needed to bring the electrons to the continuum, and the following 

redistribution of these electrons in the continuum via “free-free” transitions by absorbing 

additional photons [140].  
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Figure 20. Schematic representation (a) of the ATI process initiated by the pump laser 

beam with the frequency 𝜔l and (b) of the LAPE processes initiated by the probe XUV 

beam with the frequency 𝜔XUV in the presence of the pump laser beam with the frequency 

𝜔l. 
 

After the discovery of ATI by Agostini et al. in 1979 [141], the effect was 

extensively studied theoretically and experimentally [142-150]. The cutoff for the 

spectrum of electrons directly emitted to the continuum in the ATI process lies at 2Up 

[151], and thereby depends on the intensity of the laser field. In general, the condition for 

ATI can be formulated as a relationship between the ionization potential of the sample 

EI, the ponderomotive energy Up, and the photon energy ℏ𝜔𝑙 of the incident light: 

 𝐸𝐼 > 𝑈𝑝 > ℏ𝜔𝑙 (30) 

In a TRPES experiment, ATI induced by the pump laser beam with the frequency 𝜔l leads 

to the emission of additional energetic photoelectrons with kinetic energy 

 𝐸kin = (𝑛0 + 𝑛′)ħ𝜔l − 𝐼0 , (31) 

where 𝐼0 is the (potentially Stark-shifted) ionization potential of the atom, 𝑛0 is the 

minimum number of the pump laser photons needed to overcome the ionization potential, 

and 𝑛′ is the number of additional photons. Signal produced by these electrons can 

overlap with the signal from photoionization initiated by the XUV probe beam and, 

therefore, it is important to take ATI into account when performing the experiments.  
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The second effect deserves more detailed discussion, since it plays an important 

role in this work, as will be shown in the further chapters. It appears in pump-probe PES 

experiments by photoionization of the gaseous, liquid or solid samples by a light pulse 

with high photon energy in the presence of an intense laser field with photon energy 

significantly lower than the energy of ionizing photons. The effect is referred to as the 

laser-assisted photoelectric effect or laser-assisted photoemission (LAPE). It was 

observed for the first time by Glover et al. [152] in the photoelectron spectra of helium 

using a HHG source to ionize the sample in the presence of intense NIR laser light. Apart 

from the experiments with gases [152, 153], the effect was also studied on the surfaces of 

solid samples [138, 154, 155]. Analogous to ATI, LAPE can be described in two steps. 

The first step is represented by a photoemission of the electrons by XUV photons from 

the initial state in the sample to an excited state in the continuum, where it can be 

considered as a free electron, under approximation that the influence of atomic potential 

is neglected. In the second step, a so-called dressing of the exited state by the pump laser 

field take place (see Figure 20(b)), where the elections undergo free-free transitions. Thus, 

the elections can be redistributed in the continuum by absorption and emission of laser 

photons [138]. It leads to the appearance of the side bands in the photoelectron spectrum 

with kinetic energies shifted by an integer number of photon energies of the pump laser 

in positive and negative directions from the initial state band, whereas the latter exhibits 

a depletion of the photoelectron signal. The quantum mechanical treatment of LAPE can 

be performed by describing the continuum state with a wave function known in the 

literature as a Volkov function [143]. The Volkov function represents an exact analytical 

solution of the Schrödinger equation for a free electron in a strong laser field and can be 

expressed as follows: 

 

𝜓v(𝒓, 𝑡) =
1

(2𝜋)
3
2

exp(𝑖𝒑 ∙ 𝒓) ∑ 𝐽𝑛 (
𝒑 ∙ 𝑬0

𝜔l
2 ,

𝑈p

2𝜔l
) ×

+∞

𝑛=−∞

 

× exp [−𝑖 (
𝑝2

2
+ 𝑈p + 𝑛𝜔l) 𝑡] , 

(32) 

where 𝒑 is the electron drift momentum, 𝑬0 is the electric field of the pump laser, 𝑈p is 

the ponderomotive potential, 𝜔l is the frequency of the pump laser, and 𝐽𝑛(𝑥, 𝑦) is a 

generalized Bessel function, where n denotes the number of exchanged laser photons. 

Transitions from the initial state, described by the electronic wave function 𝛷0, to the 

Volkov states 𝜓v with a given momentum 𝒑 can be expressed by the S-matrix: 
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 (𝑆 − 1)𝑓𝑖 = −𝑖 ∫ ⟨𝜓v|𝑨(𝑡) ∙ 𝒑|𝛷0⟩ d𝑡

+∞

−∞

 , (33) 

where 𝑨(𝑡) is the vector potential of the laser field. It can be shown that the amplitude 

𝐴𝑛 of the nth side band, created in the spectrum by absorption or emission of n laser 

photons, can be described as a ratio of differential cross sections of laser-assisted and 

field-free transitions, derived from the S-matrix and expressed as follows: 

 𝐴𝑛 = 𝐽2 (
𝒑 ∙ 𝑬0

𝜔l
2 ,

𝑈p

2𝜔l
) (34) 

Assuming the quantum mechanical treatment of the process described above, Saathoff at 

al. [138] approximated the equation for the amplitude of the first side band as follows: 

 𝐴1 ∝
𝐼𝐸kin

𝜔l
4  (35) 

According to this equation, the amplitude is linearly dependent on laser intensity 𝐼 and 

kinetic energy, 𝐸kin, of the free electron excited by the XUV photon. Additionally, it 

follows from the Equation (35) that low-frequency lasers can drive LAPE with a higher 

efficiency. The relation 𝐴1 ∝ 𝜔l
−4 was experimentally demonstrated in [155] on a solid 

sample. 

Since the LAPE requires the simultaneous presence of both the pump and the probe 

pulses, the effect can be used to define the zero time delay. In practice, it is also widely 

used to determine the temporal characteristic of the XUV or X-Ray probe pulses via 

observing their cross-correlation with an IR or a visible laser pulse of known pulse 

duration. 

 

3.3 Liquid microjet technique  

 

Liquid microjet technique (LMT) represents an experimental approach, which 

makes it possible to conduct experiments with liquid samples under vacuum conditions. 

For the first time, PES measurements with liquids in vacuum were reported in 1973 by 

Hans and Kay Siegbahn [1], where the photoelectron spectrum of HOCNH2 was 

presented. Later, this technique was elaborated further by Faubel and co-workers [2]. The 

LMT applied in PES experiments makes the study of the electronic structure and 
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dynamics of the molecules in solutions possible. This approach is especially valuable for 

biologically relevant samples, since the liquid phase is their natural environment. 

Generally, the experimental setup based on LMT consists of a liquid “beam” or a train of 

liquid droplets, delivered to the interaction region in the experimental vacuum chamber 

through a thin capillary, and a liquid catcher which prevents the sample from spreading 

over the entire experimental chamber. In the liquid microjet setup used in the present 

setup, the liquid sample is pushed through a glass capillary with an orifice of ~20 µm 

under the pressure of approximately 5-20 bar. These parameters can vary, depending on 

the viscosity and the vapor pressure of the liquid sample. The stable flow is typically 

achieved by application of a HPLC or a syringe pump. The liquid enters into the vacuum 

region with a typical velocity of ~100 m/s, where it forms a ~5 mm long laminar flow 

region [156]. In this region, the sample acquires a form of a cylinder with a smooth liquid 

surface, which perfectly suits a PES experiment. After this laminar-flow region, the 

sample starts to whirl and eventually decays into droplets and becomes unusable. In order 

to prevent the capillary from clogging, the use of a degasser and micro-particle filters is 

beneficial for the liquid microjet setup [156]. The liquid introduced to the experimental 

chamber is usually collected in a cryogenic trap (often called a “cold trap”), where liquid 

nitrogen is used to cool the steel surfaces of the collector to a cryogenic temperature [157]. 

Thus, the sample freezes and sticks on the cold surfaces of the trap, alleviating the 

experimental chamber from its vapors. An application of a vacuum turbo pumps in 

combination with the cryogenic traps enables us to maintain a pressure in the order of   

10-5 mbar in the experimental chamber during the operation of the microjet setup. 

Alternatively to the cold trap technique, the sample can be collected in a liquid microjet 

recovery system as shown e.g. by Lange et al. in Ref. [158]. In such a system, the sample 

passes through a temperature-controlled copper skimmer with a small orifice of 150 µm, 

which is connected to a glass reservoir. The skimmer is placed at the end of the laminar 

flow region of the liquid jet. The construction of the recovery system provides the 

opportunity to empty the glass reservoir without interrupting the experiment, which is an 

advantage in contrast to the cryogenic method. The recovery system can be also useful 

for samples containing expensive materials, since the solution can be reused multiple 

times. However, in the case of its application to a solvated sample, the concentration of 

the recovered solution will be changed because of evaporation of solvent in vacuum. 

An important aspect of photoemission from the liquid microjet is the influence of 

the vapor surrounding the liquid jet in vacuum. The spectra obtained from the microjet 
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include both contributions, from the liquid and from the gas phase of the sample. 

Depending on the vapor pressure of the liquid, the jet diameter, and the spot size of the 

incident laser, XUV, or X-ray beams, the contribution of the gas phase can change 

dramatically. The width of the vapor layer between the jet and the spectrometer entrance 

is a crucial parameter for detection of the photoelectrons from the liquid phase, since the 

electrons from the liquid surface can be scattered by the surrounding gas molecules. The 

necessary condition for effective detection of the photoelectrons from a liquid surface 

was given by Siegbahn [159], who considered the Pd parameter representing the effective 

vapor layer thickness. Here P is the vapor pressure of the sample and d is the distance 

between the liquid surface and the spectrometer entrance. The limiting condition Pd < 1 

Torr·mm was reported for X-Ray PES and Pd < 0.1 Torr·mm for PES with the use of 

ultraviolet light. For a cylindrical liquid beam, this parameter can be evaluated from the 

following equation [157]: 

 𝑃𝑑 = ∫ 𝑃(𝑟)d𝑟 = 𝑃0𝑅𝑗𝑒𝑡(ln𝑅spec − ln𝑅jet) ,
𝑅spec

𝑅jet

 (36) 

where 𝑅jet is the jet radius, 𝑅spec is the distance between the center of the jet and the 

entrance of the spectrometer, and 𝑃0 is the corresponding local equilibrium vapor pressure 

at the jet surface. In order to decrease the vapor pressure in PES experiments on liquid 

microjet, the temperature of the sample can be decreased by application of pre-cooling.  

The photoelectron emission from the liquid phase of the sample, in turn, has both 

surface and bulk contribution. This fact leads to the problem related to the possible 

probing depth in the liquid microjet. The photoelectrons created in the bulk of the sample 

may undergo a series of elastic and inelastic scattering events [160, 161]. The probability 

of these events is crucial for determination of the original depth of measured electrons. It 

varies depending on the sample and the kinetic energy and angular distribution of the 

photoelectrons. The signal attenuation caused by the elastic and inelastic collisions can 

be approximately described by an exponential decrease of the photoelectron yield as a 

function of depth [160]. Two parameters were introduced in the literature to handle the 

problem quantitatively. The first one is the effective electron attenuation length (EAL), 

which defines the depth in the bulk from where the yield of photoelectrons maintaining 

the initial value of the kinetic energy is reduced by a factor of 1/e. The second parameter 

is the inelastic mean free path (IMFP) – an average length of the path of the electron in 

the bulk without undergoing an inelastic collision. Thus, the EAL represents the upper 
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limit for the IMFP. Despite a number of studies being dedicated to this topic [120, 162, 

163], the issue is still not completely clarified. However, the recent results of experiments 

performed with liquid water [120, 163] show that the EAL for the kinetic energies below 

100 eV is quite low, of the order of a few nanometers, and not strongly dependent on the 

value of kinetic energy in this range. Thus, one can expect that the PES experiments with 

the liquid microjet and the use of UV or XUV light are rather surface sensitive.    

Finally, one should mention a problem concerning the practical application of the 

liquid microjet for PES. The liquid passing the glass nozzle with a high velocity rubs on 

the nozzle walls, which leads to the charge separation and negative electrostatic charging 

of the jet. A special type of the surface potential occurs due to this process, called 

“streaming potential”, and contributes to the kinetic energy of the emitted electrons. The 

streaming potential can be calculated according to following equation [157]: 

 Φstr = −
1

2𝜋𝜖0

𝐼str
𝑣jet

ln (
𝑑jet

2
) , (37) 

where 𝐼str is the streaming current, 𝑣jet is the streaming velocity of the jet, and 𝑑jet is the 

jet diameter. The electrically isolated nature of the liquid microjet setup can make the 

influence of the surface potential especially high for experiments with nonconducting 

samples. By increasing the sample conductivity, this effect can be compensated. 
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4 Experimental setup and procedure 

 

This chapter presents in detail the experimental setup and procedure used for the 

data acquisition. The realization of the methods and techniques described in the previous 

Chapter 3 will be demonstrated. The chapter consists of an overview of the optical pump-

probe setup with its main components: Ti:Sapphire laser system, OPA, table-top HHG 

setup, liquid microjet, and time-of-flight photoelectron spectrometer. A substantial part 

of this chapter is designated for the characterization of the pump and probe beams in the 

spatial, spectral and time domain. The measurements of the cross-correlation function of 

the pump and probe pulses are demonstrated with the use of the gas and liquid samples, 

where the electron emission energy sidebands originating from LAPE were used for 

generation of the time-dependent cross-correlation signal. As a final point of this chapter, 

the experimental procedure is presented stepwise with explanatory comments. 
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4.1 The optical pump-probe setup 

 

4.1.1 Overview of the optical pump-probe setup 

 

The XUV photoemission spectroscopy measurements were performed with an 

aqueous solution of [Fe(bpy)3]
2+ with the use of the pump-probe technique. A schematic 

overview of the optical pump-probe setup is presented in the Figure 21. The Ti:sapphire 

laser system delivers linearly polarized pulses of 800 nm central wavelength, 5 kHz 

repetition rate, 2.4 mJ pulse energy, and 25 fs duration. The laser output was split into 

two beams so that a pulse energy of 1.4 mJ was available to pump the HHG process and 

an energy of 1 mJ per pulse was used to pump an optical parametric amplifier (OPA). 

The pump power for HHG could be tuned by using a half-wave plate in combination with 

a thin-film polarizer. A pair of BK7 wedges mounted on two parallel translation stages 

was introduced into the HHG pump beam for independent optimization of the pulse 

duration.  

A motorized optical delay stage was used in the pump beam path to vary the time 

delay between the pump and the probe pulses. Since the XUV pulse requires vacuum 

conditions for its propagation to the interaction region, the HHG setup is connected to the 

experimental chamber with a vacuum pipe. Fused silica laser windows of UV grade with 

antireflective coatings were used for transmission of the 800 nm pump beam into the 

HHG vacuum chamber, where XUV light was generated, and for transmission of the 530 

nm beam to the experimental chamber. A rectangular aluminum-coated mirror was 

positioned in vacuum on an adjustable mirror mount close to the path of the XUV beam. 

This mirror was used to overlap the optical-pump and the XUV-probe beams on the 

sample surface with a small angle of ~1° between the beams. 

The laser pump beam was focused into the interaction region with the use of a lens 

of 400 mm focal length. The lens was mounted on a 3-dimensional mechanical translation 

stage outside the vacuum chamber. Thus, the laser focus position in the experimental 

chamber could be precisely adjusted with three micrometer screws in the two transversal 

and the longitudinal directions with respect to the beam propagation axis. Movement of 

the lens along the laser beam allows the spot size of the pump beam to be adjusted in the 

interaction region. Since the laser intensity has a square dependency on the beam size, the 

lens translation provides the possibility to adjust the pump intensity. In contrast to 

handling the optical pump beam, the spot size of 75 µm (FWHM) of the XUV beam was 
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fixed and could not be easily adjusted during the experiment due to the constructional 

features of the HHG setup. A nearly twice larger spot size of 155 µm (FWHM) of the 

optical beam was typically applied in order to simplify the overlap between the pump and 

probe spots and to decrease the possibility of distortions arising from the laser pointing 

instability. To achieve this condition, the focus position of the 530 nm beam was adjusted 

at a few tens of mm behind the sample. The measurements of the focus spot size of both 

optical and XUV beams were performed with the use of the razor-blade method described 

below in 4.4.1.  

 

 

Figure 21. Simplified scheme of the optical pump-probe setup. The red line denotes the 

path of the 800 nm laser beam, the green line denotes the path of the 530 nm pump laser 

beam, and the blue line denotes the XUV probe beam. 

 

The polarization of both the OPA pump and XUV probe beams was kept horizontal 

in the experimental chamber. The pump beam was attenuated by using a metal-coated 

neutral density filter to obtain an energy flux of 88 W/cm² in the interaction region.  

Detailed descriptions of the optical setup, the laser system, the OPA, and the HHG 

setup, will be presented separately in the following sections. 
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4.1.2 Laser system 

 

Since the first report on the development of a Titanium-Sapphire (Ti:Sa) laser at the 

12th International Quantum Electronics Conference in Munich 1982 [164, 165], this laser 

technology was continuously improved. Nowadays advanced Ti:Sa laser systems are 

available, which deliver laser pulses of high intensity and short pulse duration of the order 

of 10 fs. The properties of these lasers make them a suitable light source for ultrafast time-

resolved experiments and for the generation of XUV, UV, visible, and IR ultrashort pulses 

via frequency conversion in non-linear media. In the experiments presented in this work, 

a commercial Ti:Sa laser system from Coherent Inc. (Legend Elite Duo) company was 

used. The laser system consists of two main parts: the oscillator and the amplifier. The 

oscillator delivers the seed pulse for the amplifier. In this particular laser system, the 

oscillator named “Vitara” implements the Kerr-lens mode-locking technique. The first 

oscillator based on this technique was reported in 1991 [166], and initiated a breakthrough 

in the femtosecond laser technology. The “Vitara” oscillator delivers 775 nm sub-25 fs 

seed pulses with 80 MHz repetition rate. The chirped pulse amplification technique is 

employed in the laser amplifier system. First, the seed pulse is stretched with the use of a 

two-grating stretcher. The stretched pulse is amplified in two stages: first in the Ti:Sa 

regenerative amplifier and then in the single pass Ti:Sa amplifier. The second harmonic 

output of 527 nm wavelength of the diode-pumped Nd:YLF laser “Evolution” with an 

output power of 75 W delivers the energy for both stages of the amplification process. 

Finally, the amplified 800 nm pulse of 2.4 mJ energy is compressed close to the 

transform-limited duration of ~25 fs in a two-grating compressor. The compressor can 

also be tuned to create a positive or negative chirp in the output pulse by varying the 

grating separation. 

 

4.1.3 Optical parametric amplifier 

 

In the experiments presented here, a commercial OPA from the Light Conversion 

Ltd. was used to generate ultrashort laser pulses at the wavelengths of 300 nm, 350 nm, 

and 530 nm, respectively. The wavelength range of OPA is tunable between 240 and 2600 

nm. The OPA consists of two amplification stages for the generation of ultrashort signal 

and idler pulses in the NIR spectral range. Additionally, there are stages for generation of 

the second harmonic of the signal or idler beam or, alternatively, for the sum frequency 
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generation (SFG) via mixing of the signal or idler beam with a fraction of the fundamental 

beam. The fundamental beam is split by beam splitters in four parts, for the seed 

generation, two amplification stages and for the SFG stage. In the first amplification stage 

(pre-amplification stage), white light generation was used as a seed. The white light was 

generated in a sapphire plate by focusing a small amount of the 800 nm light split from 

the pump beam. A spectral fraction of the generated white light, tuned in the wavelength 

range between 1100 and 1600 nm, is used for the parametric amplification process.  The 

white light and the pump beam overlap with each other in a non-linear BBO crystal at a 

small angle, so that the non-collinear residual pump beam can be spatially separated from 

the generated signal beam, which propagates in the same direction as the white-light seed. 

The advantage of using the white light as a seed is due to the fact that it contains already 

a full range of wavelengths available for amplification, so that the required signal 

wavelength can be chosen straightforwardly just by changing the BBO crystal orientation 

and by controlling the time overlap between the chirped white-light pulse and the 800 nm 

pump pulse. The spatial overlap between the pump and seed beams, once optimized, 

remains constant and does not need to be readjusted. 

The signal pulse in the wavelength range between 1100 nm and 1600 nm from the 

first amplification stage is used as an intense seed for the second amplification stage in 

the OPA. This allows a high conversion efficiency to be achieved. In the second OPA 

stage, the seed and the fundamental beams propagate collinearly through the second BBO 

crystal. The collinear overlap is accomplished with the use of a dichroic mirror. The 

separation of the signal, idler and residual pump beams after the second amplification 

stage is also accomplished with the use of dichroic mirrors. 

Generation of either 300 nm or 350 nm pulses was implemented in two successive 

SHG processes. In the former case, the second harmonic of 600 nm wavelength was first 

generated in a BBO crystal from the 1200 nm signal beam and was subsequently 

frequency-doubled in a second stage to produce the 300 nm pulses. The 350 nm pulses 

were generated analogously to 300 nm. The generation of the 530 nm pulses was 

accomplished via the sum frequency generation between the signal beam of 1570 nm 

wavelength and the 800 nm fundamental beam, which are mixed in a BBO crystal. The 

time overlap with the pump pulses is controlled in all stages by employing motorized 

translation stages in the corresponding delay lines for the pump beam.  
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4.1.4 Third harmonic generation setup 

 

 

Figure 22. Schematic depiction of the principle of the in-line THG. The picture is 

reprinted with permission from www.eksmaoptics.com.  

 

The generation of the third harmonic is accomplished via two sequential non-linear 

processes induced in two BBO crystals with the use of the fundamental (800 nm) pump 

beam of ca. 4 W average power (corresponding to 0.8 mJ pulse energy). The principle of 

the in-line THG is presented in Figure 22. In the first step, the second harmonic of 400 

nm is generated in a BBO crystal which provides the phase matching of type I and yields 

the conversion efficiency of ca. 15 %.  The intense residual fundamental beam is used in 

the second crystal for SFG with the 400 nm beam. Both beams are propagating collinearly 

after the first crystal and the correction of the spatial overlap is not necessary. However, 

the 800 nm and 400 nm pulses after the SHG in the first stage are separated in time, which 

is a consequence of the group velocity mismatch in the BBO crystal. Since 400 nm and 

800 nm beam polarizations are orthogonal, a birefringent medium can be used to 

compensate the group delay difference and achieve a perfect time overlap in the second 

BBO crystal. In the present setup, a calcite plate was used for this purpose. A dual 

wavelength wave plate was used to rotate the polarization of the fundamental beam by 

90° after passing the calcite plate, so that both 400 nm and 800 nm beams have the same 

polarization axis. This is necessary for the type I phase matching of the SFG process. The 

third harmonic of the fundamental beam with the wavelength of 266 nm is generated in 

this process and has a polarization perpendicular to the fundamental beam. A couple of 

the dichroic mirrors are used to separate the third harmonic from the residual laser light. 

Such an accomplishment of the THG setup, as compared to the classical setup with the 

use of a translation stage for achieving of the time overlap in the second crystal, is more 

simple and economical and it yields comparable conversion efficiency. 
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4.1.5 High-order harmonic generation setup 

 

The HHG setup represents a tabletop system of vacuum chambers with the XUV 

optical components placed in vacuum. The vacuum conditions are required for the 

propagation of XUV light. The main components of the HHG setup implemented in this 

work are shown in Figure 23. A lens of 600 mm focal length was used to focus the 800 

nm laser beam into a gas cell of 16 mm length, where the HHG process was induced. The 

lens was mounted on the mechanical translation stage, which allows optimization of the 

focus position in the cell. An aluminum foil was wrapped around the gas cell, so that the 

pump laser burns the smallest possible input and output apertures by itself. In the 

experiment, the HHG pump energy was set to 1 mJ per pulse.  

 

 

Figure 23. Experimental setup including generation and monochromatization of the XUV 

probe beam and its delivery optics, laser pump beam, time-of-flight electron spectro-

meter, and liquid micro-jet. 

 

The gas cell was filled with Argon gas to a ~25 mbar pressure. The argon pressure 

was adjusted with the use of a dosing valve to the value yielding the maximal XUV 

photon flux. The photon flux was monitored during the adjustment procedure with the 

movable photodiode (not shown in the Figure 23) placed behind the slit of the 

monochromator. The residual pump laser beam was filtered out from the XUV beam with 

the use of a 150 nm thin aluminum foil.  

The peculiar feature of the present setup is the application of the off-axis reflection 

zone-plate for monochromatization of the ultrashort XUV pulses. The basic principles of 

the reflection zone plate are presented in Ref. [167]. This type of monochromator 

facilitates simultaneously the spatial separation (dispersion) of the generated harmonics 
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and their focus. Thus, the selected harmonic passes a narrow slit positioned at the focal 

point of the zone plate whereas the other harmonics are blocked by the slit shutters. In 

contrast to the most common type of monochromators based on the implementation of 

gratings, the zone plate demonstrates high transmission efficiency combined with 

relatively low temporal distortions of the monochromatized XUV pulses. The zone plate 

used in the present HHG setup consists of three gold-coated zone structures created on a 

single silicone substrate. The structures are designed to select the 17th, 21st, and 25th 

harmonic of the 800 nm laser beam, respectively. Focusing of the selected harmonic into 

the interaction region of the experimental setup is accomplished by using a toroidal 

mirror.  

In the experiments presented in this work, the zone plate was applied to select the 

21st harmonic with a photon energy of 32.55 eV. The duration of the transmitted XUV 

pulses was measured to be 45 fs, and the transmission efficiency of the zone-plate mono-

chromator was calculated to be approximately 28% for the 21st harmonic. A detailed 

description of the HHG setup was presented in Ref. [168].  

 

4.2 Time-of-Flight spectrometer 

 

A commercial TOF spectrometer provided by SPECS GmbH (see Figure 24) was 

used for the data acquisition. This type of electron spectrometer is suited for experiments 

with pulsed light sources. The spectrometer employs a multi-element, two-stage 

(electrostatic) transfer lens for effective collection and transfer of the photoelectrons to 

the detector. The transfer lens resembles the lenses which are typically used in 

hemispherical analyses. For the amplification and detection of the photoelectron signal, 

the spectrometer employs a 3D delayline detector (DLD), which consists of a Chevron 

multichannel plate array and an in-vacuum readout unit. The readout unit is sensitive to 

the arrival position of the electron in the detector plane. It consists of two crossed coils, 

which form together a grid-like structure. Each of the coils enables to record the electron 

arrival coordinate for one of the two dimensions of the detector surface. The readout unit 

is connected to external electronic unit for the fast data acquisition. The DLD allows to 

perform measurements with the count rate up to 5 kHz, limited by the repetition rate of 

the laser system. Thus, the DLD can directly measure both the arrival time and the 

position of the electrons on the detector, which can be transformed with the use of a 

conversion routine to the kinetic energy and angular distributions of photoelectrons. 
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However, the angular distribution of photoelectrons was not the focus of this work and 

only their kinetic energy spectra will be considered in the data analysis presented below. 

The count rate of 5000 events per second corresponds to detection of one electron per 

XUV pulse. This measure prevented the detector from overloading. Such a count-rate 

condition could be achieved via selectively reducing the photoelectron signal by applying 

a retardation voltage on a grid placed in front of the DLD unit.  

The spectrometer can be operated in several modes, characterized by different 

acceptance angles and energy resolutions. Switching between modes and setting of the 

modes parameters can be performed online by using the software provided with the 

spectrometer. For the experiments presented in this work, two modes were chosen for the 

most efficient way of data acquisition. 

 

 

 

Figure 24. Simplified representation of the time-of-flight spectrometer Themis 600 

provided by SPECS, which employs the electrostatic-lens technique. Red and green lines 

represent the trajectories of electrons with different kinetic energies. The picture is 

reprinted with permission from www.specs.com. 

 

In the steady-state measurements, the spectrometer was operated in the drift mode, 

corresponding to the classical field-free design with an electron acceptance angle of ±1°. 

In this mode the kinetic energy scale is not limited, which allows to record spectra in a 

wide kinetic energy range involving XUV ionization contributions from both [Fe(bpy)3]
2+ 

and water. For time-resolved measurements, the wide-angle mode (WAM) was applied. 

In this mode the spectrometer employs a predefined non-uniform electrostatic field, 

which allows increasing of the electron acceptance angle to ±15° in a given limited 

spectral range. The larger acceptance angle reduces the acquisition time while achieving 

a high signal-to-noise ratio. This is a crucial issue for the experiments with liquid samples, 
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where the data acquisition needs to be fast because of instabilities in the experimental 

conditions. In the time-resolved measurements, XUV spectra were recorded in a spectral 

range of 9 eV width, centered at the energy peak originating from ionization of the 3d(t2g) 

orbitals of [Fe(bpy)3]
2+.  

 

4.3 Liquid micro-jet setup 

 

The liquid micro-jet technique was applied to achieve high-vacuum conditions in 

the experimental chamber. A syringe pump was used to deliver the liquid sample to the 

interaction region through a quartz nozzle of 18 µm orifice with a constant flow rate of 

0.4 ml/min. With this setup, a micro-jet of cylindrical shape was created with a laminar 

flow length of a few millimeters. The optical pump and the XUV probe beams intersected 

each other on the micro-jet surface in the region of the laminar flow in front of the 

skimmer of the time-of-flight (TOF) electron spectrometer. The micro-jet was oriented 

perpendicular to the XUV beam and to the TOF spectrometer axis. The pump and probe 

beams were merged in the interaction region at a small angle of ~1°. The spectrometer 

was equipped with a conical skimmer of 400 µm aperture. A small distance of 

approximately 0.5 mm between the micro-jet and the skimmer was applied to minimize 

scattering of photoelectrons by the residual gas molecules. 

Refilling of the syringe pump and switching between different samples without 

disturbing the vacuum conditions was accomplished with the use of an additional HPLC 

pump.  The HPLC pump delivers Milli-Q water to the liquid micro-jet system and could 

be applied anytime during the measurement in order to temporarily replace the syringe 

pump. 

The sample solution, which was introduced into the interaction chamber during the 

experiment, was collected in a cryogenic trap filled with liquid nitrogen. The geometry 

of the cryogenic trap was designed and afterwards improved according to experiences 

gained during the test phase of the setup. The main parts of the trap are: a double-walled 

stainless steel collector, a vacuum adapter flange, and an aluminum cylinder serving as 

the liquid catcher. The trap is placed directly under the liquid jet, so that the liquid beam 

passes through the center of the cylindrical catcher into the collector reservoir. Thus, the 

catcher is positioned in the experimental chamber, whereas the collector reservoir is 

attached to the setup outside this chamber, and the adapter flange between these two parts 

is used to handle them separately and to simplify the cleaning procedure of the reservoir. 
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The liquid nitrogen flows from the dewar through a hose connected to the threaded inlet 

in the upper part of the trap and fills the space between the walls of the collector. A pipe 

with an open end is provided for the protection of the reservoir against overpressure. 

Additionally, a PEEK disk was introduced between the aluminum catcher and the flange 

as a thermal isolation layer to prevent the overcooling caused by liquid nitrogen, which 

could lead to the formation of a frozen sample near the interaction region and, eventually, 

to blocking of the catcher aperture. The high mechanical vibration stability of the 

experimental setup gave rise to the possibility of building of sample icicles, which could 

grow from the bottom of the collector up to the level of the interaction region. This would 

lead to blocking of the liquid jet by the icicles. To prevent the growth of long icicles, a 

cutter blade, rotatable from outside, was introduced into the collector reservoir with the 

use of a vacuum flange that had a rotation feedthrough. The cutter could break icicles 

without interrupting the experiment. 

A second cryogenic trap was introduced into the experimental chamber to collect 

the evaporated liquid sample on its surface. The stainless steel surface of this cold-trap 

was cooled to cryogenic temperatures by filling its reservoir with liquid nitrogen through 

the opening in the upper part of the trap. Thus, the second trap was serving as an additional 

vacuum pump. Its pumping efficiency contributed significantly to the pumping speed 

(1500 l/s) of the turbo-molecular pump used to pump the experimental chamber. During 

the operation of the liquid micro-jet setup, the two cryogenic traps described above 

allowed a residual gas pressure of <2×10-5 mbar to be maintained in the interaction 

region. At the beginning of a measurement session, the cooled setup could hold stable 

vacuum conditions up to one hour without refilling the traps with liquid nitrogen.  
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4.4 Pump and probe pulse characterization 

 

4.4.1 Characteristics of the pump beam 

 

Figure 25 represents the spectrum of the 530 nm beam generated in the OPA which 

was used for excitation of the MLCT states of [Fe(bpy)3]
2+. The spectrum was recorded 

with the use of a commercial compact fiber spectrometer from Ocean Optics Inc. 

(HR2000+) in order to monitor the spectral properties of the laser pump beam. One can 

see that the central wavelength of the spectral peak of the pump pulse lies precisely at 

530 nm. The fit of the peak profile to a Gaussian function yields the spectral width of 10 

nm. This value corresponds to the transform limited pulse duration of 41 fs, assuming 

that the pulse has a Gaussian shape in the time domain. 

 

 

Figure 25. The spectrum of the pump laser beam generated in the OPA. The red curve 

depicts the Gaussian fit to the spectral peak, lying at the wavelength of 530 nm and 

exhibiting a spectral width of 10 nm (FWHM). 

 

The focal spot size of the optical beam was measured by scanning a razor blade 

across the beam and recording the light intensity behind the blade with a photodiode. The 

razor blade was mounted on a mechanical manipulator in the experimental chamber and 

was scanned in front of the skimmer of the spectrometer in the interaction region. The 

dependency of the light intensity on the blade position, recorded by applying this method, 

has a sigmoid shape. Assuming a Gaussian distribution of laser intensity in the focus, the 

data can be fitted to an error function, erf(x), where x represents the coordinate of the 
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razor blade across the focus. The results of such a measurement are presented in Figure 

26. For better accuracy, the razor blade scans were repeated several times with the result 

of (155 ± 5) μm for the focus spot size (FWHM, full width at half maximum) of the 530 

nm laser beam. 

 

 

Figure 26. Results of the measurement of the spot size of the 530 nm beam with the use 

of the razor blade method. The red curve depicts a fit of the dependency of the photodiode 

current, recorded as a function of the razor blade position, to the error function. The blue 

curve represents the radial intensity distribution in the laser focus calculated for a 

Gaussian beam with the width of 155 µm (FWHM) as obtained from the fit.  

 

4.4.2 Spectral characteristics of XUV pulse 

 

The spectral characteristics of the XUV beam were inferred from steady-state 

photoelectron spectra of Argon. The central XUV photon energy and the bandwidth were 

obtained from a fit of the Argon spectra to a sum of two Gaussian profiles, associated 

with the formation of two spin-orbit states of the formed Ar+ ion. A bandwidth of ~150 

meV was obtained by Dr. Jan Metje from the measurement when operating the 

spectrometer in drift mode [169]. In the wide angle mode, this number increases to ~350 

meV as a result of the manipulation of the electron trajectories induced by the electrostatic 

lens system of the analyzer. This value defines the spectral resolution in the time-resolved 

experiments presented in this work. Figure 27 demonstrates the photoemission spectrum 

from the 3p orbitals of Argon recorded in wide angle mode. The fit results are presented 

by the red curve in the figure. The broadening of the signal in this mode prevents 

contributions from the two spin-orbit states from being easily distinguished. Therefore, 
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In the fit routine the difference in the spectral positions of the two Gaussian profiles, 

representing the spin-orbit splitting, was fixed to the literature value of 0.18 eV [170]. 

The ratio between the two spin-orbit state contributions was set to 1:2 according to the 

statistical weights of these states, defined by the degeneracy of states with different 

magnetic quantum numbers. The FWHM of the full peak, representing the sum of two 

Gaussian profiles, was found to be typically 0.4 eV. This value was used as a reference 

for daily monitoring of the bandwidth of the XUV radiation.  

 

 

Figure 27. Kinetic energy spectrum generated by ionization of Argon with the 21st 

harmonic and recorded with the electron spectrometer operating in wide angle mode. The 

red curve depicts a fit to a sum of two Gaussian profiles originating from the spin-orbit 

splitting of the ground 3p state of the Ar+ ion. The individual contributions for the two 

spin-orbit states are shown by the blue and green curves, respectively. 

 

Besides the bandwidth of the XUV light, the measurement of the argon spectrum 

also allows the relative contribution of the neighboring harmonics to the ionization signal 

to be estimated. This is an important issue because the signal produced due to ionization 

of water by the 23rd neighboring harmonic in the experiment can interfere with the signal 

from the Fe 3d orbitals produced by the 21st harmonic. The low concentration of 

[Fe(bpy)3]
2+ in the aqueous solution leads to a much higher photoelectron yield from 

water in comparison to the signal from the solute. This issue can make the influence of 

the higher neighboring harmonic perceptible in the spectra. Therefore, it is of particular 

importance to ascertain that the contribution of higher-order harmonics to the ionization 

signal is sufficiently small. The steady-state measurements of the XUV emission from 
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the Ar gas have demonstrated that the higher neighboring harmonics were discriminated 

in the monochromator below 0.07% (see Figure 28). As it will be shown in the Chapter 

5, this discrimination value is one order of magnitude lower than the ratio between 

ionization yields from the 1b1 water and the iron-centered orbitals, which implies that the 

ionization contribution of the higher harmonic to the photoemission spectrum is 

sufficiently small that it can be neglected. 

 

 

Figure 28. Time-of-flight spectrum generated by ionization of Argon with the 21st 

harmonic and recorded with the spectrometer operating in the wide angle mode.  The slit 

size of the monochromator was 100 µm. The inset shows the zoomed contribution of the 

23th harmonic. 

 

4.4.3 Cross-correlation in gas and liquid 

 

The cross-correlation measurements performed with the gas (argon) and liquid 

(aqueous solutions) samples were used as a reference for the optimization of the temporal 

properties of the laser and XUV pulses. The temporal overlap between the pump and 

probe pulses and the experimental time resolution were determined from the cross-

correlation measurements carried out on the liquid jet during the experiment. As described 

in detail in Section 3.2.7, the cross-correlation signal arises from laser-assisted 

photoelectric effect (LAPE), induced by XUV light, and was previously reported in the 

studies on gas [152], solid-state [154], and liquid [171] samples. LAPE leads to the 

appearance of sidebands in the XUV photoelectron spectrum, shifted on the kinetic 
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energy scale by the optical photon energy. The photoemission yield integrated over the 

region of the sidebands and recorded as a function of the time delay delivers a cross-

correlation function between the optical and XUV pulses.  

The large number of optical elements used in both the pump and probe beam paths 

unambiguously requires optimization of the temporal characteristics of the visible and 

XUV pulses. This problem is well known in the optical setups for generation of the 

ultrashort laser pulses and was previously discussed in Refs. [172-175]. There were two 

options considered for optimization: (1) adjustment of the compressor of the laser system 

and (2) introducing of additional optical elements in the beam paths, such as dispersive 

media or chirped mirrors. Because of the use of dispersive optics in both 800 nm beam 

paths, which caused a positive chirp of the laser pulse, a negative group velocity 

dispersion (GVD) was applied in the pulse compressor of the laser system. The difference 

in the GVD between the HHG and OPA beam lines was compensated by using of a pair 

of BK7 wedges in the HHG line. The chirp of the 800 nm pulses was optimized to achieve 

the shortest 530 nm pulse, which was controlled by an autocorrelator in the pump beam 

path, and to maximize the HHG output monitored by a photodiode behind the zone-plate 

monochromator. Additionally, the pulse duration and GVD of the 800 nm pulse was 

controlled by SPIDER in the probe beam path before the entrance to the vacuum chamber 

of the HHG setup. 

Figure 29 demonstrates the experimental results of the cross-correlation 

measurement with the use of argon gas in the beginning of the chirp optimization 

procedure (a, d) and in the end of it (b, e). One can see that as a result of chirp 

optimization, the cross-correlation, which defines the time resolution in the experiment, 

was reduced by a factor of 1.5 and it acquired a symmetric shape. The latter point is of 

particularly high importance for the time-resolved experiments presented in this work, 

since the asymmetric signal arising from LAPE could be difficult to distinguish from the 

transient signal arising from XUV ionization of the short-lived states excited by the pump 

pulse. Since the cross-correlation measurement with gas required higher intensity of the 

pump beam than with liquid samples, in experiments with argon the neutral density filter 

was removed from the beam path and the laser focus was shifted to the position in front 

of the orifice of the spectrometer skimmer. This yielded sufficient pump intensity to 

generate a prominent signal from the first side band, which was used in the measurements. 
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Figure 29. Panels (a), (b), and (c) show the measured signal which contains a cross-

correlation contribution from the first side band. The measurements were performed with 

argon before optimization of the pulse duration (a), with argon after optimization of the 

pulse duration (b), and with aqueous solution of [Fe(bpy)3]
2+ (c), respectively. Panels (d), 

(e), and (f) represent integrated electron yield from the first side band shown in panels 

(a), (b), and (c), respectively, as a function of the time delay. The experimental data are 

shown by connected blue points, whereas the red curves represent the Gaussian fits to the 

respective data set. The empty circles in (e) denote the integrated electron yield from the 

second side band (lying beyond the energy range in the panel (b)), occurring in the cross-

correlation measurement performed with argon after the optimization of the pulse 

duration. 
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The signal from the second side band was also observed, but was rather weak and noisy. 

However, the fit of the cross-correlation function for the second side band gave 

approximately the same (slightly smaller) cross-correlation width as for the first side 

band. The cross-correlation results for the both side bands are compared in the Figure 

29(e). Further, the measurements were repeated with the use of an aqueous solution 

containing 5 mM of NaCl and 50 mM of [Fe(bpy)3]
2+. The results of the cross-correlation 

measurements with the use of the liquid samples (see Figure 29(c,f)) revealed 

approximately identical value for the cross-correlation width as in the case of argon. 

 

 

Figure 30. Kinetic energy spectrum of photoelectrons recorded for 50 mM [Fe(bpy)3]
2+ 

(aq) solution in the wide angle mode at the zero time delay between pump and probe 

pulses. The energy scale is given relative to the emission peak from the Fe 3d(t2g) orbitals 

of [Fe(bpy)3]
2+. The red curve depicts a fit to a kinetic energy spectrum recorded with the 

use of XUV beam only (presented in detail in Chapter 5). The cross-hatched area 

represents the integration range on the energy scale, used to define the cross-correlation 

signal between the laser and XUV pulses. The increase of the emission signal in this 

range, as compared to un-pumped sample, results from the LAPE of water. 

 

Thus, all further routines of the chirp optimization and of the determination of the 

zero time delay position and temporal resolution of the experiment were performed with 

the use of the aqueous [Fe(bpy)3]
2+ sample. For the aqueous solution, the signal 

integration range was chosen between the kinetic energies of 23 and 24 eV (see Figure 

29(c)), corresponding to the range between -1.5 eV and 2.5 eV on the relative energy 

scale with respect to the emission peak from the Fe 3d(t2g) orbitals (see Figure 30). In this 
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energy range, the first laser-assisted sideband of XUV ionization of water is most 

pronounced in the spectrum. The cross-correlation signal recorded in each time-resolved 

measurement was used to account in the data processing for the drift of the zero time 

delay.  

After optimization of the laser compressor, the cross-correlation width was varying 

between 50 and 60 fs during the experiment. An exemplary cross-correlation trace is 

plotted in Figure 31. Maximization of the cross-correlation signal was implemented for 

fine adjustment of the spatial overlap between the laser and XUV beams on the microjet. 

 

 

 

Figure 31. Integrated electron yield of 50 mM [Fe(bpy)3]
2+ (aq) plotted as a function of 

the time delay between 530 nm pump and XUV probe pulses. The red curve represents a 

Gaussian fit of the recorded data, which represents the cross-correlation between the 

pump and the probe pulses arising from LAPE of liquid water. 

 

4.5 Experimental procedure 
 

The time-resolved measurements were performed by following a certain routine 

based on the experience collected in the earlier experiments. According to this routine, 

the daily procedure can by divided into the following steps: 

 

• Preparation of the sample solution 

• Adjustment of the HHG beam line 
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• Adjustment of the laser beam line 

• Adjustment of the laser compressor 

• Recording of the Ar 3p spectrum 

• Installation of the cryogenic trap and liquid microjet 

• Adjustment of the laser spot position at the sample 

• Cross-correlation measurement on water 

• Cross-correlation measurement on the sample solution 

• Fine adjustment of the laser spot position 

• Acquisition of the time-resolved data 

• Cleaning of the experimental chamber and liquid microjet system 

 

Preparation of the sample solution. The experiments were performed on 50 mM 

aqueous solution of Fe(bpy)3Cl2. Milli-Q water was used as a solvent. The concentration 

of 50 mM lies close to the solubility limit of Fe(bpy)3Cl2 in water, but the solution is still 

not saturated. It is important to avoid saturated solutions in liquid microjet experiments, 

since it leads to the building of solid growth on the tip of the nozzle around its orifice and 

can block the jet. Since Fe(bpy)3Cl2 dissociates in water to [Fe(bpy)3]
2+ and two Cl

-
 ions 

and makes the solution conductive, the addition of salt to the sample is not necessary. 

Fresh sample was prepared at the beginning of each day of the beam time and filtered 

with the use of qualitative filter paper. This helped to filter out small particles which could 

block the jet during the experiment. To protect the light-sensitive solution from the 

illumination in the lab, the sample was prepared and stored in bottles made of light-

protective glass and covered with aluminium foil. Additionally, 5 mM NaCl solution in 

Milli-Q water was prepared and filtered in the same way as the Fe(bpy)3Cl2 solution. Both 

solutions were handled and stored at room temperature. 

Adjustment of the HHG beam line. The pathway of the 800 nm pump beam from the 

laser system to the vacuum window of the HHG chamber was defined using iris apertures. 

During the beam time, the position of the beam at the apertures was controlled in the 

beginning of the measurement day and realigned if necessary. After this procedure, the 

HHG setup was prepared for the measurement. The pressure of argon in the gas cell was 

adjusted to the maximal signal on the photodiode. 

Adjustment of the laser beam line. The preparation of the laser line starts with the 

control of the OPA performance. The output power was monitored. If necessary, the OPA 
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was adjusted to achieve the maximum output power. The wavelength of the pump beam 

was controlled using a compact commercial fiber spectrometer. After this initial step, the 

beam path from the OPA to the experimental chamber was optimized with the use of iris 

apertures. The alignment of the beam to the fixed iris apertures enabled us to reproduce 

the beam path with a high precision.  

Adjustment of the laser compressor. The optimal compression of the 800 nm pump 

pulse for HHG and OPA was achieved by adjusting the compressor of the Ti:Sa laser 

system, as it was described in 4.6. 

Recording of the Ar 3p spectrum. A steady-state measurement was performed in Argon 

to monitor the spectral characteristics of the HHG beam during the beam time, as 

described in the Section 4.4.2. For this measurement the empty experimental chamber 

was pumped over night with the use of the turbo pump. The clean and dry chamber was 

filled with Argon gas to a pressure of ~10-³ mbar. The measurements were performed 

while operating TOF spectrometer in the wide angle mode. Apart from the determination 

of spectral properties of the XUV radiation, the photoionization measurements on Argon 

enabled us to precisely align the HHG beam in the interaction region. The photoelectrons 

created by photoionization produce a characteristic spatial distribution at the position-

sensitive detector, appearing as a broad stripe pointing in the direction of the XUV beam 

propagation, which allows the vertical position of the beam with respect to the 

spectrometer aperture to be judged. This acquisition feature was used to optimize the 

vertical position of the XUV focus via moving of the refocusing mirror with the use of 

motors controlled by a PC software. The count rate of the photoionization signal 

measured at a certain gas pressure in the chamber served as an additional reference to 

monitor the HHG performance. Once the optimal position for the XUV beam was found, 

it remained fixed until the end of the experimental session. 

Installation of the cryogenic trap and liquid microjet. After performing the test 

measurements on Argon, the setup was rearranged for operation with the liquid sample. 

The liquid microjet was examined first outside of the vacuum setup with the use of Milli-

Q water. If the instabilities in the microjet performance were observed during this test 

run, the quartz nozzle was exchanged or cleaned in the ultrasonic bath. As the next step, 

the perfectly running liquid microjet and the cryogenic trap were introduced to the 

vacuum system. At this stage, the microjet setup was operated with NaCl solution in order 

to save the [Fe(bpy)3]
2+ sample. The position of the microjet in the experimental chamber 

was optimized manually with the use of the mechanical 3D manipulator, while only the 
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XUV beam was admitted to the interaction region. The main criterion for the adjustment 

of the jet in the direction perpendicular to the probe XUV beam axis was the maximization 

of the count rate. For the optimal alignment along the XUV light propagation direction, a 

compromise was used between the maximal count rate and the centered image of the 

photoelectrons at the DLD. The distribution of the detected photoelectrons is monitored 

in real-time on the PC screen using the data acquisition software. The vertical alignment 

of the jet was made by eye so that the middle of the laminar flow region was centered 

with respect to the spectrometer skimmer orifice.  During this alignment procedure, the 

spectrometer was operated in WAM with applied retardation voltage in order to keep the 

count-rate below 5000 Hz. 

Adjustment of the laser spot position at the sample. For this step, the laser beam line 

was open and the XUV beam was blocked. The use of visible light as the pump beam 

provided a simple possibility for the rough alignment of the laser spot at the liquid jet 

using its reflection. The reflection of the 530 nm laser beam from the cylindrical surface 

of the laminar flow region of the microjet gave a rise to the appearance of a characteristic 

green line, which one could observe on the spectrometer skimmer (see Figure 32(a)) and 

on the window of the experimental chamber, using a partially transparent medium as a 

screen. This line was used as an indicator, showing that the laser beam hits the jet in the 

interaction region. The further alignment was performed by maximization of the emission 

signal produced by the slow photoelectrons originating from the MPI process. During this 

routine, the spectrometer was operated in the drift mode and the retardation voltage was 

reduced. 

Cross-correlation measurement with NaCl solution. The alignment procedure 

described in the last two steps enabled us to perform a cross-correlation measurement. It 

consisted of a series of time-resolved measurements in the time delay range where the 

time overlap of the pump and probe pulses was expected. This range can be roughly 

determined by verifying the positions of the scattered photon peaks on the TOF scale. 

The peaks originated from the direct reflections of the laser and XUV light from the jet 

surface, which could be detected by the DLD. More precise determination of the zero 

time delay was achieved via observation of the space-charge effect. The delay range was 

scanned first with large delay steps, and after finding an approximate position of the time 

overlap the step size was decreased until the signature of the cross-correlation between 

pump and probe pulse was clearly identified. As was mentioned in the Section 4.4.3, the 

cross-correlation trace indicates the exact position on the delay stage corresponding to the 
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zero time delay and provides information about the convoluted pulse duration of the laser 

and XUV pulses. If the FWHM of the cross-correlation function is not satisfactory (too 

large), the optimization procedure described in the Section 4.4.3 is necessary before 

proceeding with the next step. 

Cross-correlation measurement with the sample solution. Once the zero time delay 

and width of the cross-correlation function is known, the [Fe(bpy)3]
2+ sample was 

introduced to the experimental chamber. The cross-correlation measurement was repeated 

with the sample solution. 

Fine adjustment of the laser spot position. After the exact position of the zero time 

delay is found by means of the cross-correlation measurements, the overlap of the XUV 

and laser beams at the jet surface could be refined with high precision. The count rate is 

very sensitive to the beam overlap and rises noticeable due to the additional photoelectron 

yield induced by LAPE. The highest signal in this case corresponds to the optimal overlap 

of the pump and probe spots at the sample. The optimization of signal was performed 

with the delay stage set to the position of the zero time delay which has been already 

defined in the previous step. The retardation voltage was applied in the spectrometer to 

cut off the signal from the water bands and, thus, to observe only the signal arising due 

to LAPE involving emission from the water and Fe 3d(t2g) orbitals. The laser beam was 

carefully adjusted by moving the lens on the 3D translation stage, while monitoring the 

count rate. After this optimization step, the setup was ready for data acquisition. 

Acquisition of the time-resolved data. For the sub-picosecond measurements, data 

acquisition was broken in a sequence of multiple time-delay scans. Each scan was carried 

out with a delay increment of 13.3 fs. The acquisition time per delay position and the total 

scan time was kept as short as possible in order to maintain the uniform environmental 

conditions in the experimental chamber. Measurements in the nanosecond range were 

performed with the delay increment of 13.3 ps within ~45 minutes per scan. All time-

resolved measurements were performed while operating the spectrometer in WAM. In 

the experiments with liquid sample, the retardation voltage was applied to block the major 

part of the photoelectron yield arising from the ionization of water orbitals to maintain 

the count rate below 5000 Hz. 

Cleaning of the experimental chamber and the liquid microjet system. In the end of 

experimental session, the cryogenic traps and the microjet were dismounted from the 

setup.  The vacuum setup and cryogenic traps were cleaned from the residual sample. The 

liquid jet setup was abundantly purged with water. The vacuum setup was pumped 
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overnight to reach high vacuum in the experimental chamber and, thus, to ensure the 

optimal conditions for the measurements with Argon in the beginning of the next day. 

 

 

Figure 32. (a) A screenshot of the interaction region made with the monitoring camera 

during the experiment. The line of green light on the spectrometer skimmer is produced 

by reflection of the 530 nm pump laser beam from the liquid microjet surface. (b) Frozen 

[Fe(bpy)3]
2+ sample in the dismounted cryogenic trap after an experimental session. 
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5 Results and discussion of experimental studies 

 

This chapter is partly based on the publication Moguilevski et. al. 2017 ChemPhysChem 

18, 465 [176]. 

 

The results of experimental studies of the photoinduced electron dynamics in an 

aqueous solution of [Fe(bpy)3]
2+ are presented and discussed in this chapter. Before a 

discussion of the pump-probe spectra, the steady-state XUV spectrum, recorded without 

applying the optical pump beam, will first be considered in order to determine the binding 

energies of the molecular orbitals of the solvent and solute in their ground states. The 

energy of the Fe(II) 3d(t2g) orbitals will be used as a reference to track the electron 

population dynamics on an absolute energy scale.  

The main objective of this work is to reveal the mechanism of the SCO process in 

[Fe(bpy)3]
2+ induced via resonant photoexcitation of the singlet MLCT state at a 

wavelength of 530 nm. The photoinduced electron dynamics takes place on two rather 

different time scales, corresponding to the population of the high-spin quintet state and 

the relaxation of this state to the ground state of the transition metal complex. The SCO 

transition itself is rather fast and occurs on a time scale of 100 fs, while the relaxation of 

the high-spin state takes several hundreds of picoseconds. Accordingly, the study 

involves two different measurements performed on a short- and long-time scale. The 

short-time scale dynamics will be considered in detail first, including a global fit analysis 

of the transient spectra with the use of a kinetic model that allows for different de-

excitation channels of the resonantly populated singlet MLCT state of [Fe(bpy)3]
2+. The 

results of the data analysis are supported by theoretical calculations carried out in 

collaboration with the theory group of Prof. Kühn (Rostock University). 
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5.1 Steady-state photoelectron spectrum of [Fe(bpy)3]2+ in 
water 

 

 

Figure 33. Steady-state energy spectrum of photoelectrons generated by the XUV beam 

from 50 mM aqueous solution of Fe(bpy)3Cl2. Spectral peaks are attributed to ionization 

from the iron-center-localized Fe 3d(t2g) orbitals, Cl− 3p, and the 1b1, 3a1 and 1b2 water 

orbitals. The red curve represents a smoothed envelope of the spectrum. 

 
The steady-state PES study is performed on a 50 mM aqueous solution of 

Fe(bpy)3Cl2 by employing the time-of-flight electron spectrometer presented in Section 

4.2. The XUV beam with the photon energy of 32.55 eV, generated in the HHG setup, 

was used to obtain the spectrum shown in Figure 33. The spectrum represents an average 

of four successive measurements of 15 minutes acquisition time. In this experiment, the 

spectrometer was operated in the drift mode, which allows detection of electrons with the 

kinetic energies in the full energy range. In order to prevent saturation of the detector by 

the large amount of slow electrons ionized from water, a negative auxiliary voltage of -

10 V was applied to block off the electrons with kinetic energies below 10 eV. The kinetic 

energy range between 10 and 30 eV, shown in Figure 33, encompasses the photoemission 

yield from nearly the full valence shell of water in the liquid- and gas-phase, including 

the 1b1, 3a1 and 1b2 orbitals. It excludes only photoemission from the lowest 2a1 valence 

orbital. For the liquid-phase water this orbital has a binding energy of 30.9 eV [177], 



Results and discussion of experimental studies 

 
79 

 

giving rise to an energy peak at 1.65 eV on the kinetic energy scale. In the experiment 

this signal is cut by applying of the auxiliary voltage. Photoemission from the 2a1 orbital 

of gas-phase water is not possible with the use of the XUV photon energy of 32.55 eV 

applied here, since the 2a1 binding energy of 32.6 eV [177] exceeds the photon energy.  

The difference in binding energies between the gas and liquid water orbitals 

consists of different contributions. Foremost, the smaller values of the binding energies 

in the liquid phase originate from electronic polarization by water molecules [177, 178]. 

This gives rise to the mean liquid-to-gaseous energy difference of 1.4 eV for the 1b1, 3a1, 

1b2 and 2a1 orbitals, as reported by Seidel, Winter and Bradforth [178]. Secondly, the 

hydrogen bonding in liquid water also affects the binding energies of the valence-shell 

orbitals. This effect is much weaker than the first one and leads to the energy difference 

in the order of 0.1-0.2 eV [177, 178]. 

The gas components in the water spectrum are highly prominent. One can expect 

this, since the spot size of ~75 µm of the XUV focus is significantly larger than the size 

of 22 µm of the liquid jet. Therefore, the ionization contribution from the vapor 

surrounding the jet is unavoidable. The spectral peaks arising from ionization of liquid 

and gaseous water are designated in Figure 33. Their assignment is based on the 

experimental results reported by Kurahashi et al. [179]. The inset of the Figure 33 shows 

in greater detail the energy range containing the spectral contributions of the solute, 

[Fe(bpy)3]
2+ and the chloride counter ion. The assignment of the chloride contribution in 

the spectrum is consistent with the value of the Cl
-
(3p) binding energy previously 

reported by Kurahashi et al. [179]. The contribution of the [Fe(bpy)3]
2+ in the spectrum 

is assigned according to the theoretical calculations performed by the group of Prof. 

Kühn. Electron emission from the iron-center-localized Fe 3d(t2g) orbital at the kinetic 

energy of 25.8 eV is well pronounced in the spectrum. The ratio in the photoelectron 

signal between the 1b1 liquid water peak and Fe 3d(t2g) peak is approximately 300:1. 

According to the theoretical calculations, photoemission from the ligand π orbitals of 

[Fe(bpy)3]
2+ is overlapping on the energy scale with the 1b1 peak from liquid water. 

Therefore, since the photoelectron yield from the solute is much lower than the signal 

from solvent, the ionization signal from the π orbitals cannot be distinguished in the 

steady-state spectrum shown in Figure 33. 
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Figure 34. Spectral decomposition of the steady-state energy spectrum of photo-electrons 

generated by the XUV beam from 50 mM aqueous solution of Fe(bpy)3Cl2. Red curve 

presents a fit of the spectrum to a superposition of Gaussian profiles assigned to the Fe 

3d(t2g), Cl− 3p, and the 1b1 and 3a1 orbitals of water in gas and liquid phase. The 

contribution of the liquid water orbitals is represented by the blue lines (1 = 1b1, 2 = 3a1 

H, 3 = 3a1 L) and of the gaseous water by the cyan lines (4 = 1b1, 5 = 1b1 v1, 6 = 3a1). 

 

Figure 34 displays the results of a fit analysis of the XUV photoelectron spectrum 

presented above. The fit function represents a superposition of Gaussian profiles 

describing contributions from the 1b1 and 3a1 orbitals of water in the liquid and gas phase, 

as well as from the Cl
-
(3p) and Fe(II) 3d(t2g) orbitals. The kinetic energy range between 

10 eV and 16 eV is not considered in the analysis. According to the literature, ionization 

from the 1b2 orbitals of liquid- and gas-phase water should contribute to the spectrum in 

this energy range [177]. However, the shape of the measured spectrum suggests the 

presence of at least one additional band, besides these two known spectral peaks. Because 

of the lack of information needed to identify the unknown band structure and since the 

spectral range between 10 eV and 16 eV is irrelevant for the study of electron dynamics 

in [Fe(bpy)3]
2+, this range was excluded in the fitting procedure. The center energy, the 

width, and the amplitude of each Gaussian profile were treated as fit parameters in the fit 

routine. The initial values of the parameters were chosen according to the previous results 

from photoelectron spectroscopy studies on water [177, 180].  
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The spectrum of photoelectrons ionized from the 3a1 orbital of liquid water consists 

of two peaks, which were considered in the fit analysis. The origin of this splitting 

represents a controversial topic. Three different interpretations were reported in literature. 

In one of them [177], the splitting is explained to arise from the Davydov interaction 

between two molecules of different orientation, similar to the splitting of the 3a1 peak in 

crystal ice. According to another study, this splitting originates from the interaction with 

the neighboring 1b1 orbital of liquid water [180]. The third study explains the splitting of 

the 3a1 peak as being due to the distortion induced by the hydrogen-bonding, which gives 

rise to especially strong influence on the 3a1 orbital because of its geometrical structure. 

The latter work describes the splitting of the 3a1 state in terms of the bonding and 

antibonding bands of liquid water, which is similar to ice. However, the variations of the 

local geometry caused by the anisotropy of liquid water structure lead to the smearing of 

the peak shape in contrast to ice, where the splitting is more pronounced [181]. The strong 

influence of the hydrogen-bonding on water molecules explains also the broadening of 

the spectral peaks in the liquid-phase [178].  

In contrast to the liquid-phase, the width of the spectral peaks of the gaseous water 

allows us to resolve the vibrational excited states of the 1b1 orbital. The fit function in the 

data analysis presented here includes the first vibrational excited state v1 of the 1b1 water 

orbital in the gas phase [182]. The Cl
-
(3p) contribution is represented by a single Gaussian 

profile, since the spin-orbit splitting of 0,11 eV [183] of the ground state of chloride is 

much smaller than the energy resolution in the present experiment. The same applies to 

the spectral contribution of the Fe 3d(t2g) orbital, which also exhibits a small splitting of 

~0.1 eV according to the theory predictions. Its origin was discussed in detail in the 

Section 2.3.1.  The binding energies of the orbitals of H2O, Cl
-
, and [Fe(bpy)3]

2+ listed 

above were obtained by calculating the difference between the energy of the XUV photon 

and the central kinetic energies of the Gaussian peaks. The results are summarized in the 

Table 1, where the binding energies are compared with the literature values. One can see 

that the results obtained for water and chloride are in a satisfactory agreement with the 

previously reported results. 

For a more accurate determination of the binding energies, a special care should be 

taken in the experiment regarding the effect of the streaming potential. The streaming 

potential originates from friction of the liquid flow in the quartz capillary, leading to 

electrostatic charging of the microjet, and affects the kinetic energy of the ionized 
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electrons [179, 184]. This effect gives rise to a shift of spectral peaks, which is different 

for the gaseous and liquid water contributions. A precise determination of the binding 

energies, however, lies beyond the scope of the present work. 

 

 

 

Fe2+ 

3d(t2g) 
Cl− 

Liquid water Gaseous water 

1b1 3a1 H 3a1 L 1b1 1b1 v1 3a1 

Ekin 25.8 23.7 21.3 19.3 17.4 19.5 18.9 17.4 

|Ekin-Eph| 6.8 8.9 11.3 13.3 15.2 13.1 13,7 15,2 

Nishizawa 

et al. 
- 9.5(2) 11.31(4) 13.08(7) 14.47(7) 12.62 - 14.8 

Winter  

et al. 
- - 11.16(4) 13.50(10) 12.60 - 14.84(2) 

 

Table 1. Electron kinetic energies and corresponding binding energies determined from 

the Gaussian fit of the steady-state XUV spectrum obtained for an aqueous solution of 

Fe(bpy)3Cl2. The streaming potential was not considered in the derivation of binding 

energies. The literature values are presented for comparison and are taken from Nishizawa 

et al. [180] and Winter et al [177]. All values are given in eV. The error for the electron 

kinetic energy Ekin was estimated to be ±0.1 eV according to the XUV bandwidth 

measurement presented in [169]. 

 

The experimental value of binding energy for the Fe 3d(t2g) orbital was not reported 

to date. Nevertheless, there are two studies reporting on the binding energy of the iron-

center localized 3d(t2g) orbital of another transition metal complex, [Fe(CN)6]
4-, in 

aqueous solution, which possesses the octahedral symmetry and the d6 low-spin electronic 

configuration in the ground state. The reported values are 6.1 eV [185] and 6.2 eV [186]. 

Despite the difference in ligands bound to the central Fe(II) atom, those values are close 

to the result of the present measurement giving a binding energy of 6.8 eV. The width of 

the Fe 3d(t2g) peak is 0.78 ± 0,04 eV, as obtained from the fit. 

Since the precise determination of the binding energies was not in the focus of this 

work, a relative energy scale will be used in the following chapters. The well separated 

energy peak of the Fe 3d(t2g) orbital in the XUV spectra serves as a good reference for 

tracking the transient electron population distribution on the energy scale. Thus, the Fe 

3d(t2g) binding energy of the ground low-spin state of [Fe(bpy)3]
2+ is assigned to zero. 
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5.2 Time-resolved spectrum of [Fe(bpy)3]2+  

on a sub-picosecond time scale 

 

5.2.1  First insights 

 

The first time-resolved measurements with a photoexcitation at a wavelength of 530 

nm were carried out with the use of TOF spectrometer in the wide angle mode. The optical 

pump laser beam was loosely focused onto the liquid jet. Figure 35 compares time-

resolved spectra of aqueous solutions of 50 mM [Fe(bpy)3]
2+ and 500 mM [Fe(CN)6]

4-, 

obtained under approximately equal conditions in two single scans with the same data 

acquisition time of 20 seconds for each delay stage position. In both cases the pump pulse 

with the wavelength of 530 nm and the time-averaged energy flux of ~65 W/cm² was 

applied for the photoexcitation of the samples. The time resolution in the experiment 

presented in Figure 35 was ~140 fs. 

 

 

Figure 35. Photoelectron signal as a function of the excitation energy and the time delay 

between the optical pump and XUV probe pulses. The data are obtained for aqueous 

solutions of (a) 50 mM [Fe(bpy)3]
2+ and (b) 500 mM [Fe(CN)6]

4-. In both panels, the 

vertical scale shows the relative energy with respect to the emission peak from the Fe 

3d(t2g) orbitals. 

 

The results of the measurement with [Fe(bpy)3]
2+ are presented in Figure 35(a), 

where a sequence of transient spectra recorded at different pump-probe time delays in the 

range between -300 and 400 fs is shown on both the time and energy scales. The data 

reveal a prominent transient signal in the kinetic energy range lying at ~2.3 eV above the 
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Fe 3d(t2g) ground state peak, which is comparable to the photon energy of the optical 

pump. A cross-correlation signal of ionization of the Fe 3d(t2g) orbital is also present in 

the data shown in Figure 35(a). However, one can unambiguously distinguish a longer 

life time of the transient signal as well as its asymmetric shape with respect to the zero 

time delay. Moreover, the Fe 3d(t2g) peak exhibits a signal depletion at positive time 

delays. The depletion appears immediately after photoexcitation of the sample and 

remains constant within the whole time-delay range in this experiment.  

Figure 35(b) shows the results of the measurement performed with [Fe(CN)6]
4-. The 

XUV spectrum of [Fe(CN)6]
4- also exhibits a spectral component of ionization from the 

Fe 3d(t2g) orbitals. As in the case of [Fe(bpy)3]
2+, the center of the emission peak from 

the Fe 3d(t2g) orbitals of [Fe(CN)6]
4- is assigned to zero on the relative energy scale. In 

contrast to [Fe(bpy)3]
2+, the molecule of ferrocyanide does not possess charge transfer 

states which can be resonantly excited from the ground state at the wavelength of 530 nm. 

Therefore, one can see from Figure 35(b) that the transient signal contribution is not 

present in the pump-probe spectra of [Fe(CN)6]
4-. Only a weak symmetric cross-

correlation signal of ionization from the Fe 3d(t2g) orbital of [Fe(CN)6]
4- appears at 2.3 

eV above the Fe 3d(t2g) peak at short time-delays. The weak signal depletion of the Fe 

3d(t2g) peak appears only around zero time delay simultaneously with the rise of the cross-

correlation signal. This implies that the phototransition cross section is much lower, 

which is a consequence of the absence of a resonance condition. 

 

5.2.2  Data acquisition 

 

After the optimization procedure described in the Section 4.4.3, it was possible to 

perform further experiments with the time resolution of 60 fs. The optical pump laser 

beam was loosely focused onto the jet. With the pump pulse energy attenuated to 3 µJ, 

the average intensity was approximately 88 W/cm2 in the interaction region. The data 

acquisition was broken in a sequence of multiple time-delay scans in the range between 

-100 and 500 fs. Each scan was carried out within 15 minutes with a delay increment of 

13.3 fs and acquisition time of 10 seconds per delay position. 
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5.2.3  Data processing 

 

The individual time-delay scans were added together prior to the data analysis. 

While combining the series, the data sets were corrected for the energy shift and the drift 

of the zero time delay. The energy shift was caused by the space-charge effect induced 

by the pump beam in the liquid sample, which was discussed in the Section 3.2.6. This 

shift was shown to be dependent on the time delay between the pump and probe pulses 

[133]. Therefore, each spectrum of a given series needed to be corrected separately. The 

ionization signal from the Fe 3d(t2g) orbital, giving rise to a well distinguished energy 

peak in each XUV spectrum, was used as a reference since less than 20% of the 

[Fe(bpy)3]
2+ molecules were excited by the pump beam. A Gaussian fit was used to 

determine the central energy of this peak and the origin of the kinetic energy scale was 

assigned to the fit value. The energy shift within a chosen single time-delay scan is 

demonstrated in Figure 36. 

 

 

Figure 36. The shift of the central energy of the Fe 3d(t2g) peak caused by the space-

charge effect as a function of the time delay. The results are shown for a chosen single 

time-delay scan. 

 

These results exhibit a rather small energy shift over the time window of the scan, 

which is much smaller than the effect demonstrated in Figure 18. One should note that 

the space-charge effect discussed in the Section 3.2.6 was considered on the nanosecond 

time scale, whereas a much shorter time delay interval in the picosecond range is 

considered in the present experiment. In addition, the photon energy applied in the present 
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experiment is considerably smaller than in Ref. [133], whereas the peak intensity of the 

pump beam in the both experiments is in the same order of magnitude. Therefore, 

according to the discussion in the Section 3.2.6, the space charge effect should be less 

pronounced in the present experiment. 

The drift of the zero time delay was caused by changes in the environmental 

conditions in the lab and could reach a value of ~160 fs during the day. This drift was 

corrected according to the center position of the cross-correlation signal in each time-

delay scan. 

 

5.2.4  Time-resolved spectrum 

 

A closer consideration of the spectra in the energy domain reveals more details in 

the transient signal above and also below the Fe 3d(t2g) peak. Figure 37 presents a series 

of pump-probe XUV spectra recorded at six chosen time delays of −107 fs, 0 fs, 80 fs, 

120 fs, 160 fs, and 307 fs between the pump and probe pulse. As mentioned before, the 

origin of the energy scale (the horizontal scale in the figure) is assigned to the central 

energy of the photoemission peak from the Fe 3d(t2g) orbitals of the ground state of 

[Fe(bpy)3]
2+. At the negative delay of −107 fs, the probe pulse interacts with the sample 

first and the spectrum recorded at this position resembles the steady-state spectrum shown 

in Figure 33. At zero delay, a significant contribution to the spectrum arises from the 

cross-correlation yield of the pump and probe beams, which dominates the transient 

signal in the full energy range considered here. The spectra recorded at positive time 

delays reveal the photoemission signal from short-lived transient states (marked with blue 

color). The transient signal appears not only at kinetic energies within 3 eV above the Fe 

3d(t2g) peak but also within 4 eV below this peak. The latter is more pronounced on a 

linear scale of the electron yield presented in the right panel of Figure 37. In this panel, 

one can also distinguish the population depletion (marked with green color) in the ground 

electronic state by the pump beam. A logarithmic vertical scale is used instead in the left 

panel of Figure 37 to pronounce the contribution of the transient signal above the Fe 

3d(t2g) peak, since its amplitude is by almost one order of magnitude lower than the 

ionization yield from the Fe 3d(t2g) orbitals.  

A quantitative analysis of the ultrafast evolution of pump-probe spectra is rather 

complicated, especially in the range of negative energies, because the transient signal is 

much weaker than the background signal from unexcited [Fe(bpy)3]
2+ and water. A 
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background subtraction was carried out first to sort out only the transient signal and to 

bare the details hidden in the pump-probe spectra, which are discussed in the next section. 

 

 

Figure 37. Left column: Photoelectron energy spectra for the selected time delays 

between the pump and probe pulses: −107, 0, 80, 120, 160, and 307 fs. The photoelectron 

signal is plotted on a logarithmic scale. The red curve represents the fit to the XUV 

ionization yield when the pump beam is not applied (see Figure 33). The transient 

emission signal is marked by blue color. The kinetic energy is given with respect to the 

emission peak of the Fe 3d(t2g) orbitals. Right column: The photoelectron signal is plotted 

on a linear scale, enabling us to reveal in greater detail the transient signal (blue) at 

negative energies with respect to the Fe 3d(t2g) emission peak, and the decrease (green) 

of this peak due to depletion of the ground state of the metal complex by the pump beam. 
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5.2.5 Transient signal 

 

The transient signal was derived by subtracting the XUV negative-delay spectrum 

as a background from pump-probe spectra. To define the background signal, the spectra 

recorded at negative time delays below -80 fs were combined together. This subtraction 

yielded the transient signal which was analyzed in terms of kinetic models presented 

below in the Section 5.2.6. The two-dimensional plot in Figure 38 shows the transient 

signal dependency on the excitation energy and the time delay. The negative value of the 

transient signal at kinetic energies corresponding to the Fe 3d(t2g) peak position (that is at 

zero energy since the origin is assigned to this peak) arises due to the above mentioned 

depletion of the ground state. The negative signal also appears in an energy interval 

around -4 eV at short time delays within 100 fs. As will be discussed later, ionization 

from the ligand-donated 𝜋 orbital of the ground state of [Fe(bpy)3]
2+ contributes to the 

energy spectrum of photoelectrons at this energy interval. Thus, the negative signal 

around the energy of – 4 eV appears also due to the depletion of the ground state. 

 

 

Figure 38. Transient signal as a function of the excitation energy and the time delay. The 

transient signal was derived by subtracting the XUV negative-delay spectrum shown in 

the upper panel of Figure 38 from the pump-probe spectra. 
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However, ionization of the transient excited states, which are formed during 

electron relaxation following the photoexcitation event, also contributes to the spectral 

range at   -4 eV. As a result, the transient signal at this energy acquires the positive sign 

on the short time scale of 100 fs, which reflects the ultrafast character of the relaxation 

dynamics. 

Changes in the electronic structure caused by intersystem crossings and internal 

conversion as well as geometrical relaxation and vibrational cooling lead to different 

signatures in the photoelectron spectra. One should note that the difference in 

photoelectron signals resulting from various electronic states possessing the same 

unrelaxed nuclear geometry is mainly due to exchange energy contribution, whereas 

geometrical relaxation leads to substantial lifting of orbital degeneracies. In addition, the 

ionization from a given state can lead to the formation of ion states with different 

electronic configurations and multiplicities, giving rise to a number of features in the 

photoelectron spectrum. All these issues were taken into account by the global fit model, 

presented in next section, to reveal the individual contributions from the transient states. 

The possibility of both the sequential and direct transition to the quintet state was 

considered in the data analysis. Independent of the model applied, the global fit reveals 

ionization contributions from at least three short-lived intermediate states characterized 

by decay time constants of approximately 10, 60, and 80 fs. 

A contribution from the long-lived quintet state is also apparent in the transient 

signal shown in Figure 38 at energies between −4 and −2.5 eV below the Fe 3d(t2g) peak. 

In fact, the formation of this state leads to the recovery of the negative signal caused by 

the depletion of the initial ground state. The life time of 650 ps of the quintet state was 

inferred from an additional measurement where the time delay was scanned in the 

nanosecond range. Details of this experiment will be presented later in the Section 5.3. 

 

5.2.6 Kinetic models 

 

In the previous studies, presented in the Sections 2.3.3 and 2.3.4, the singlet, two 

triplet, and quintet electronic states of [Fe(bpy)3]
2+ were denoted considering the 

octahedral symmetry nomenclature as 1A1g, 
3T1g, 

3T2g, and 5T1g, respectively.  Triplet and 

quintet states have near triple degeneracy and their symmetry is not octahedral in the 

reality. To simplify the description of the electronic states while considering the reduction 

of symmetry, these states will be denoted according to their multiplicity and cardinal 
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number with labels S0, T1, T2, and Q1 in the following text. To distinguish between the 

vertically populated, vibrationally hot quintet state from the adiabatically cooled but not 

yet equilibrated quintet state, further notations of Q1
∗∗ and Q1

∗  will be used for these states, 

respectively.  

A global fit of different kinetic models was carried out to analyze the experimental 

data. By applying a statistical F-test, we have found that an additional short-lived transient 

state needs to be considered in the SCO mechanism, as compared to both direct (I) and 

the sequential (II) mechanisms discussed in the Chapter 2. Both model I and II, involving 

population of one intermediate state in the de-excitation pathway from the 1,3MLCT states 

to the relaxed quintet state Q1, can be expressed as: 

 

 

(38) 

where P(t) denotes the photoexcitation rate of the 1,3MLCT states from the ground S0 

state, X represents the triplet state T2 in model II and the vibrationally hot quintet state 

𝑄1
∗∗ in model I, respectively, and ki are the corresponding transition rates. Equation (38) 

describes a “nested” model for the two extended models considered below. In one 

extended model we consider that the 1,3MLCT state relaxes to the quintet state via a 

cascaded population of two triplet intermediate states, as described in Ref. [82]: 

 

 

(39) 

Another model assumes two parallel relaxation channels occurring simultaneously: 

 

 

(40) 

where the two triplet states are treated as a single T1,2 state because of their ultrafast 

internal conversion [82]. 

The global fit routine (see details in the next section) was applied to fit the transient 

spectral signal with 96 × 68 data points on the energy and time scale, respectively. To 

compare the extended and the “nested” models, the F statistic is calculated, given by 
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 𝐹 =
(𝜒𝑛

2 − 𝜒𝑒
2)(𝑛 − 𝑝𝑒)

𝜒𝑒
2(𝑝𝑒 − 𝑝𝑛)

 , (41) 

where 𝜒𝑒
2 and 𝜒𝑛

2 are the 𝜒2 values of the extended and “nested” model, respectively, 𝑝𝑒 

and 𝑝𝑛 are the corresponding numbers of fit parameters, and n is the number of data 

points. The extended model yields always a better (or at least equal quality) fit. However, 

the smaller 𝜒𝑒
2 value is statistically significant only if the F statistic exceeds a critical 

value Fc defined by the F-distribution function. When the criterion Fc < F, Fc = F(𝑝𝑒 −

𝑝𝑛; 𝑛 − 𝑝𝑒) is satisfied, the simpler “nested” model can be rejected with greater than 95% 

confidence. This criterion is well satisfied when comparing both the cascaded (Equation 

(39)) and the parallel (Equation (40)) model with the “nested” model. The corresponding 

inequalities are 3.0 < 133.6 and 2.6 < 89.1 (with 𝑝𝑛 = 10 for the “nested” model, 𝑝𝑒 = 12 

for the cascaded model and 𝑝𝑒 = 13 for the parallel model), pointing to the significance 

of the additional transient state in both extended models. This is illustrated in Figure 39 

which shows the residuals for the best fit by different models. The domain where the 

“nested” model is deficient in reproducing the experimental data is marked in panel (a) 

by white rectangles. The decay time constants (inverse values of the transition rates) 

obtained for different kinetic models are summarized in Table 2. 

 

 

Figure 39. Residuals for the best fit by different models. The difference between the 

measured transient signal and the global fit results is shown for the “nested” model (a), 

the model of parallel relaxation (b), and the cascaded model (c). The data are shown in 

the range of time delays where the difference in residuals is most pronounced. The domain 

where the “nested” model is deficient in reproducing the experimental data is marked in 

panel (a) by white rectangles. 
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Based merely on the F-test results, we cannot judge which extended model is the 

proper one. Both the parallel and the sequential models yield approximately the same 𝜒2 

value of 2846.6 and 2846.5, respectively, which is smaller than the value of 2965.6 of the 

“nested” model. The choice of the model is, therefore, made with the help of theoretical 

calculations. The comparison of predictions with the fit results for the parallel and 

cascaded models are shown in Figure 44 in the panels (a,b) and (c,d), respectively. 

Whereas the theory reproduces well the emission band structure of the T1,2 and 𝑄1
∗∗ states 

populated in the parallel relaxation process, only the T2 emission spectrum can be 

reproduced in the cascaded model. For the T1 state, the fit results disagree with the 

predictions in the energy range below the Fe 3d(t2g) peak. Therefore, we reject the 

cascaded relaxation mechanism. 

Extended model: parallel relaxation 

Transition 
1,3

MLCT→T
1,2

 
1,3

MLCT→Q
1
** T

1,2
→Q

1
* Q

1
**→Q

1
* 

Lifetime (fs) 20 ± 20 90 ± 25 70 ± 20 35 ± 20 

Extended model: sequential relaxation 

Transition 
1,3

MLCT→T
1
 T

1
→T

2
 T

2
→Q

1
* 

 
Lifetime (fs) 25 ± 20 30 ± 20 80 ± 30 

“Nested” model 

Transition 
1,3

MLCT→X X→Q
1
* 

 
Lifetime (fs) 25 ± 20 30 ± 20 

 

Table 2. Fitted model parameters. Time constants, representing inverse values of the 

corresponding transition rates, obtained from the global fit to different kinetic models. In 

the “nested” model, the state X represents either the T1,2 state or the 𝑄1
∗∗ state. 

 

5.2.7 Global fit 
 

As mentioned above, better fit results were obtained by applying a kinetic model 

that assumes two channels of 1,3MLCT relaxation occurring simultaneously (see Equation 

(40)). The following system of differential equations describes the corresponding 
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population dynamics of the initially (t → −∞) unpopulated 1,3MLCT, T1,2, Q1
∗∗, and Q1

∗  

states: 

 

d[ MLCT1,3 ]

d𝑡
= 𝑃(𝑡) − (𝑘1 + 𝑘2)[ MLCT1,3 ] 

d[T1,2]

d𝑡
= 𝑘1[ MLCT1,3 ] − 𝑘3[T1,2] 

d[Q1
∗∗]

d𝑡
= 𝑘2[ MLCT1,3 ] − 𝑘4[Q1

∗∗] 

d[Q1
∗ ]

d𝑡
= 𝑘3[T1,2] + 𝑘4[Q1

∗∗] − 𝑘r[Q1
∗ ] 

(42) 

where kr denotes the relaxation rate of the metastable quintet state Q1
∗  to the ground S0 

state and other rate constants are introduced in Equation (40). The value of kr is rather 

small, so that the Q1
∗  relaxation is negligible on the subpicosecond time scale considered 

here. Taking into account that the excitation rate of the 1,3MLCT states from the S0 ground 

state is proportional to the pump intensity and assuming a Gaussian temporal envelope of 

the pump pulse, we have 

where 𝜎 is the photoexcitation cross section, 𝐼0 is the intensity of the pump laser, and [𝑆0] 

is the population of the ground state. Further, the Equation (43) can be evolved to  

where the second term of the exponential function argument describes the depletion of 

the initial ground state by the pump pulse, τpump is the pulse width, erf(x) is the error 

function of argument x, B is a constant defined by a product of the photoexcitation cross 

section and the pump laser intensity, and the initial population of the ground state is 

normalized to unity. The constant B is treated as a fit parameter. The system of differential 

equations was solved numerically. The fit function describing the dependency of the 

transient signal on the time delay t and the photoelectron kinetic energy Ekin has the form 

 𝑇(𝐸kin, 𝑡) = ∑𝑇J(𝐸kin)

J

[J]∗(𝑡) − 𝑇S0
(𝐸kin)(1 − [S0]

∗(𝑡)) + 𝑇c(𝐸kin, 𝑡) , (45) 

 
𝑃(𝑡) = 𝜎 𝐼0 exp(−

𝑡2

𝜏pump
2 ) [𝑆0] , (43) 

 𝑃(𝑡) = 𝐵 exp(−
𝑡2

𝜏pump
2 −

√𝜋

2
𝐵𝜏pump (1 + erf (

𝑡

𝜏pump
))) , (44)  
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where TJ(Ekin) represents the emission spectrum from the transient state J (J = 1,3MLCT, 

T1,2, Q1
∗∗, or Q1

∗ ), 𝑇S0
(𝐸kin) is the emission spectrum from the ground state S0, [J]∗(𝑡) is the 

transient population of state J convolved with the Gaussian temporal envelope of the XUV 

probe pulse: 

 [J]∗(𝑡) =
1

√𝜋𝜏probe

∫ exp

+∞

−∞

(−
(𝑡 − 𝑡′)2

𝜏probe
2 ) [J](𝑡′)d𝑡′ , (46) 

τprobe is the probe pulse width, [S0]
∗(𝑡) is the time-dependent (due to the depletion) 

population of the ground state convolved with the temporal envelope of the probe pulse: 

 

[𝑆0]
∗(𝑡) =

1

√𝜋𝜏probe

∫ exp

+∞

−∞

(−
(𝑡 − 𝑡′)2

𝜏probe
2

−
√𝜋

2
𝐵𝜏pump (1 + erf (

𝑡′

𝜏pump
)))d𝑡 , 

(47) 

and 𝑇c(𝐸kin, 𝑡) is the cross-correlation yield: 

 𝑇c(𝐸kin, 𝑡) = 𝑇c(𝐸kin) exp(
−𝑡2

𝜏pump
2 + 𝜏probe

2 ) , (48) 

The fit algorithm employs the matrix formalism introduced in Ref. [187], which 

significantly improves the computational efficiency. Following this approach, the 

transient signal is represented at the number of N × M data points on the energy and time 

scale by the matrix product: 

 𝑇 = 𝐴 𝐷𝑇 , (49) 

where the matrix A(N, s) describes the emission spectra of s transient states at the set of 

N data points on the energy scale whereas the matrix D(M, s) describes the population 

of these states at the set of M data points on the time scale. The cross-correlation signal 

defined by Equation (48) is treated as a transient state as well. Thus, in the model of 

parallel relaxation the number of states is s = 6 (4 transient states, the ground state, and 

the cross-correlation). 

For a given set of rate constants ki and the constant B, representing the fit 

parameters, the matrix D is defined via the solution of differential Equations (42) and 
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from Equations (46), (47), and (48). The fit algorithm can be deduced to minimize the 𝜒2 

value defined by [187]: 

 𝜒2 = ‖𝑇𝑒𝑥𝑝 − 𝑇𝑒𝑥𝑝𝐷
𝑇(𝐷𝐷𝑇)−1‖

2
 , (50) 

where 𝑇𝑒𝑥𝑝 represents the 2D array of the experimental transient signal. Thus, this fit 

procedure finds the best values of fit parameters which describe the kinetics, whereas the 

spectral amplitudes can be found by applying the projection of 𝑇𝑒𝑥𝑝 on D. This approach 

was rather efficient in conducting the F-test. 

To refine the band structure of the photoemission spectra, another fit routine was 

applied where TJ(Ekin) were represented by superpositions of Gaussian profiles and the 

Gaussian amplitudes, positions, and widths were also treated as fit parameters. The 

lifetimes of the 1,3MLCT, T1,2, and Q1
∗∗ states were calculated as (k1 + k2)

-1, k3
-1, and k4

-1, 

yielding the values of 16 ± 13, 70 ± 20, and 35 ± 10 fs, respectively (see also Table 2). 

The branching ratio of 4.5−1.5
+4.8 between the relaxation channels of the 1,3MLCT state to 

the T1,2 and Q1
∗∗ states, respectively, was inferred from the ratio of k1 to k2. The asymmetric 

error bar was inferred from the dependency of 𝜒2 as a function of k1/k2. 

 

 

Figure 40. (a) Measured transient signal as a function of the excitation energy and the 

time delay. (b) Reproduction of the experimental data by a global fit with the use of the 

model that assumes parallel depopulation of 1,3MLCT via formation of the Q1
∗∗ and T1,2 

states, respectively. 

 

The global fit results obtained with the use of the model described above are shown 

in Figure 40(b). One can see a very good agreement of the fit results with the experimental 

data, which have been shown in the Figure 38 and are reproduced in Figure 40(a) for 



Results and discussion of experimental studies 

 
96 

 

comparison. In addition to the contour plot shown in the Figure 40, time traces as well as 

energy traces at specific time delays and kinetic energies are shown in Figure 41 and 

Figure 42, respectively. The graphs incorporate the decomposition of the transient signal 

to the individual contributions from the involved states obtained from the fit in the energy 

and time domains. As already mentioned in Section 5.2.5, the depletion of the ground 

state gives rise to negative transient signal also at energies between -4.2 and -3.2 eV. 

This feature disappears within <100 fs due to the formation of the Q1
∗  state contributing 

to the spectrum in the same energy interval. This provides the evidence that the SCO 

transition occurs on a sub-100 fs time scale. 
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Figure 41. (a) Time dependency of the transient signal at different excitation energies. 

The signal integrated within the energy interval between 2.3 and 2.8 eV (dots with error 

bars). The black solid line represents the global fit result. The color lines show the signal 

decomposition to individual contributions from the 1,3MLCT (blue), T1,2 (red), Q1
∗∗ 

(yellow), Q1
∗  (cyan), and S0 (violet) states as well as the cross-correlation contribution C 

(green). (b, c, d, e, f) The same as in (a) shown for the energy intervals (b) [1.8, 2.3] eV, 

(c) [1.3, 1.8] eV, and (d) [−0.3, 0.3] eV, (e) [−1, −0.7] eV, and (f) [−4, −2.5] eV, 

respectively. Note that the contribution from the S0 state is of negative value due to the 

depletion of the ground state. 
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Figure 42.1. Energy distribution of the transient signal at different pump-probe time 

delays. The signal is integrated within the time-delay intervals between (a) [-10, 10] fs, 

(b) [10, 40] fs, (c) [40, 70] fs (dots with error bars). The black solid line represents the 

global fit result. The color lines show the signal decomposition to individual contributions 

from the 1,3MLCT (yellow), T1,2 (green), Q1
∗∗ (orange), Q1

∗  (violet), and S0 (brown) states 

as well as the cross-correlation contribution C (blue). Note that the contribution from the 

S0 state is of negative value due to the depletion of the ground state. 
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Figure 42.2. Energy distribution of the transient signal at different pump-probe time 

delays. The signal is integrated within the time-delay intervals between (d) [70, 90] fs, (e) 

[90, 120] fs, and (f) [120, 150] fs (dots with error bars). The black solid line represents 

the global fit result. The color lines show the signal decomposition to individual 

contributions from the 1,3MLCT (yellow), T1,2 (green), Q1
∗∗ (orange), Q1

∗  (violet), and S0 

(brown) states as well as the cross-correlation contribution C (blue). Note that the 

contribution from the S0 state is of negative value due to the depletion of the ground state. 
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5.2.8 Comparison with theoretical data 

 

In order to facilitate the interpretation of the experimental results, the theoretical 

calculations performed by the group of Prof. Dr. Kühn from the University of Rostock 

were used. The photoelectron spectra were calculated for an isolated molecule of 

[Fe(bpy)3]
2+. 

Using the strong orthogonality approximation for the basis set of wave functions, 

⟨𝜓el|𝜙𝑙
𝑘⟩ = 0, 𝑘 = (1, … , N), where 𝜓el and 𝜙𝑙

𝑘 are the wave functions of the 

photoelectron in the final continuum state and of the bound orbitals, respectively, the 

ionization intensities can be represented by 

 𝑓FI ∝ |⟨Ψel|𝑑̂|ΦFI⟩|
2
 , (51) 

where 

 ΦFI = √N∫ΨF
N−1(𝑥1, … , 𝑥N−1)

∗ × ΨI
N(𝑥1, … , 𝑥N)𝑑𝑥1 …𝑑𝑥N−1 (52) 

is the Dyson orbital for the transition between the initial N-electron state ΨI
N and the final 

N − 1 electron state ΨF
N−1 , and 𝑑̂ is the dipole operator. The final state of the 

photoelectron can be represented by a plane wave expanded in terms of spherical waves 

[188]: 

 𝜓el(𝐫) = ∑ ∑ 𝑖𝑙√
2

𝜋
 𝑗𝑙(𝐤 ∙ 𝐫) 𝑌𝑙,𝑚(𝐫) 𝑌𝑙,𝑚

∗

𝑙

𝑚=−𝑙

∞

𝑙=0

(𝐤) , (53) 

where 𝑗𝑙(𝐤 ∙ 𝐫) are spherical Bessel functions, l and m are the angular momentum 

quantum numbers of the outgoing electron, and  𝑌𝑙,𝑚(𝐫) , 𝑌𝑙,𝑚
∗ (𝐤) are the spherical 

harmonics in the position and the momentum space, respectively. The calculations gave 

the theoretically simulated spectra for the singlet, triplet and both vibrationally hot and 

adiabatically cooled quintet states. In Figure 43 the photoelectron spectrum recorded at 

negative time delay by applying a wide angle mode is compared with the results of 

theoretical calculations. Negative time delay represents the case, where the probe pulse 

reaches the sample before the pump pulse and one can consider the spectrum as a steady-

state spectrum. The theory predicts a strong signal from Fe 3d(t2g) orbitals, which was 
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also observed in the experiment. The 3d(t2g) orbitals demonstrate a small splitting of ~0.1 

eV, which means that one of the three orbitals is lying energetically higher than the other 

two. This small splitting originates from the slightly distorted octahedral symmetry of the 

complex. The reduction of symmetry is caused by the structure of the bipyridine ligands, 

which consists of two pyridine molecules bound with each other. At the same time, each 

of six pyridine molecules is bound with the Fe(II) ion. Though the octahedral symmetry 

group Oh is commonly used in the literature in order to simplify the presentation of the 

structure, which leads to the threefold degeneracy, the actual point symmetry group of 

the [Fe(bpy)3]
2+ is D3, where the triple degeneracy is impossible. The contribution of the 

ligand orbitals to the photoemission spectrum is predicted to lie on the energy scale below 

-3 eV. As mentioned before, in the experiment this region is covered by the strong signal 

arising from ionization of the 1b1 liquid water orbital. 

 

Figure 43. Comparison of the photoemission spectrum of the S0 ground state of 

[Fe(bpy)3]
2+ recorded at the negative time delays (black dots) with results of theoretical 

calculations (blue curve). To account for the finite bandwidth of states and for the 

experimental energy resolution, the calculated stick spectra (blue vertical lines) are 

broadened by convolution with a Gaussian profile of 0.8 eV width (FWHM). 

 

 

The decision about which of the two extended models better reproduce the electron 

dynamic of the SCO process in [Fe(bpy)3]
2+(aq), was achived qualitatively assessing and 

comparing the results obtained from the global fit and from the theoretical calculation. 

The emission spectra of the Q1
∗∗ and T1,2 states, inferred from the fit to the model of 

parallel relaxation, are compared in Figure 44(a) and (b) with the corresponding spectra 

predicted by the theory (the S0 emission spectrum was subtracted for consistency with the 

transient signal plot). One can see that the theory qualitatively reproduces the spectral 

band structure originating from a superposition of ionization channels leading to the 
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formation of [Fe(bpy)3]
3+ with different electronic configurations and multiplicities. One 

should note that the theoretical method can contain possible systematic errors, for 

example, due to the incomplete account for dynamic correlations, which can result in 

energy shifts of the photoelectron features of the order of 0.5 eV [189, 190]. Thus, results 

presented in Figure 44(a) and (b) demonstrate a reasonable compromise between the fit 

stability and the accuracy of the reference theoretical data. Considering the fit results from 

the cascaded relaxation model, they are compared with the corresponding predictions by 

theory in panels (c) and (d) of Figure 44, where the emission spectra of T1 and T2 states 

are presented (again, the spectrum of S0 is subtracted for consistency). This comparison 

demonstrated that the T2 spectrum can be reasonably reproduced by theory. However, for 

the T1, there is a large discrepancy at ca. -4 eV. In this energy region the global fit routine 

calculates positive transient yield, whereas negative transient yield is expected due to 

depletion of the ground state. This gives us grounds to conclude that the parallel relaxation 

model best describes the data. 

 

 

Figure 44. (a, b) Comparison of the photoemission spectra of the Q1
∗∗ (a) and T1,2 (b) 

states obtained from the global fit to the experimental results for the parallel model with 

the spectra predicted by theory. (c, d) Comparison of global fit results for the cascaded 

model and the theory. Photoemission spectra of the triplet T1 (c) and T2 (d) states, 

considered in the cascaded model are shown. To account for the finite bandwidth of states 

and for the experimental energy resolution, the calculated stick spectra (vertical lines) are 
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broadened by convolution with a Gaussian profile of 0.7 eV width. The S0 emission 

spectrum is subtracted for the sake of consistency with the transient spectra.  

 

5.2.9 Wave packet dynamics in the quintet state 

 

The application of the XUV laser harmonics to ultrafast PES studies of molecular 

wavepacket dynamics was successfully demonstrated by Fushitani and Hishikawa [191] 

in an experiment with samples in gas phase. For a given population of a transient state, 

the periodic nuclear motion leads to modulations in the XUV emission yield due to the 

periodic changes in the Franck-Condon conditions of the ionization transition. In the 

present experiment, the signal attributed to ionization from the quintet state appears to 

exhibit oscillations which one may be distinguished despite a low signal-to-noise ratio. 

 

 

Figure 45. Residuals for the best fit by models allowing for the wave packet dynamics in 

the Q1
∗  state. The difference between the measured transient signal and the global fit results 

is shown for the models of parallel relaxation: without taking the wave packet oscillations 

into account (a), allowing for one oscillation mode (b), and for two modes (c). The domain 

where the extended models improve significantly the fit to the experimental data is 

marked in panel (a) by the white rectangle. 

 

To account for these oscillations in the probe step, the transient population of the 

quintet state [𝑄1
∗](𝑡) was empirically convoluted as 

 

 

[𝑄1
∗]∗(𝑡) = ∫ exp

+∞

−∞

(−
(𝑡 − 𝑡′)2

𝜏probe
2 ) × 

(1 + ∑𝑎𝑗(1 + cos(𝜔𝑗(𝑡 − 𝑡′) + 𝜑𝑗))

𝑗

) [𝑄1
∗](𝑡′)d𝑡′ , 

(54) 
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where j is the index of the oscillation mode of frequency 𝜔𝑗, amplitude 𝑎𝑗, and phase 𝜑𝑗. 

An F-test (s. Equation (41)) was carried out to reveal the significance of adding 

successively one, two, and three modes in the parallel relaxation model. For the first two 

modes, the criterion Fc < F was found to be well satisfied: 2.6 < 129.8 (𝑝𝑛 = 13, 𝑝𝑒 = 16) 

and 2.6 < 50.8 (𝑝𝑛 = 16, 𝑝𝑒 = 19), respectively. However, an opposite inequality 2.6 > 0.3 

(𝑝𝑛 = 19, 𝑝𝑒 = 22) was obtained when adding the third mode, indicating that only two 

modes need to be considered. Figure 45 demonstrates the improvement in reproduction 

of the experimental data when one and two oscillation modes are taken into account. Their 

oscillation periods, inferred from the global fit, are 270 ± 20 and 130 ± 10 fs. Figure 46 

highlights these oscillations in the population dynamics of the quintet state in the 

integrated transient signal over the corresponding energy range between −4 and −2.5 eV 

as a function of the time delay. These oscillations appear immediately after the pump and 

are analogous to the oscillations reported in previous studies [71, 72, 98], where they had 

been assigned to impulsively excited vibrational spectator modes. A detailed study of the 

wave packet dynamics was not in the focus of the present work. Nevertheless, the present 

results provide a good motivation for the future experiments, employing HHG, to study 

the ultrafast nuclear wavepacket dynamics in liquids. 

 

Figure 46. Oscillation in the transient signal from the metastable quintet state Q1
∗ . The 

vertical axis displays the difference between the results of experiment and the global fit 

(presented in Section 5.2.7), normalized to the transient population of Q1
∗  obtained from 

the fit. Note that the wave packet dynamics are disregarded in the kinetic model. The 

signal was integrated over the energy interval between −4 and −2.5 eV encompassing the 

emission band of Q1
∗ . The red solid line shows the difference in the fit results when two 

oscillation modes are allowed for in the model. The oscillation periods of 270 ± 20 fs and 

130 ± 10 fs were obtained from the global fit. 
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5.3 Transient spectrum on a nanosecond time scale 

 

The back relaxation of the electron population to the ground S0 state was measured 

by scanning the pump-probe time delay over 1.2 ns with a delay increment of 6.7 ps. The 

single scan on the nanosecond time scale requires more cumulative data acquisition time 

than the measurements on the short time scale presented above. The larger increment size 

was chosen in order to keep the same stable experimental conditions in the interaction 

region during the scan as it was done in other measurements. With the acquisition time 

of 10 s per delay stage position the total scanning time was ~35 minutes. This time was 

sufficient to run the experiment without interruption for the refilling of the cryogenic trap, 

which could lead to the instability of the pressure in the experimental chamber and, thus, 

could influence the results. An energy flux of 110 W/cm2 of the optical pump was applied 

in this measurement. 

 

 

Figure 47. Depletion of the ground state as a function of the time delay. The vertical scale 

represents the background-subtracted signal, integrated over the emission band of the Fe 

3d(t2g) orbitals. The red curve shows results of a fit where the initial depletion of the 

ground state by the pump beam and its re-population from the Q1
∗  state during the 

photocycle are considered (see Equation (55)). The re-population is described by an 

exponential function with the fitted time constant of 650 ± 50 ps. 

 

The integrated and background-subtracted photoelectron yield from the Fe 3d(t2g) 

orbitals is shown in the Figure 47. The relaxation of the negative signal unambiguously 

demonstrates an exponential character. In order to determine the time constant for the 
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relaxation, a fit routine was carried out. Considering that the relaxation time 𝜏 is much 

(orders of magnitude) longer than the laser pulse duration as well as the time scale of the 

SCO dynamics, the relaxation process can be described with the following function, 

which was used as the fit function in the data analysis: 

 𝑅(𝑡) = −𝐷 ∙ erf
𝑡 − 𝑡0

𝜏𝑙
∙ exp (−

𝑡 − 𝑡0
𝜏

) , (55) 

where D is the depletion amplitude, the error function describes the depopulation of the 

Fe 3d(t2g) orbitals due to the photoexcitation by the laser pulse with the pulse duration 𝜏𝑙, 

and the exponential function describes the exponential recovery of the Fe 3d(t2g) orbitals 

of the ground state with the time constant τ. Since the time width of the cross-correlation 

signal is very short compared to the relaxation time of the ground state of [Fe(bpy)3]
2+, 

the cross-correlation signal was not considered in the fit routine. Nevertheless, the starting 

position of the delay stage was chosen in the experiment so that during the scan one 

spectrum is recorded directly at the center of the Gaussian profile of the cross-correlation. 

This spectrum gives rise to a single positive data point in the integrated photoelectron 

yield, appearing at 0 ns on the time-delay scale. This data point served only to confirm 

the zero time delay position and was removed from the data set in order to simplify the 

fit routine. The fit results presented in the Figure 47 show an exponential relaxation into 

the S0 state with a time constant of (650 ± 50) ps. This result is in a good agreement with 

the previously reported value from the diverse studies [70, 71, 74, 78, 98]. 

 

5.4 Intensity dependency study 

 

The depletion of the S0 ground-state population of [Fe(bpy)3]
2+ was measured as a 

function of the energy flux of the optical pump beam in the range between 15 and 130 

W/cm2. This measurement was performed in order to exclude the contribution of the 

multiphoton processes in the time-resolved spectra, such as multiphoton ionization or 

excitation of the other charge-transfer states of [Fe(bpy)3]
2+ by absorbing more than one 

photon of the pump beam. For example, the absorption of two photons of the pump beam 

with the wavelength of 530 nm can excite the band of ligand-centered transition in the 

UV region. Three photons of the pump beam would lead to ionization of the Fe 3d(t2g) 

orbitals, according to the binding energy of 6.8 eV of these orbitals, as measured in the 

above presented steady-state experiment. 



Results and discussion of experimental studies 

 
107 

 

 
 
Figure 48. Measured depletion of the ionization yield from Fe 3d(t2g) orbitals of the 

ground state of [Fe(bpy)3]
2+ as a function of the pump energy flux. The red line represents 

the linear fit to the measured data. 

 

The depletion of the S0 population is represented by the depletion coefficient of the 

3d(t2g) peak in the pump-probe spectra (the coefficient D in Equation (55)). This depletion 

coefficient D was calculated directly from the measured data as 

 𝐷 =
𝑌0 − 𝑌

𝑌0
 , (56) 

where Y0 and Y represent photoelectron yields from the Fe 3d(t2g) orbital at a negative and 

small positive time delays, respectively. In the case of significant presence of multiphoton 

processes in the experiment, a nonlinear character of the pump intensity dependency of 

the photoexcitation from the S0 ground-state of [Fe(bpy)3]
2+ is expected. However, the 

probability of the one-photon excitation transition can be represented by a linear 

dependency on the pump beam intensity [133]: 

 𝑊 = 𝜎 
𝐼

𝐸ph
 𝜏 , (57) 

where 𝜎 is the photoabsorption cross section, I is the intensity of the pump laser beam, 

𝐸ph is the photon energy of the pump laser beam, and 𝜏 is its pulse duration. This 

immediately implies that the depletion coefficient should also be linearly dependent    on 

I. The present measurement reveals the linear dependency of the depletion on the pump 
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beam intensity (see Figure 48). This fact, combined with the observation of the strong 

transient signal at 2.3 eV within a few tens of femtoseconds after the excitation, suggests 

that the 1MLCT state is excited in a one-photon transition. 

 

5.5 Conclusions 

 

Concluding this chapter, ultrafast PES was successfully applied to reveal the 

mechanism of the photoinduced SCO in an aqueous solution of [Fe(bpy)3]
2+. The 

presented experimental setup, based on a table-top HHG setup and a TOF spectroscopy 

technique, enabled us to probe the electron density distribution in the entire valence shell 

of both water and [Fe(bpy)3]
2+. The results of the steady-state measurements of the XUV 

photoemission spectra of water are in a very good agreement with the results known from 

the earlier PES studies. The photoemission spectrum of the solvated [Fe(bpy)3]
2+ exhibits 

a strong well-separated peak associated with the ionization of the 3d(t2g) orbitals in the 

ground LS state. The center of this peak was found to lie at a 6.8 eV binding energy, and 

this value was used as the origin of the relative energy scale to track the electron dynamics 

of the light-induced SCO process. 

The advanced data analysis, including the global fit and the statistical F-test, was 

developed and applied to interpret the background-subtracted transient signal in terms of 

a kinetic model. Different kinetic models were considered to describe the SCO 

mechanism, observed in the transient signal. It was found that the statistical method (F-

test) alone is not sufficient to make a definitive choice between the kinetic models. 

Therefore, the final consideration was made based on the results of theoretical 

calculations. The parallel SCO model, where both the direct 1,3MLCT→Q1
∗∗ and sequential 

1,3MLCT→T1,2→Q1
∗   transitions are involved, yielded the best agreement with the 

theoretical predictions. The global fit procedure based on the parallel model delivered the 

transition time constants, which are summarized in the Table 3.  

The findings are partly consistent with the results presented by Chergui and 

Augböck [72] and by Zhang et al. [79], while both research groups proposed only direct 

or only sequential kinetic models, respectively. Thus, the application of the novel 

methodology based on ultrafast PES brings a new insight to the SCO mechanism and 

provides a complete interpretation of this phenomenon. 
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Table 3. Time constants obtained in this work in comparison with the time constants 

presented in the literature by different research groups. 

 

It is worth resolving the issue of the unity quantum yield of the low-to-high spin 

transition, which was discussed in Ref. [72]. Taking into account the branching ratio of 

4.5:1 between channels II and I and using the predicted value of 1:13 for the branching 

ratio between the deactivation T1,2 → S0 and the SCO T1,2 → Q1
∗  channels (see Table 7 in 

Ref. [82]), the quantum yield was found to be approximately 94%. This value is, indeed, 

close to unity, and it is a complicated task to detect the repopulation of 6% of the ground 

state in the experiment. 

The time-resolved measurements on the nanosecond time scale delivered the time 

constant for the recovery of the ground state S0 of [Fe(bpy)3]
2+ (s. Table 3) in an excellent 

agreement with the results obtained earlier by application of absorption spectroscopy 

methods [70, 71, 74, 78, 98].  

 

 

 

Transition 
1,3
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1,2

 
1,3

MLCT→Q
1
** T

1,2
→Q

1
* Q

1
**→Q

1
* Q

1
→S

0
 

Lifetime 
(Experiment) 

20 ± 20 fs 90 ± 25 fs 70 ± 20 fs 35 ± 20 fs 
650 ± 50 

ps 

Lifetime 
(Literature) 

150 ± 50 fs 
[79] 

< 50 fs 
[72] 

70 ± 30 fs 
[79] 

- 
665 ± 35 
ps [70] 
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6 Experiments with other iron complexes 

 

The methodology presented in this work, was also successfully applied in a number 

of other studies on the light-induced relaxation dynamics in iron coordination complexes 

in aqueous solution, such as ferricyanide, [Fe(CN)6]
3-, and nitroprusside, [Fe(CN)5NO]2-. 

The results of those studies are presented in detail in Refs. [192] and [193], respectively. 

In this chapter, preliminary results on the photodissociation dynamics in iron 

pentacarbonyl, Fe(CO)5, obtained with the use of the TRPES, are discussed. 

 

Fe(CO)5 belongs to a large group of metal carbonyls, which are famous for their 

catalytic properties. Fe(CO)5 can be applied in the synthesis of the metal-carbon 

nanoparticles, which can be used to obtain new functional materials for electrical 

engineering or for catalytic synthesis [194]. The complex was extensively studied by 

application of time-resolved methods in the gas phase [195-200] and in solution [201-

204]. Photoexcitation of Fe(CO)5 with the UV light in the gas phase leads to 

fragmentation of the complex, whereas the iron atom can lose from one CO ligand up to 

all five CO ligands [196, 197]. The first Fe-CO bond cleavage was found to occur on the 

time scale of <100 fs [198]. Unlike the fragmentation dynamics in the gas phase, in 

solution only one CO ligand can be removed from the complex following the 

photoexcitation. However, the recent study by Wernet and co-workers [204] has revealed 

interesting dynamics in Fe(CO)5 solvated in ethanol, which was investigated with the use 

of time-resolved resonant inelastic X-ray scattering employing 266 nm laser pulse as a 

pump beam and free-electron laser as a source for the probe beam. The experiment, 

performed with the time resolution of 300 fs, revealed a number of different reaction 

pathways. They involve relaxation of the excited singlet state of Fe(CO)4 to the triplet 

Fe(CO)4 state due to IC/ISC and formation of the mono-substituted complex 

Fe(CO)4-EtOH with the solvent (ethanol) on the time scale of 200-300 fs. 

In the present work, the third harmonic of the fundamental 800 nm beam of the 

wavelength of 267 nm was used as a pump pulse. It was generated in the THG setup, 

described in Section 4.1.4, which replaced the OPA in the pump-probe configuration used 

for the experiments with [Fe(bpy)3]
2+. As discussed in the literature [198, 204], 

photoexcitation with 267 nm laser light initiates a MLCT transition, which relaxes to the 

MC excited state. Figure 49(a) shows the absorption spectrum of 100 mM solution of 
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Fe(CO)5 in ethanol, obtained in the course of this experiment. The spectrum is consistent 

with the results known from the literature [205]. Two prominent absorption bands in the 

region 200 – 350 nm are associated with the MLCT transitions. In contrast to [Fe(bpy)3]
2+, 

direct MC transitions in Fe(CO)5 are also allowed because of the different symmetry. 

However, the MC bands, which appear in the spectrum at wavelengths higher than 350 

nm, exhibit considerably lower absorption cross section than MLCT bands. Similar to 

other d8-systems, the trigonal bipyramidal (D3h) geometry is the most stable one for 

Fe(CO)5. 

Since Fe(CO)5 is highly toxic and flammable, the experimental setup and procedure 

presented in Section 4.5 was optimized according to the safety directives. The sample 

was handled in the glove-box purged with N2. The liquid microjet setup was extended 

with a tubing loop filled with sample and a HPLC pump for the delivery of the sample to 

the interaction region. Both, the loop and the pump were placed in the glove-box. The 

syringe pump filled with ethanol was included in the system with the possibility to switch 

between the sample and ethanol. This allowed to refill the tubing loop with the sample, 

while the system was running with ethanol, and, thus, to avoid venting of the experimental 

chamber. Especially for this experiment, a compact cryogenic trap was constructed in 

order to facilitate the passage of the filled trap through the airlock of the glove-box, where 

the sample waste could be handled safely. 

The steady-state spectra of the pure solvent and solution are shown in Figure 49 

(see panels (b) and (c)). The spectrum presented in Figure 49(b) was recorded in the drift 

mode of the electron spectrometer, and it shows a rich band structure of the valence shell 

of ethanol. The results presented in Figure 49(c) were recorded in the wide angle mode. 

They demonstrate contribution of the ionization yield of Fe(CO)5 to the steady-state XUV 

spectrum of the solution. One can see that the photoemission spectrum of Fe(CO)5 lies on 

the slope of the emission band of ethanol originating from ionization of its highest 

molecular orbital. The contribution from Fe(CO)5 is largely hidden in the spectrum 

because of the dominant ionization yield of ethanol. 

Figure 49(d) represents the cross-correlation measurement with 267 nm pump and 

XUV probe pulses, obtained with the pure ethanol sample. The Gaussian fit of the 

integrated electron yield in the kinetic energy region of the first side band, recorded as a 

function of time delay, exhibits the width of 180 fs (FWHM). This width was achieved 

after the optimization procedure of the laser compressor, as applied in the [Fe(bpy)3]
2+ 

experiment. The larger width of the cross-correlation function originates from the 



Experiments with other iron complexes 

 
112 

 

stretching of the 267 nm pulse due to dispersion in the optical components. This effect, 

which was tolerable for the visible laser pulses used in the previous experiments, is 

considerably more crucial for the shorter wavelength. In order to minimize the dispersion 

and to improve the time resolution of the experiment, it is suggestible to exchange the 

lenses with the concave mirrors in the future studies. 

 

 

Figure 49. (a) Absorption spectrum of 100 mM solution of Fe(CO)5 in ethanol recorded 

with the use of a commercial spectrophotometer JENWAY 7315. (b) Steady-state photo-

electron spectrum of ethanol obtained with the use of XUV light while operating TOF-

spectrometer in drift mode. (c) Steady-state photoelectron spectra of pure ethanol (blue 

dots) and 0.5 M solution of Fe(CO)5 in ethanol (orange dots) obtained in the WAM. Black 

dots show results of subtraction of the signal recorded with ethanol from the signal 

recorded with Fe(CO)5 solution. It originates from the ionization of the 3d orbitals of iron 

atoms of Fe(CO)5 by the XUV light. (d) Cross-correlation signal of ethanol recorded by 

applying 267 nm pump and XUV probe pulses. The signal represents photoemission yield 

integrated over the electron kinetic energy range above 25 eV. The blue curve represents 

a Gaussian fit of the recorded data, yielding the cross-correlation width of 180 fs 

(FWHM). 

 

In the main part of this experiment, several series of time-resolved spectra were 

recorded in the energy range between 23 eV and 30 eV. This range includes the 



Experiments with other iron complexes 

 
113 

 

appearance of the emission band of Fe(CO)5 in the ground state, which has a maximum 

at ~23.6 eV (see Figure 49(c)), and it is sufficiently broad to reveal a transient signal 

within one pump photon energy above this band. The scans were performed in the range 

of time delays extending over 600 fs and 3 ps. The results of the later measurement are 

demonstrated in Figure 50. A 0.5 M Fe(CO)5 solution in ethanol was used as a sample. 

The results exhibit the cross-correlation signal, which arises from LAPE of ethanol, and 

an energy shift of the liquid ethanol edge to lower kinetic energies. The latter is a 

consequence of the space-charge effect. The transient signal that could be assigned to the 

photoinduced electron dynamics of Fe(CO)5 is not apparent in the data obtained in this 

experiment. This can be due to the following reasons: 

1. The life times of the MLCT transitions initiated by pump beam are too short in 

comparison with the width of the cross-correlation signal of ~180 fs. 

2.  In this experiment, only the kinetic energy range above the highest-lying 

emission band from liquid ethanol was considered. The transient signal from 

Fe(CO)5 can be buried under the signal arising due to photoionization of ethanol 

at the kinetic energies below 23 eV. 

 

 
 

Figure 50. Electron yield as a function of the kinetic energy and the time delay obtained 

by photoionization of 0.5 M solution of Fe(CO)5 in ethanol. 

 

The later point leads to a technical challenge, since the measurements with the use 

of the WAM operation mode in the energy region below 23 eV would saturate the 

detection electronics of the TOF spectrometer with the electrons produced by ionization 
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of ethanol. A possible solution could be to apply a different mode of the spectrometer 

operation with a lower collection efficiency or/and to reduce the intensity of the XUV 

beam. Also, the approach to handle the energy shift caused by the space-charge effect 

should be reconsidered for this experiment. Since the ionization potential of ethanol lies 

~2 eV lower than the ionization potential of water [157] (see also Figure 49(b)), the signal 

from the 3d orbitals of the iron atom overlaps with the highest occupied orbital of ethanol 

and cannot be used as a reference, as it was the case in the experiments with aqueous 

solutions of [Fe(bpy)3]
2+ [176], [Fe(CN)6]

4- [133], and [Fe(CN)6]
3- [192]. 

Nevertheless, this experiment was the first step in the application of the developed 

methodology, which was successfully applied in the present work to study SCO dynamics 

in [Fe(bpy)3]
2+, to reveal the electron dynamics accompanying the photo-induced 

dissociation of Fe(CO)5. Despite extensive studies in the past, this photochemical 

phenomenon is still not unambiguously clarified and has promising perspectives for 

future research by means of TRPES.   
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7 Summary  

 

In this work, ultrafast spin crossover (SCO) dynamics was studied in an aqueous 

solution of [Fe(bpy)3]
2+ by means of time-resolved XUV photoemission spectroscopy 

(PES). For this challenging task, the novel methodology was developed in order to 

facilitate the experimental procedure and the data analysis. The table-top high harmonic 

generation (HHG) setup was employed as a source for the ultrashort XUV probe pulses 

in the pump-probe configuration. The special feature of the HHG setup was the 

application of the reflection zone-plate for the monochromatizating of the XUV light. 

This technique facilitated the selection of a single XUV harmonic with a ~45 fs pulse 

duration and a photon energy and intensity suitable to reveal the electron dynamics of 

solvated [Fe(bpy)3]
2+ with a time resolution of 60 fs. The influence of the space-charge 

effect and the laser-assisted photoelectric effect (LAPE) to the time-resolved XUV PES 

were considered in this work. These two accompanying effects are very important issues, 

and an understanding of their effects and dependencies is crucial for both data acquisition 

and data analysis. Therefore, they were carefully taken into account in the methodology 

proposed in the present work. 

To maintain stable experimental conditions, crucial for PES measurements with 

liquid samples, the combination of the liquid microjet technique, a cryogenic trap, and an 

appropriate experimental procedure was developed and successfully applied. 

The steady-state PES spectrum of valence orbitals of water obtained with the use 

of the table-top HHG setup was demonstrated to be in excellent agreement with the results 

from previous studies, where synchrotron radiation was employed as a light source 

instead. The LAPE was found to be beneficial for the characterization of the temporal 

characteristics of XUV and optical laser pulses and for the precise determination of the 

zero time delay in the time-resolved experiments. The pump-probe setup configuration 

combined with the time-of-flight (TOF) spectrometer technique facilitated the tracking 

of the evolution of the valence orbital population in [Fe(bpy)3]
2+, induced by the 530 nm 

laser pulse, on the femtosecond time-scale. 

The kinetic model, which describes the SCO process in [Fe(bpy)3]
2+, was chosen 

with the support of the theoretical calculations performed by the research group of Prof. 

Dr. Oliver Kühn from Rostock University. Unlike the description of the SCO process 

reported previously in the literature, the kinetic model proposed in this work incorporates 
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both the direct and the cascaded relaxation channels which occur simultaneously. The 

global fit results obtained with the use of this model of parallel relaxation channels 

demonstrate a very good agreement with the experimental data. The branching ratio 

between the channels was found to be 4.5−1.5
+4.8, indicating that the population of 

intermediate triplet states dominates the relaxation dynamics. However, the results of this 

study also support the possibility of a direct transition from the excited 1,3MLCT states to 

the quintet state with a time constant smaller than previously reported [75, 79], thus, 

partially supporting the conclusion by Auböck and Chergui [72]. The recovery time of 

the ground low-spin state of [Fe(bpy)3]
2+ was found to be 650 ± 50 ps, as inferred from 

the measurements on the nanosecond scale of time delays. This result is in excellent 

agreement with the results from earlier studies [70, 71, 74, 78, 98]. The time constants of 

various relaxation transitions involved in the SCO mechanism, obtained from the data 

analysis, are summarized in Table 3 (see Section 5.5) in comparison with the results from 

the earlier studies by other research groups. 

Summarizing, the present study demonstrates that the sensitivity of previously 

applied spectroscopies, such as transient absorption and X-ray fluorescence spectroscopy, 

revealed only one of the possible SCO channels, whereas the ultrafast PES applied here 

provides insight into the entire electron dynamics and is capable to detect both the direct 

and the cascaded low-to-high spin transitions. The present tabletop methodology is a 

robust and convenient tool for detailed characterization of ultrafast electron dynamics 

with wide applications in photochemistry, photophysics, and photobiology.  
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Abstract 

 

Tracking electron dynamics after photoexcitation is a key element in understanding 

the mechanisms of light-induced spin crossover (SCO) in condensed-phase transition 

metal complexes. This effect is of fundamental interest in biology and finds applications 

in magnetic data storage and the development of functional molecular devices. Following 

excitation, the large number of accessible excited states and ultrafast kinetics of their 

relaxation pose stringent experimental requirements for the elucidation of the SCO 

pathways. This challenge might lead to ambiguous interpretations on the basis of 

absorption and fluorescence spectroscopies alone, which do not provide unique excitation 

energy references in ultrafast dynamics studies. A prominent example is the iron(II) tris-

bipyridine complex, [Fe(bpy)3]
2+. Recently, different detection techniques have yielded 

controversial results regarding whether the transition from the singlet to the quintet spin 

state is a direct or a stepwise process involving the triplet ligand field states. In this thesis, 

it will be demonstrated that ultrafast extreme ultraviolet (XUV) photoemission 

spectroscopy (PES) in combination with the liquid microjet technique, supported by the 

theoretical calculations, is capable of tracking the population dynamics of the 

electronically excited states of aqueous [Fe(bpy)3]
2+ with femtosecond time resolution. 

Mapping the transient electronic states onto the ionization continuum with the use of 

ultrashort XUV light pulses from a monochromotized, table-top high-order harmonic 

generation (HHG) setup, it was possible to unambiguously follow the excitation dynamics 

on an absolute energy scale. This approach revealed both sequential and direct de-

excitation pathways from the electronically excited singlet to quintet states, with a 

branching ratio that was determined to be 4.5:1, respectively. This novel methodology 

can be widely applied in chemical sciences to track the energy- and time-resolved electron 

dynamics that occur in condensed-phase molecular complexes following photoexcitation. 
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Kurzzusammenfassung 

 

Die Verfolgung der Elektronendynamik nach einer Photoanregung ist ein Schlüssel 

zum Verständnis des Mechanismus von optisch induzierten Spinübergängen (bekannt als 

Spin Crossover) in den Übergangsmetallkomplexen in festen und flüssigen Aggregat-

zuständen. Dieser Effekt stellt das grundlegende Interesse für Biologie und Geologie dar. 

Außerdem hat das Spin Crossover vielversprechende Perspektiven in der Anwendung des 

Effekts für die magnetische Datenspeicherung und die Entwicklung molekularer 

Maschinen. Die Anregung mit Licht führt zu einer großen Zahl möglicher elektronischer 

Zustände, die eine Spin-Crossover-Molekül auf den darauffolgenden ultraschnellen 

Relaxationswegen annehmen kann. Die Aufklärung dieser Relaxationskanäle stellt 

strenge experimentelle Anforderungen. Diese komplizierte Aufgabe kann allein auf der 

Basis von Absorptions- und Fluoreszenzspektroskopie zu unterschiedlichen 

Interpretationen führen, weil diese Methoden über keine eindeutigen Referenzen auf die 

Energieskala verfügen. Ein herausragendes Beispiel dafür stellt Esen(II) Tris-Bipyridin 

([Fe(bpy)3]
2+) dar. Kürzlich lieferte die Anwendung von unterschiedlichen Spektro-

skopiemethoden kontroverse Ergebnisse bezüglich der Frage, ob der Übergang vom 

Singulett- zum Quintett-Spin-Zustand direkt oder stufenweise über die Triplett-

Ligandenfeld-Zwischenzustände erfolgt. In dieser Dissertation wurde demonstriert, dass 

die auf der extrem ultravioletten (XUV) Strahlung basierende ultraschnelle Photo-

elektronenspektroskopie in Kombination mit der Liquid-Microjet-Technik und mit 

Unterstützung von theoretischen Berechnungen für die Verfolgung der Populations-

dynamik von elektronisch-angeregten Zuständen vom in Wasser gelösten [Fe(bpy)3]
2+ 

mit der zeitlichen Auflösung im Femtosekundenbereich geeignet ist. Die Übertragung 

von transienten elektronischen Zuständen ins Ionisationskontinuum mithilfe ultrakurze 

XUV Laserpulse, die in einem monochromatisiertem Tisch-Setup zur Erzeugung von 

höhen Harmonischen (HHG) produziert wurden, ermöglichte der Elektronendynamik auf 

einer absoluten Energieskala genau zu folgen. Dieser Ansatz hat die Präsenz von beiden, 

sequentiellen und direkten, Relaxationskanälen im Verhältnis von 4.5 zu 1 aufgedeckt. 

Diese neuartige Methodik kann weithin in der physikalisch-chemischen Forschung zur 

Verfolgung der energie- und zeitaufgelösten Elektronendynamik, die durch Photo-

anregung in der kondensierten Materie entsteht, angewendet werden. 
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