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1 Introduction

1 Introduction

1.1 Polyelectrolytes in solution

1.1.1 Natural and synthetic polyelectrolytes

Polyelectrolytes are polymeric molecules with ionic and/or ionizable groups [1]. There

are many natural polyelectrolytes in organisms that possess vital functions in biological

activities (see Fig. 1). The most important species are nucleic acids (DNA and RNA) that

carry and translate genetic information. Each monomer, i.e. nucleotide, has a phosphate

group positioning outside along the helix, which renders nucleic acids highly negative.

Another important class of polyelectrolytes are proteins that comprise negatively and

positively charged amino acids. Proteins are versatile compounds in organisms that

function as enzymes, antibodies, and carriers. The sequence and folding of a protein

determine its isoelectric point and thus respective net charge at a specific pH. Fig. 1(b)

shows the molecular structure of lysozyme at pH 7. The charged amino acids are

not homogeneously distributed thus proteins cannot be treated as point charges but

consist of both positive and negative patches. Even proteins with the same net charge

can behave differently depending on the charge distribution. Moreover, there are many

polymeric molecules with unconstrained structure. For example, heparin which is known

as the biomolecule with the highest negative charge density [2] is a glycosaminoglycan

with sulfate and carboxylate functional groups. The flexible structure and a specific

(a) (b) (c)

Figure 1: Examples of natural polyelectrolytes: (a) double-helix structure of deoxyri-
bonucleic acid (DNA); (b) representation of lysozyme (PDB:2LZT) generated by the
VMD software (coloring method: ResType; drawing method: VDW). Basic, acidic, and
neutral amino acids are marked blue, red, and white beads, respectively; (c) chemical
structure of the biomolecule heparin.
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1 Introduction

pentasaccharide sulfation sequence are responsible for its anticoagulant property via

binding to stabilize the complex with antitrombin [3].

In the last decades synthetic polyelectrolytes have been developed with various

structures including linear, branched, and complex nanoparticles [4–8]. Different func-

tional groups confer charges on the polyelectrolyte surface. For example, polyviny-

lamine (PVAm), poly-L-Lysine (PLL), and polyethylenimine (PEI) are positive charged

polymers with amine or imine functional groups. Poly(styrene sulfonate) (PSS) and

poly(acrylic acid) (PAA) are negative with sulfonate and carboxylate side group, respec-

tively. Negative polymers do not interrupt the structure of cell membrane. Furthermore,

polymers with a charged surface can bind with biomolecules via electrostatic interaction

as compared to neutral ones. Hence, they are designed with applications in biomedicine

as therapeutic agents and drug carriers [9–11].

1.1.2 Counterion condensation

Ion distribution on the polyelectrolyte surface is an important characteristic that deter-

mines its surface potential and interaction with surrounding molecules. Charge renor-

malization by counterions is a fundamental concept for highly charged polyions. This

phenomenon of counterion condensation was first formulated for charged cylinders by

Manning in late sixties [12, 13] and observed in many polyelectrolyte solutions [14–20].

For a polyelectrolyte in ionic solution, the excess free energy of the system con-

sists of small ion-small ion and polyion-small ion interactions in the Debye-Hückel

approximation [21]. When the charge density is high enough, the unscreened Coulomb

interaction between the polyion and small ions is strong. In that case, the counterions

will "condense" on/in the polyion to weaken the polyion-small ion interaction, which

brings a binding free energy and an entropy loss into the excess free energy of the

system. The conterion condensation will take place until the total excess free energy of

the system reaches the minimum [21], which corresponds to the following critical value

for a rodlike polyelectrolyte

ξ =
e2

εkBT b
= 1. (1)
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1 Introduction

ξ is the linear charge density parameter and b is the linear spacing between adjacent

charges. The Bjerrum length b = e2

εkBT is then the critical charge spacing for a certain

solvent at specific temperature. For instance, the Bjerrum length is b = 7.135Å in water

at 25 ◦C [12]. When two monovalent backbone charges have a distance shorter than the

Bjerrum length (ξ > 1), counterions bind to the backbone charges in sufficient degree

until the "effective" charge density of the polyelectrolyte becomes one elementary charge

per Bjerrum length [22]. On the contrary, when the charge spacing is larger than that

(ξ < 1), no condensation occurs.

Figure 2: (A) Density of PAMAM-G4 scaffold along the radius by molecular dynamics
simulations at non-charged (blue curve), half-charged (green), and all amines charged
(red) states. The vertical bars mark the radius of gyration Rg for each protonation state.
(B) Simulation snapshot of the fully charged PAMAM-G4 dendrimer with condensed
counterions (magenta beads). (C) Estimated effective charge for PAMAM-G4 as a
function of the protonation ratio and ionic strength [23].

Counterion condensation changes the properties of polyelectrolytes [24–26]. The

molecular conformation, mobility, radius of gyration, and effective charge of dendrimers

3



1 Introduction

with bound ions have been investigated by both experiments and computer simula-

tions [14–16, 27–30]. Polyamidoamine (PAMAM) is a well-studied cationic dendrimer

at neutral and low pH [31, 32]. Compared to neutral and partially charged dendrimers,

the fully charged PAMAM-G4 dendrimer swells due to counterion uptake, which brings

a larger Rg (see Fig. 2A). Besides, counterions penetrating from the dendrimer surface

to the interior greatly reduce the effective charge from its structural charge with more

added salt (see Fig. 2C). This effect of charge renormalization is more pronounced for

higher generations [33].

Condensed counterions play important role in the interaction between polymeric

electrolytes and biomolecules. The polycation PAMAM dendrimer is designed for gene

delivery based on electrostatic attraction [34]. The penetration of counterions into the

dendrimer interior affects the dynamics of the complex with DNA [35]. Moreover, the

originally condensed counterions on both the nucleic acids and charged dendrimers

are released upon the complexation [36]. The entropy gain due to counterion-release

contributes to the complex formation, which will be further discussed below.

1.1.3 Dendritic polyglycerol sulfate

Among all the synthetic polyelectrolytes dendritic polymers have drawn special attention

for their controlled synthesis and various functionalization of the surface. The molecular

properties including size, shape, flexibility, density as well as their dependence on

generation and solvent conditions have been explored for decades [37–41]. With special

chemical physical properties and response to external stimuli dendrimers are now

designed intensively as therapeutic agents, diagnostic probes, and drug carriers [5, 9, 11,

42–49].

Dendritic polyglycerol sulfate (dPGS), as branched mimic of heparin, is a nega-

tively charged hydrophilic polymer with high cell compatibility [50]. It can be easily

synthesized from a hyperbranched polyglycerol core and the degree of sulfation can

be controlled for different purposes [48, 51–55]. The negative surface charges confer

the polymer with anti-inflammatory potential by specific binding to positive patch on

selectins [43, 54, 56, 57]. dPGS binds with L-selectin on the leukocytes and P-selectin

on the endothelial cells, thus inhibits the recognition of selectins by complementary

ligands and thus prevents the extravasation of leukocytes (see Fig. 3(a)). The inhibition
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efficiency (IC50) of dPGS to L-selectin in PBS is as low as 8 nM [56]. Based on the

strong binding dPGS has been investigated as a potent candidate for bioimaging and

drug delivery [47, 48, 58–60]. Fig. 3(b) shows a recent example where the dPGS shell

provides the drug-loaded micelle with high targetability to tumor cells. Furthermore,

the electrostatic interaction makes dPGS attractive to viruses with positively charged

ligands on the surface, which inhibits the cell inflection [61, 62].

(a) (b)

Figure 3: (a) The anti-inflammatory effect of dPGS during disordered immune re-
sponse [43]. dPGS binds to the adhesive proteins L- and P-selectins with high affinity
thus inhibits the recognition of leukocytes by the endothelial cells. (b) Synthetic micelles
with dPGS as the shell for active targeting to inflammation-related tumor tissues and
local drug release [60].

To realize the applications in vivo it is essential to understand the interaction of

dPGS with native biomolecules. Until now there is no systematic study on the binding

process of dPGS with proteins. In this thesis we will study in detail the influence of size

and environmental condition on the binding behavior.

1.2 Thermodynamics of polyelectrolyte-protein interaction

1.2.1 Driving forces for polyelectrolyte-protein interactions

Electrostatic interactions

For oppositely charged molecules, the electrostatic or Coulomb interaction contributes

to the complex formation [63, 64]. DNA is an example for a strong biological poly-

electrolyte. The condensation of DNA helix to the ultimate chromosome requires

neutralization of the negative charges. Every eight histone proteins with positive charges
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are packaged by DNA chain to reduce the strong repulsion within the chain and form a

nucleosome which is the subunit of chromosome [65]. For non-specific binding between

proteins and synthetic polyelectrolytes, the electrostatic attraction also plays substantial

role. The binding affinity for the negative insulin with a positive polypropylene imine

(PPI) dendrimer changes with pH and dendrimer generation [66] since the net charges

of the protein and dendrimer are also changed.

Compared to point charges, the force between an inhomogeneously charged protein

and a flexible polyelectrolyte is far more complicated. The effect of ionic strength on the

binding affinity exhibited nonmonotonic dependence in many cases [67–70]. Namely, a

maximum or plateau exists at low ionic strength I range 5∼30 mM, which implies the

interplay between unscreened and screened electrostatic interactions. There the protein

can be treated not as point charge but as dipole with positive and negative domains.

Computer modeling has shown that the electrostatic potential of negative proteins like

insulin and bovine serum albumin is clearly divided into two separate regions (negative

and positive) at neutral pH [70]. Seyrek et al used these proteins and also negative

polyelectrolyte [70]. They found that the critical ionic strength I for maximum binding

corresponds to the Debye length κ−1 =
√

ε0εrkBT
2NAe2I on the scale of the protein radius.

At I lower than that, the screening length is long enough so that the repulsive long-

range interaction diminishes the binding affinity. Afterwards the attractive short-range

interaction between the polyanion and the positive patch in the protein coexists with

the former. Finally the attractive part becomes predominant as I increases, thus the

binding affinity changes monotonically with salt. Simply taking the protein as a dipole

and the polyanion as a monople, the electrostatic interaction energy between them can

be defined as the sum of attractive and repulsive terms [70, 71]. Nevertheless, the lack

of atomistic details of both molecules makes the accurate prediction a formidable task.

For proteins with multipolar charge distribution such as lysozyme in Fig. 1(b) it is even

more difficult.

For charged molecules with hydrogen donor or acceptor, hydrogen bonding with the

protein binding site as another part of electrostatic interaction may also contribute to the

binding affinity [64, 72]. The carboxylate group and highly electronegative atoms on the

inhibitor ligands could form hydrogen bonds with hydrogen donors on the side chain

of aldose reductase [72]. The binding affinity changed with different nitro substituents
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of the inhibitor. For some inhibitor derivatives, water molecules were also involved

in hydrogen bonding with the protein and brought significant enthalpic contribution,

however, this was compensated by an entropy penalty so that the total binding affinity

did not change [72].

A rigorous evaluation of the electrostatics requires exact location of the charges on

the protein and the molecular structure of the polyelectrolyte. So far this can only be

attempted with computer simulations which, however, also have limitations such as

absence of hydrogen bonding and hydrophobic interaction [73].

Counterion release

For a highly charged molecule, the binding affinity to another ligand changed mono-

tonically with ionic strength, which was first observed for nucleotide-protein interac-

tions [74–78]. The condensed counterions on the polyelectrolyte are released upon

binding, which is dependent on the charge density and ionic strength [36, 79]. Based on

the fundamental theory of counterion condensation [12], Record and Lohman established

the relation between salt concentration and binding equilibrium [80, 81].

For the complexation of protein A and polyelectrolyte B, the apparent binding

equilibrium is

[A]+ [B]
Keq

[AB], (2)

where

Keq =
[AB]
[A][B]

, (3)

is the equilibrium constant. In the presence of counterion condensation on a highly

charged polyelectrolyte, ∆nci condensed ions are released upon binding of the protein

and the protein becomes a multivalent counterion to the polyelectrolyte. With that the

actual equilibrium is

[A]+ [B]
Ktot
[AB]+∆nci[i], (4)
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where [i] represents the bulk concentration of ions and

Ktot =
[AB][i]∆nci

[A][B]
= Keq[i]∆nci (5)

is the total binding constant. Thus the number of released ions is related to the binding

constant by the Record-Lohman equation [81]

dlnKeq

dln[i]
=−∆nci. (6)

Counterion-release is a typical phenomenon that accompanies protein-polyelectrolyte

interaction. Eq. 6 points out the underlying relation with salt concentration. Fig. 4

shows the logarithmic plots according to Eq. 6 [82]. The binding constant between a

single-stranded homopolynucleotide poly(U) and a series of oligolysines was determined

at different salt concentrations. The positive oligopeptides have different degrees of

polymerization and thus the net charge ranges between +2 and +10. The binding

constant is plotted as a function of the bulk concentration of potassium ion which serves

as counterion for poly(U). All data points are located nicely on the fitted curves. The

number of released ions is obtained from the slope according to Eq. 6, which increases

with the net charge of the oligopeptide. For some protein-nucleic acid systems ion-

uptake and ion-exchange may also occur [83, 84], which will not be explained here in

detail.

Counterion-release is also directly observed by molecular dynamics simulation [86].

The released ions increase the entropy of the system, which becomes a driving force

for binding. Considering the equilibrium between the constrained counterions on the

polyelectrolyte surface and the ions in the bulk, the entropy gain of counterion-release

can be evaluated in first approximation through [87]

∆Gci =−∆nciRT ln
[ci]
[i]

. (7)

As mentioned above, this entropic contribution depends on the salt concentration [i] and

charge density which determines the concentration of locally condensed counterions

[ci].
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Figure 4: Salt dependence of the observed binding constant for a series of oligolysines
binding with a single-stranded nucleic acid poly(U) [82]. At constant salt concentration,
poly(U) was titrated into the oligopeptide solution. The fluorescence of trypsin in the
oligopeptide sequence was quenched upon binding with poly(U). After equilibrium a 4
M salt solution was titrated to raise the salt concentration, meanwhile the dissociation of
the oligopeptide from poly(U) increased the fluorescence signal (salt-back titrations).
The binding constant was calculated from the fluorescence quenching according to their
provided binding model [85]: •, data from titrations at constant salt concentration; ◦,
data from salt-back titrations [85]. The solid lines are fitted by Eq. 6. Dashed lines are
extrapolations of the fitted lines. Each line refers to one oligolysine with specific net
charge (+2, +3, +4, +5, +6, +8, +10).

Hydrophobic effect

For charged polyelectrolytes with hydrophobic segments, the hydrophobic interaction

with a protein also contributes to the binding affinity. The key role is the hydrogen-

bonding status of water molecules at the binding interface. The strength of a hydrogen

bond depends sensitively on the chemical property of the molecules, and thus the

displacement of water molecules during binding process is system-specific with either

enthalpic or entropic signature. The classic hydrophobic effect refers to the approach of

two hydrophobic surfaces. Water molecules are excluded from the interface [88–92],

which brings entropy gain to the system analogous to counterion-release mechanism.

In late-stage optimization of binding affinity with proteins, many drug candidates

are proposed to "lock" into the specific conformation of the protein receptor [93–96].
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One strategy is linking lipophilic groups on the ligand to fill into the hydrophobic pocket

in the protein [93, 96]. The well-ordered water molecules are released from the pocket.

When the hydrophobic contact area increases, the binding affinity benefits from the

entropy gain. Nonetheless, a concomitant enthalpic cost of the water movements always

occurs [97].

1.2.2 Binding affinity of polyelectrolyte-protein interaction

The medical application of a polyelectrolyte drug or carrier requires consideration of

its interaction with native biomolecules, typically proteins. Multiple techniques have

been applied to characterize the polyelectrolyte-protein complexation such as atomistic

force microscopy (AFM), light scattering, spectroscopy, calorimetry, quartz crystal

microbalance (QCM), surface plasmon resonance (SPR), and microscale thermophoresis

(MST) [98–100]. The secondary structure of the protein in the complex has drawn

special attention since in many cases the hydrophobicity of the polyelectrolyte backbone

leads to partial protein unfolding [101–105]. The hydrophobicity, polymer stiffness,

charge sequence, and protein charge anisotropy aside from solution conditions are

important determinants to the physicochemical properties of the complex [98]. Among

them the energetics of the complexation process is a central issue for drug design and

optimization [5, 97, 106, 107].

At equilibrium state of a binding process, the standard Gibbs free energy can be

derived from the binding constant as [108]

∆G◦ =−RT lnKeq = ∆H◦−T ∆S◦. (8)

∆H◦ and ∆S◦ are the enthalpy and entropy change of an equilibrated reaction at standard

state. The binding affinity or constant of a polyelectrolyte with protein relies on many

factors. Different charged groups of the surface change the electrostatic interaction

to high extent [5, 109]. Giri et al did a systematic study on the effect of different

terminal groups and backbone [5]. On the one hand, the binding constant Keq of human

serum albumin (HSA) with PAMAM dendrimers was found highest with negative,

medium with positive, and lowest with a neutral surface charge at physiological pH

(7.4). On the other hand, the chemical structure of the dendrimer core altered Keq to
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different scales depending on the hydrophobicity. Solution condition also plays an

important role. Temperature, pH, ionic strength, and ion species must all be taken into

account [8, 70, 110–112]. The dependence of Keq on these factors gives insights to the

binding mechanism.

Figure 5: A summary of the thermodynamic parameters (binding enthalpy ∆H◦, binding
entropy ∆S◦, and Gibbs free energy of binding ∆G◦) for protein-ligand interaction held
in the SCORPIO database [113]. Green circles are for biological ligands. Red triangles
represent synthetic ligands designed for medicinal chemistry program. Interactions
belong to neither category are noted as blue squares.

Up to now electrostatic and hydrophobic effects are recognized as the determinants of

such interactions [5, 114]. Charge and water molecules influence the binding affinity and

concomitantly the other thermodynamic parameters like enthalpy and entropy [97, 115].

According to literature, the Gibbs free energy of binding for non-specific protein interac-

tion with a natural or synthetic ligand is located in the range of -15 – -60 kJ/mol [113].

Fig. 5 depicts the database which is separated into enthalpy and entropy dominant

regions. For the same magnitude of ∆G◦ (each diagonal dashed line), the enthalpic and

entropic contributions in the total binding free energy can be intrinsically different. To

comprehend the enthalpy- or entropy-driven mechanism of binding, researchers have

devoted much effort to find out the driving forces which will be the main task of this

thesis.
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1.2.3 van’t Hoff and calorimetric enthalpies

van’t Hoff plot

The binding constant Keq can be measured at several temperatures with suitable intervals.

The binding enthalpy ∆H◦ and binding entropy ∆S◦ can then be obtained from the

change of Keq according to Eq. 8. They are also called the van’t Hoff enthalpy ∆HvH and

van’t Hoff entropy ∆SvH [108]. Work on protein-nucleic acid complexation showed that

∆HvH changed markedly with temperature [116–118], which required the heat capacity

change ∆Cp to be taken into account. For an interaction where ∆Cp is nonzero, the

temperature dependence of binding enthalpy and entropy can be expressed as

(
∂∆HvH

∂T

)
P
= ∆Cp (9)

and

(
∂∆SvH

∂T

)
P
=

∆Cp

T
. (10)

Both change with temperature is the basis of enthalpy-entropy compensation [119].

Taking the heat capacity change ∆Cp as a constant with T , ∆HvH and ∆SvH at any

temperature are derived as

∆HvH = ∆HvH,ref +∆Cp(T −Tref) (11)

and

∆SvH = ∆SvH,ref +∆Cpln(
T

Tref
), (12)

where ∆HvH,ref and ∆SvH,ref are the binding enthalpy and entropy, respectively, at a

reference temperature Tref. With that the Gibbs free energy of binding can be rewritten

as

∆G◦ =−RT lnKeq

= ∆HvH,ref −T ∆SvH,ref +∆Cp[(T −Tref)−T ln(
T

Tref
)]

(13)
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at a constant pressure. This temperature dependence of binding affinity is the nonlinear

van’t Hoff relation which is applied as follows: a reference temperature Tref is chosen

and fixed. The corresponding binding enthalpy ∆HvH,ref, entropy ∆SvH,ref, and heat

capacity change ∆Cp are fit parameters [118].

(a) (b)

Figure 6: (a) Nonlinear van’t Hoff plot of Gibbs binding free energy ∆G on temperature
to obtein the binding entropy T ∆S and binding enthalpy ∆HvH. ∆Hcal is the calorimetric
enthalpy measured by ITC [118]. (b) Nonlinear van’t Hoff plot for DNA binding by two
polymerases with (solid) and without (dashed) ∆∆Cp parameter [120].

The nonlinear van’t Hoff analysis is an efficient way to obtain the binding enthalpy

and binding entropy. It is widely used by biochemists to analyze the enthalpic and

entropic contributions in protein unfolding, enzyme activity, and protein-DNA bind-

ing [121–126]. Fig. 6(a) is a typical example referring to DNA binding of Klenow

polymerase [118]. Within the temperature range, ∆G reaches the minimum at ∼30
◦C, but slightly changes. ∆HvH and ∆S both change from positive to negative with

complete compensation. The binding process is thus entropy-driven at low temperature

and enthalpy-driven at high temperature.

For some protein-DNA systems, ∆Cp was found to depend on temperature [120].

The temperature dependence is

∆Cp(T ) = ∆Cp,ref +∆∆Cp(T −Tref) (14)
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with ∆∆Cp a constant. Then Eq. 13 can be rewritten as [117]

∆G◦ = ∆HvH,ref +∆Cp,ref(T −Tref)+∆∆Cp[
T 2 −T 2

ref
2

−Tref(T −Tref)]

−T ∆SvH,ref −T ∆Cp,refln(
T

Tref
)−T ∆∆Cp[(T −Tref)−Trefln(

T
Tref

)]

. (15)

Fig. 6(b) shows the fittings with (solid) and without (dashed) a ∆∆Cp parameter. Within

the experimental temperature range the two fittings almost overlap with each other,

which indicates that the resultant ∆∆Cp is small [120].

The nonlinear van’t Hoff plot unravels the temperature dependence of thermody-

namic quantities and the underlying enthalpy-entropy compensation. The heat capacity

change ∆Cp is brought by the solvent molecules [127]. The major contribution of the

solvent to ∆Cp is the hydration/dehydration of the binding interface. Hydrophobic

hydration has been profoundly studied by computer simulations compared to experi-

ments [92, 128–131]. Briefly, transferring water to a hydrophobic surface is entropically

favored and enthalpically unfavorable. It generates large positive ∆Cp and dehydration

of a polar surface generates positive ∆Cp as well with much lower magnitude. Reversely,

hydration of a polar surface and dehydration of an apolar surface correspond to negative

∆Cp. The scale of ∆Cp is totally dependent on the hydrophobicity of the binding surface.

The minor contribution is from the electrostatic property. Postulating long-range elec-

trostatic interaction, the heat capacity change arises from three parts: the near-ranged

water dipoles, redistribution of mobile ions in the solvent upon binding, and the coupling

between the dipoles and ions [127].

Linked equilibria

The binding enthalpy can be derived from the van’t Hoff plot as mentioned above.

Since the measured enthalpy by calorimetry is comprised of multiple heat effects, the

agreement between the calorimetric and van’t Hoff enthalpies is not to be expected and

system-specific [116, 118, 132–134]. Fig. 6(a) compares the two. The calorimetric

enthalpy is a bit more negative than the van’t Hoff enthalpy indicating an effect of buffer

dissociation. For some systems ∆HvH and ∆Hcal differ widely from each other [6, 7]. The

discrepancy can be traced back to linked equilibria including buffer ionization [116, 133],

protein protonation [7, 135, 136], and possible conformational changes [117, 137].
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Therefore the observed calorimetric enthalpy is the sum of all these contributions

as [136]

∆Hcal = ∆HvH +∆Hion +∆Hprot +∆Hconf. (16)

∆HvH is the intrinsic binding enthalpy according to van’t Hoff analysis. ∆Hion represents

the ionization of buffer molecules. Each buffer has respective molar enthalpy ∆Ho
ion of

proton dissociation [138], thus the total ionization enthalpy is proportional to the molar

enthalpy as

∆Hion = ∆nH+∆Ho
ion (17)

with positive ∆nH+ being the number of dissociated protons from the buffer. Calorimetry

measurements done in two buffers with disparate ∆Ho
ion allow to determine the strength

of buffer ionization since the other terms on the right side of Eq. 16 remain independent.

Then the released protons are [7]

∆nH+ =
∆Hcal,1 −∆Hcal,2

∆Ho
ion,1 −∆Ho

ion,2
. (18)

The released protons are loaded by the ionizable groups on the protein/polyelectrolyte.

Then the protonation enthalpy ∆Hprot of free or bound protein/polyelectrolyte is [136]

∆Hprot = ∆nH+∆Ho
prot (19)

with ∆Ho
prot the protonation molar enthalpy of the charged group. Conformational change

is temperature dependent so ∆Hconf also gives heat capacity change in the total

∆Cp,cal = ∆Cp,vH +∆Cp,ion +∆Cp,prot +∆Cp,conf, (20)

which follows the same principle as ∆Hcal.

1.2.4 Enthalpy-entropy compensation

As for drug design, previous reports focused on the enthalpy change of protein binding

acquiring the structural properties and the hydrogen-bonding enthalpies [113, 139–141].
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Also the entropy gain in the hydrophobic effect attracts much attention as mentioned in

section 1.2.1. In fact, being both hydrogen donor and receptor water molecules bring

unusual complication to thermodynamic analysis and mutual influence on both enthalpy

and entropy change in protein-drug binding.

Calorimetry has shown apparent evidence that the enthalpy and entropy change for a

binding process depend strongly with temperature while the binding free energy barely

changes [116, 118, 142–144]. This phenomenon of enthalpy-entropy compensation

(EEC) has been observed in many biological and synthetic systems [145–147]. As

seen in Fig. 7 of three different contexts, the enthalpy and entropy change parallelly

with temperature. As a consequence, the overall binding free energy varies much

less over a long range of temperature. Moreover, EEC was found among molecules

with analogous chemical structures [72, 148, 149]. Whitesides et al investigated the

binding thermodynamics between trypsin and eight inhibitors with different terminal

groups [148]. Despite the different size, hydrophobicity, and binding modes, the eight

ligands exhibited almost the same binding affinity. On the contrary, the enthalpic and

entropic partition was significantly different. There too the enthalpic and entropic

contributions by hydrogen bonding or hydrophobic effect completely compensate each

other.

Figure 7: Enthalpy-entropy compensation as a general thermodynamic phenomenon
observed in three example processes: (a) transfer of neopentane from its neat phase to
water, (b) myoglobin unfolding, and (c) protein-protein association [150].

The molecular basis for enthalpy-entropy compensation is that water molecules at

different ligand surfaces and in the bulk behave fundamentally differently. Thus the

hydration/dehydration process brings enthalpy and entropy changes that have opposite

sign and the same magnitude [119]. For instance, the tightly bound water at a polar
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surface gains entropy when liberated from the surface and consumes enthalpy for the

hydrogen-bond breakage [116]. By contrast, water at the apolar surface is more loosely

constrained than water the bulk. Therefore, transfer from a hydrophobic surface to the

bulk loses entropy and gains enthalpy [151]. One direct evidence is that the hydration

site thermodynamics of binding ligands in a protein cavity was monitored [149], and

the change of hydrogen bonding was found responsible for the enthalpy change of

the interaction. Many reports focused on the enthalpy or entropy gain for higher

binding affinity, however, their compensation has frustrated the efforts. Moreover,

strong variation of enthalpy and entropy with temperature makes people hesitate to use

thermodynamic data for rational drug design [134].

1.3 Isothermal titration calorimetry

Calorimetry which directly measures the enthalpy of a biochemical process is assistant

for drug design [97, 134]. Isothermal titration calorimetry (ITC) gives the thermo-

dynamic data of biological binding systems [152, 153] ever since it was introduced

late last century [154]. Based on the standard Langmuir adsorption isotherm, the ITC

device is able to obtain the binding constant Keq, binding stoichiometry n, and apparent

enthalpy change ∆Hcal with one measurement. The protein solution in the syringe is

titrated stepwise into the cell filled with the polymer solution as shown in Fig. 8(a). The

reference cell is filled with degassed water so no reaction occurs in it. The temperature

of the two cells is kept the same by the heating circuit. The binding process absorbs or

generates heat so that the heat flow between the two cells is different and recorded by

the device, which corresponds to the peaks in the raw data (Fig. 8(b)). The interpretation

of the heat signals is derived below.

Concerning a multi-site binding process, denote L as the ligand and R as the receptor.

Conventionally the ligand is located in the syringe and titrated into the receptor solution.

Then the binding reaction is

[L]+ [RLm−1]
[RLm], 1 6 m 6 n. (21)

Eq. (21) describes the association of a free protein L and the complex RLm−1 consisting

of one polyelectrolyte receptor and m-1 proteins in this case. n is the maximum binding
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(a) (b)

Figure 8: (a) Illustration of a MicroCal VP-ITC instrument. The lysozyme solution
is located in the syringe and titrated into the dPGS solution in the cell. (b) Typical
example of ITC raw data (upper panel) with adsorption (cyan) and dilution (grey) peaks,
respectively. The integrated isotherm (lower panel) is obtained by substracting the
dilution heat from the adsorption heat. The isotherm is fitted with the SSIS model.

number per receptor. Given the ligand (protein) coverage

θm =
[RLm]

[R]tot
(22)

with complex concentration [RLm] normalized by the total concentration [R]tot of the

receptor, it makes

[L]tot = [L]+ [R]tot

(
n

∑
m=1

mθm

)
. (23)

[L]tot is the total concentration of the ligand containing free and bound species. The

endothermic or exothermic binding process is triggered by the ligand uptake. Then the

total heat goes

Q = [R]totVtot

n

∑
m=1

∆Hm

(
n

∑
p=m

θp

)
. (24)
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Vtot is the total volume of the mixture taken as the cell volume. ∆Hm is the enthalpy

change for the mth uptake.

Further data assessment requires a proper fitting model to the heat. The MicroCal

ITC device provides optional models for independent binding, sequential binding, and

competitive binding systems. The most straightforward and adopted is the single set

of identical sites (SSIS) model which considering all the binding sites equivalent and

independent, i.e. all the binding sites have the same binding constant and thermodynamic

signature. Denote the total number of bound sites by Nb and number of total receptors

by NR, it gives the ligand coverage θ of total binding sites

θ =
Nb

nNR
(25)

The number of microstates of the bound sites is

W =
ζ Nb(nNR)!

Nb!(nNR −Nb)!
(26)

as a solution to the combinatorial problem of placing Nb identical ligands on nNR

available sites. ζ is the partition function of a single bound ligand. W gives rise to

the Boltzmann entropy S
kB

= lnW , which is formulated into the system (canonical)

Helmholtz free energy [114]

βF = βFid −
S
kB

+βNb∆G◦ (27)

with

β =
1

kBT
(28)

making the energies dimentionless. The ideal gas free energy of unbound state is

introduced as

βFid = (NL −Nb)

[
ln
((NL −Nb)Λ

3

Vtot

)
−1
]

(29)

with the number of total ligands NL and the cubed thermal (de Broglie) wavelength Λ.

The last term in the right side of Eq. (27) refers to the change of Gibbs free energy. As
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for the SSIS model, ∆G◦ is in relation to the bound sites Nb, thus the minimization of

the free energy corresponds to the differentiation

∂F
∂Nb

= 0. (30)

Now with the unbound ligand concentration

[L] =
(NL −Nb)

Vtot
(31)

and coverage θ in Eq. 25, the binding constant identical at all binding sites can be

expressed in terms of coverage

Keq = exp(−β∆G◦) =
θ

(1−θ)[L]
. (32)

For the SSIS model Eq. 23 can be rephrased as

[L]tot = [L]+n[R]totθ . (33)

Combining Eq. 32 with Eg. 33 gives a quadratic equation of θ

θ
2 −
(

1+
[L]tot

n[R]tot
+

1
nKeq[R]tot

)
θ +

[L]tot

n[R]tot
= 0. (34)

Moreover, the molar enthalpies ∆Hm are identical, which briefs Eq. 24 as

Q = [R]totVtot∆Hcalnθ . (35)

Take the solution θ of Eq. 34 into Eq. 35. The total heat is expressed with the fit

parameters n, ∆Hcal, and Keq. In ITC measurements, the integration of the heat flow

peaks with time (see Fig. 8(b)) refers to the total heat Q of each titration. Afterwards Q

is normalized by the molar amount of titrated ligands to give the molar enthalpy change.

To elucidate that, the differential heat is derived as

∂Q
∂NL

=
1

Vtot

∂Q
∂ [L]tot

=
∆Hcal

2

[
1+

n− x− 1
Keq[R]tot√

(n+ x+ 1
Keq[R]tot

)2 −4nx

]
. (36)
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Eq. 36 is the exact fitting equation in Fig. 8(b). The abscissa is the molar ratio x denoted

as

x =
[L]tot

[R]tot
(37)

in the cell.

The convenient operation and data analysis of ITC makes it a useful tool for ther-

modynamic assessment. One limitation is that the detectable binding affinity is in the

milimolar to nanomolar range. Also, one should be cautious to interpret the fitted Keq for

multi-site binding processes since the SSIS model does not consider the cooperativity or

packing penalty.
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2 Objective

Recently dendritic polyglycerol sulfate has been investigated as anti-inflammatory

agent and drug delivery system [43, 60]. However, the fundamental knowledge of

its interaction with serum proteins is still missing. Charged dendrimers are widely

studied for biomedical applications whereas their binding mechanism with proteins is

comparably less understood.

In this work, dPGS was set as a model to elucidate the driving forces for protein-

polyelectrolyte interaction. Four dPGS with different sizes, i.e. G2, G4, G4.5, G5.5,

are used. The model proteins are shown in Fig. 9. Human serum albumin (HSA) is the

most abundant serum protein and delivers agents such as fatty acids and toxins in the

human body [155]. It is a heart-shape protein with molecular weight of 66.5 kDa and a

net charge of -14 e at physiological pH. Lysozyme is a well-studied enzyme protein. It

has molecular weight of 14.3 kDa and a net charge of +8 e at pH 7.4, which is a good

comparison to the negative HSA. The interaction between the proteins and dPGS of

different sizes was measured experimentally by ITC at different temperatures and salt

concentrations to obtain the thermodynamic parameters.

Figure 9: Scheme of the project: interaction between dPGS (-G2 as an example)(middle)
and two model proteins HSA (left, PDB: 1N5U) and lysozyme (right, PDB: 2LZT) with
different sizes and charges. The representations of the proteins are generated by the
VMD software (coloring method: Secondary Structure; drawing method: NewCartoon).

The surface area of the polymer increases with size thus providing more binding

sites to the proteins. The net charge of dPGS increases exponentially with the generation,

however, the information on the surface potential and effective charge remains unknown

due to counterion condensation. The effective charge is a crucial parameter that deter-
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mines the Coulomb interaction with proteins. Therefore it is the first task to investigate

the properties of dPGS in ionic solution by size and surface potential measurements.

Then HSA is chosen as a target protein to investigate the interaction with dPGS.

Specially, the secondary structure of the protein at the bound state will be checked for

potential in vivo applications of dPGS. Here we measure the interaction between HSA

and dPGS of the second generation by ITC at different ionic strengths to elucidate the

role of counterion-release in the driving force. The binding affinity will be compared

to the molecular dynamics (MD) simulations with explicit salt and implicit water,

which reveals the contribution of electrostatics. Besides, the temperature dependence

of the binding affinity will lead to the binding enthalpy and entropy by van’t Hoff

analysis. Thus, the data allow us to analyze the role of the hydrophobic effect in the

binding affinity, enthalpy, and entropy. Hence, the combination of experiments with

simulations on dPGS-HSA interaction provides a fundamental understanding of the role

of electrostatics and hydrophobic effects in protein binding.

It was reported that dPGS binds specifically to L- and P-selectins, but not E-selectin

that does not contain a positively charged domain [43, 156]. Therefore, electrostatic

interaction plays a crucial role in the binding selectivity. Here, we aim at a quantitative

understanding of the driving forces for protein binding. Lysozyme is chosen as the

model protein in ITC experiments for its comparable size to selectin and lower cost.

dPGS of different sizes will be utilized to interact with lysozyme at 310 K and different

ionic strengths. In this way, the strength of counterion-release in the complex formation

can be revealed by Record-Lohman relation [80, 81]. Then we compare the binding

affinity and binding number of dPGS-lysozyme complexation by ITC to the results by

coarse-grained (CG) computer simulations. Equipped with both experiment and theory,

we provide a quantitative understanding of the role of electrostatics and in particular

the generation dependence of the binding affinity. With the verified simulation model,

we can finally analyze the binding affinity and driving force of dPGS with selectins.

Atomistic simulation will also be applied to dPGS-L-selectin complexation so that the

contribution of water can be clearly distinguished.

Based on the above work, we extend the study on dPGS-lysozyme system to various

temperatures and ionic strengths by ITC. Thus, the salt dependence of binding affinity

leads to the extent of counterion-release, and the temperature dependence allows to
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obtain the binding enthalpy and entropy at each condition by the nonlinear van’t Hoff

plot [116, 118]. The enthalpic and entropic contributions in the total free energy of

binding can then be derived. Besides, thermodynamic data measured in different buffers

give indication on the buffer/protein ionization upon binding. Thus, the comparison

between van’t Hoff enthalpy and calorimetric enthalpy will be discussed.

In all, the binding parameters of dPGS with HSA/lysozyme will be obtained by

ITC at different conditions. A comprehensive thermodynamic analysis reveals the

binding number, binding affinity, binding enthalpy and entropy. The salt and temperature

dependence of all the parameters, that are related to electrostatic and hydrophobic

effects, will be discussed in detail. Moreover, the combination of ITC with molecular

dynamics simulation provides a good approach to understand the driving forces of

protein-polyelectrolyte binding.
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We study the thermodynamics of the interaction between human serum albumin

(HSA) and dendritic polyglycerol sulfate (dPGS) of di�erent sizes (generations) by

isothermal titration calorimetry (ITC) and computer simulations. The analysis by

ITC revealed the formation of a 1:1 complex for the dPGS-G2 of second generation.

The secondary structure of HSA remained unchanged in the presence of dPGS-G2

as shown by circular dichroism. For higher generations several HSA bound to one

polymer (dPGS-G4: 2; dPGS-G5.5: 4). The free enthalpy of binding ∆Gb was

determined at di�erent temperatures and salt concentrations. The binding constant

Kb exhibited a logarithmic dependence on the salt concentration thus indicating a

marked contribution of counterion-release entropy to ∆Gb. The number of released

counterions (∼4) was found to be independent of temperature. In addition, the

temperature dependence of ∆Gb was small whereas the enthalpy ∆HITC was found

to vary strongly with temperature. The corresponding heat capacity change ∆Cp,ITC

for di�erent generations were of similar values [8 kJ/(mol K)]. The nonlinear van't

Ho� analysis of ∆Gb revealed a signi�cant heat capacity change ∆Cp,vH of similar

magnitude [6 kJ/(mol K)] accompanied by a strong enthalpy-entropy compensation.

∆Gb obtained by molecular dynamics simulation with implicit water and explicit

ions coincided with experimental results. The agreement indicates that the enthalpy-

entropy compensation assigned to hydration e�ects is practically total and the binding

a�nity is fully governed by electrostatic interactions.

a)Electronic mail: haag@chemie.fu-berlin.de
b)Electronic mail: matthias.ballau�@helmholtz-berlin.de
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I. INTRODUCTION

Charged dendritic polymers have been discussed for various biomedical applications, e.g.

gene transfer, drug delivery and polymer therapeutics.1�6 Dendritic polyglycerol sulfate

(dPGS) is a synthetic hyperbranched polymer that closely resembles the respective per-

fect dendrimers.7�9 It was found that dPGS is fully biocompatible and its use as anti-

in�ammatory drug is highly promising.10,11 Recently, dPGS has also been identi�ed as an

excellent candidate for virus inhibition and drug delivery.12�16 A meaningful application of

a new agent requires consideration of its interaction with native proteins and in particular

with human serum albumin (HSA) which is the most abundant plasma protein.17 HSA plays

a crucial role in the antioxidant capacity of human serum and provides multiple binding sites

for ligands including fatty acids and many toxins.18�23

Up to now, there are comparably few studies dealing with the binding of charged dendrimers

with HSA. At physiological pH the binding constant Kb of HSA with polyamidoamine (PA-

MAM) dendrimer was found to depend on the chemical structure of charged groups and also

the hydrophobicity of the sca�old.24 In many cases the complexation with a dendrimer led to

partial destabilization of the protein due to hydrophobicity of the material.25�30 Evidently,

even a slight change of the secondary structure of HSA by a dendrimer may render its use

as a drug questionable.4 Also, partial unfolding may become a driving force for binding and

one should pay special attention to this point. Electrostatic and hydrophobic interactions

have been named as driving forces for binding.24,29�32 However, there is no systematic study

on the salt dependence of complex formation of HSA with charged dendrimers. Also, the

e�ect of temperature was solely discussed with relation to the unfolding of bound proteins

in the complex.30,33 This is in contrast to the rich literature on the binding thermodynamics

of proteins with biological polyelectrolytes.31,34�39 In order to elucidate the driving forces,

we require a quantitative knowledge of the balance of electrostatic and hydration-mediated

e�ects leading to complex formation.

Previously, we employed isothermal titration calorimetry (ITC) and molecular dynamics

simulations to analyze the interaction of HSA with a short chain of poly(acrylic acid)

(PAA) containing 25 repeating units.40 The simulations were coarse-grained with an im-

plicit (continuum) treatment of water but retained the explicit action of salt ions and the

hetereogeneous native charge distribution of the protein. Hence, hydration e�ects were only
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included by dielectric screening while the full electrostatic interaction was considered still

molecularly resolved. The binding constant determined by ITC agreed well with the value

predicted by the simulations thus strongly indicating that the binding was fully governed

by electrostatic interactions, which makes sense for a fully charged polyelectrolyte such as

PAA. We found that the electrostatic binding was mostly dominated by the the well-known

counterion-release mechanism:41 A patch of charges on the protein surface becomes a multi-

valent counterion of the polyelectrolyte upon binding, thus releasing a part of the condensed

counterions of the polyelectrolyte.40,42�44 Approximately 3 counterions on the PAA chain

were released upon complexation leading to a large favorable entropic contribution to the

binding a�nity.

More recently, we extended these combined experiment/simulation approaches to the inter-

action between dPGS and lysozyme which served as a well-de�ned model protein.44 The

association was found to be strong and several proteins were bound to dPGS. The number

of bound proteins and experimental binding constants found by ITC could be completely

rationalized in terms of the computer simulations based on our newly established coarse-

grained model of dPGS.9 A consistent comparison of binding free enthalpies taking into

account the subtleties of cooperativity e�ects in the interpretation of ITC isotherms was

revealed.44 Owing to the high surface charge of dPGS it was not unexpected that there too

we did not �nd any indication for hydration-mediated interactions, as considerably present

in other dendrimer-protein binding systems.24,30 Thus, the electrostatic interaction was the

main driving force. Again the counterion-release mechanism was found to be the major

contribution for binding, and linear (Debye-Hückel) electrostatic screening interactions were

signi�cant as well at 10 mM salt concentration. Hence, the combination of experiments

with simulations led to a complete characterization of the electrostatic interaction between

lysozyme and the charged dendrimer in terms of an empirical but simple separation in

counterion release and screening e�ects.44 However, this study was restricted to a single

temperature and no full thermodynamic information was available.

In this work we extend the successful combination of molecular computer simulations with

ITC to the investigation of the full association thermodynamics (a�nity, enthalpy and en-

tropy) between the important plasma protein HSA and dPGS. ITC is certainly the method

of choice as it allows to determine the number of bound proteins and thermodynamic quan-

tities at the same time.39,45 The binding constant will be determined by ITC at di�erent
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temperatures and salt concentrations and again compared to simulations. Special attention

is paid to the secondary structure of HSA in the bound state using circular dichroism (CD)

spectroscopy. Any marked change would lead to a measurable heat signal which would

disturb the thermodynamic analysis of the complex formation.25

The dependence of binding a�nity on temperature can be used to obtain the binding en-

thalpy and entropy via a van't Ho� plot that takes into account the large speci�c heat

observed for many comaparble systems.35�37 In this way the various enthalpic and entropic

contributions can be determined and compared to the free enthalpy of binding. In par-

ticular, we strive at an analysis of the marked enthalpy-entropy compensation46 found for

biological polyelectrolytes interacting with proteins.47,48 The detailed molecular information

on dPGS and HSA furnished by simulations can reveal the contribution of electrostatics

to binding. Hence, this well-studied charged dendrimer9 with HSA provides a model sys-

tem that can lead to a better understanding of protein-polyelectrolyte interaction used in

nanomedicine.49�51

II. MATERIALS AND METHODS

A. Materials

Human serum albumin (HSA) was purchased from Sigma-Aldrich (A3782) and used directly.

HSA has a molecular weight of 66.5 kD and carries -14 e net charges under physiological

pH.40,52 The hydrodynamic radii of HSA and dPGS were measured by dynamic light scat-

tering. The data are gathered in the supplementary information.

The chemical structure of a perfect dendrimer dPGS-G2 is illustrated in Fig. 1. dPGS

is obtained by sulfation of a fractionated hyperbranched polyglycerol.7,53 Thus, the syn-

thetic dPGS is a dendritic polymer with low polydispersity and a degree of branching ∼60%
compared to 100% for the perfect dendrimer.7 Table I gives the molecular weight Mn,dPGS

of dPGS. The degree of sulfation (DS) can be determined from the weight percentage of

sulfur.8,53 Here, the fully sulfated dPGS-G2, -G4, and -G5.5 were utilized while the main

work was done on dPGS-G2. The generation of dPGS was assigned by comparing their

molecular weight to the perfect dendrimer.9

The size and zeta potential of the used dPGS have been studied before in 10 mM salt
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FIG. 1. Chemical structure of the dPGS-G2.

solution.9 The results were directly compared to molecular computer simulations of the

perfect dendrimers. With the agreement between experimental and simulation results, we

could demonstrate that the idealized structure shown in Figure 1 provides a good rendition of

the hyperbranched synthetic dPGS. The surface potential allowed us to deduct the e�ective

charge QdPGS,eff of dPGS in the aqueous electrolyte solution at 10 mM salt concentration.

Table I cites the most important parameters from this study.9

TABLE I. Properties of dPGS.9 PDI: polydispersity index of the dPG core determined by gel

permeation chromatography. DS: degree of sulfation determined from elemental analysis. Nter

represents the number of terminal sulfate groups. The number-averaged molecular weight Mn,dPGS

was calculated from the respective dPG core Mn,dPG and sulfate groups. The e�ective net charge

QdPGS,eff was taken from previous simulation of dPGS dendrimers with explicit counterions done

at an ionic strength of 10mM.9

dPGS G2 G4 G5.5

Mn,dPG [kD] 2.0 7.4 19.6

PDI 1.7 1.7 1.2

DS [%] ≥98 ≥98 ≥98

Nter 28 102 266

Mn,dPGS [kD] 4.9 17.8 46.7

QdPGS,eff [e] -11 -19 -28
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B. Isothermal titration calorimetry

The ITC measurements were performed with a VP-ITC instrument (MicroCal, GE Health-

care, Freiburg, Germany) with a cell volume of 1.43 ml and a syringe volume of 280 µl.

All samples were dialyzed against bu�er before measurements. Bu�ers with di�erent ionic

strengths were prepared by adding NaCl into 10 mM phosphate bu�er with pH 7.4. For the

forward titration HSA solution of 48 mg/ml was titrated into the dPGS-G2 solution. For all

the reverse titrations the protein solutions were located in the cell and the dPGS solutions

were in the syringe and titrated into the cell. Here, the initial concentration of HSA solution

increased from 2 to 9 mg/ml with the generation of dPGS. The concentrations of dPGS

samples were prepared according to the molar ratio (see supplementary information). The

single set of identical sites (SSIS) model was chosen for the �tting of the ITC-isotherms by

the Origin software (MicroCal, Inc.). A detailed discussion of the evaluation of the ITC-data

has been given recently.44

C. Circular dichroism

CD measurements of HSA in the absence and presence of dPGS-G2 were carried out with

a J-810 spectropolarimeter (Jasco, Hessen, Germany) equipped with a Peltier temperature

controller. The spectra were recorded from 190 to 240 nm with a scan speed of 100 nm/min

and a bandwidth of 1 nm using 0.1 cm quartz cells. The concentrations of HSA and dPGS-G2

were 4.5 µM and 25.2 µM, respectively, keeping the molar ratio comparable to the one used

in the reverse ITC measurements. The cs=25 mM phosphate bu�er pH 7.4 was recorded as

background which was subtracted from the sample spectra.

D. Coarse-grained computer simulation

As in our previous works,40,44 we utilized implicit-water, explicit-salt coarse-grained (CG)

simulations with the second-order stochastic dynamics (SD) integrator as provided in the

GROMACS 4.5.4 software package.54 The Langevin equation was integrated in 2 fs time

steps with a friction time constant of τt = 1 ps. The CG model of HSA was constructed by

mapping each amino acid residue onto a single CG segment (bead). The structure of HSA

in its native state was taken from the PDB data bank entry ID:1N5U. A structure-based,

7



Go-like model force �eld provided by the SMOG webtool for bimolecular simulations55 was

utilized to maintain the corresponding HSA native structure.40 Only the CG beads referring

to the acidic or alkaline amino acid residues at physiological pH were charged. To be precise,

arginine and lysine were assigned with charge +1 e while aspartic acid and glutamic acid with

-1 e. Thus, the overall net charge of HSA amounted to -14 e. The CG scheme of the dPGS

with explicit ions and their parametrization was illustrated in our previous paper.9 In short,

the CG beads of the dPGS molecule represented individually the monomeric and the terminal

groups. The terminal sulfate groups were charged each with -1 e. That gave the dPGS-G2

a net charge of -24 e and the degree of polymerization N = 22. The HSA-dPGS interaction

included the charge-charge Coulomb interaction as well as the short-range Lennard-Jones

(LJ) interaction with identical contact energy εinter
ij = 0.06 kBT for all pairwise HSA-dPGS

CG beads as well as salt ions. Ions and HSA beads all had a LJ σ = 0.4 nm, while in dPGS

the bead size varied by type.9 The Lorentz-Bertelot mixing rules were applied.9 Neutralizing

counterions were added to the system as well as salt ions to adjust the ionic strength.
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FIG. 2. The (a) forward and (b) reverse ITC isotherms for dPGS-G2-HSA interaction in cs=25 mM

phosphate bu�er pH 7.4 at 310 K. The black and red peaks represent the adsorption and dilution

heat, respectively. The black circles and squares are integrated heat change from the adsorption

peaks after subtraction of the dilution peaks. The solid red curves are �tted enthalpy change by

the SSIS model regarding to the molar ratio. (c) Comparison of the forward and reverse titration

curves by unifying the molar ratio.
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The simulations were performed in a cubic box with a side length of L = 30 nm with periodic

boundary conditions in all three directions. The electrostatic interactions were calculated via

Particle-Mesh-Ewald (PME)56 summation where the long-range potential was evaluated in

the reciprocal space using the Fast-Fourier Transform (FFT) with a grid spacing of 0.16 nm

and the cubic interpolation of the fourth order. A cut-o� radius of 4 nm was de�ned for both

PME summation and short-range Lennard-Jones interactions. The choice of the cuto� was

veri�ed by reference simulations with an increased cuto� value rcut = 6 nm. The simulations

were conducted at 283 K, 298 K and 310 K with the static dielectric constant of εr= 83.8,

78.3 and 74.1 for the continuum solvent, respectively. The PMF between HSA and dPGS

was attained by using steered Langevin Dynamics (SLD)54 as demonstrated before40,57 with

a steering velocity vp = 0.2 nm/ns and harmonic force constant K = 2500 kJ mol−1 nm−2.

Counterions that were within the dPGS e�ective radius released upon binding were de�ned

as in our previous work.44

III. RESULTS AND DISCUSSION

A. Analysis by ITC

To investigate the reversibility of the binding process, HSA is titrated �rst into dPGS-G2

solution in a forward titration whereas a reverse titration is done by adding dPGS-G2 to a

solution of HSA. Fig. 2(a)(b) show the heat �ow (titration peaks) with time. Integration of

these peaks leads to the ITC-isotherms for forward and reverse measurements as a function

of the sample molar ratio n(syringe)/n(cell). As shown in the upper panel the adsorption

peaks are endothermic in both titrations. The dilution of HSA adsorbs heat while dPGS

releases heat upon dilution in the bu�er. After subtraction of the heat of dilution, however,

the adsorption curves are comparable as shown in the lower panel that represents the molar

heat change for the injectant during titration. The solid lines present the �ts of the single

set of identical sites binding model.58

The �t by the SSIS binding model leads to the following parameters: The binding number

N giving the number of bound HSA-molecules per dPGS-molecule, the binding constant

Kb, and the calorimetric enthalpy ∆HITC. All data deriving from the forward and reverse

titrations are listed in Table II. Both sets of data indicate clearly a 1:1 complex. Due to

9



TABLE II. Thermodynamic parameters of dPGS-G2 binding with HSA by forward and reverse ITC

measurements in cs=25 mM phosphate bu�er pH 7.4 at 310 K.

N Kb ∆Gb,ITC ∆HITC

[103 M−1] [kJ/mol] [kJ/mol]

Forward 0.9±0.03 105±15.9 -29.8±0.4 34.1±1.4

Reverse 1.1±0.02 94.8±4.8 -29.5±0.1 42.4±0.3

possible systematic errors as, e.g. in concentrations, the �t parameters can di�er from each

other within 20% deviation for one to one binding.59 If the binding number N is larger

than one and the binding constants for all binding sites are distinguishable, the forward

and reverse isotherms may exhibit di�erent shapes and give di�erent �ts.59�61 Here the

forward and the reverse titrations give comparable binding constants Kb and free enthalpies

of binding ∆Gb,ITC within the limits of error.

Figure 2(c) displays a comparison of the forward and the reverse titration curves, both as

the function of the molar ratio n(HSA)/n(dPGS-G2). The two curves exhibit approximately

a mirror symmetry and intersect at molar ratio ∼1. This is in full accord with the �t results

of the titration curves by the SSIS model. An optimization of the starting points in the

forward titration can be achieved by increasing the sample concentration.58,62 However,

in the forward titration [HSA] = 48 mg/ml almost reaches the limit of solubility. This

problem can be avoided in the reverse titration since HSA in the cell requires much lower

concentration and dPGS as injectant is highly soluble. Thus, the data obtained from the

reverse titrations are superior. For this reason, the reverse titration was chosen for all the

generations in the following measurements.

B. Secondary structure of bound HSA by circular dichroism

As mentioned above, a strong destabilization of the protein's secondary structure in a com-

plex would rule out immediately the use of a dendritic structure as drug. Also, a partial

unfolding of the protein upon binding to the polymer would give additional heat signals that

disturb the analysis of the ITC data severely. Therefore we checked the secondary structure

of HSA in the absence and presence of dPGS-G2 at four temperatures. Fig. 3(a) shows

typical CD spectra for HSA which is a helix-rich protein. The two negative bands at 208 nm
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FIG. 3. The CD spectra for HSA solution (a) without and (b) with dPGS-G2 in cs=25 mM

phosphate bu�er pH 7.4 at di�erent temperatures. The insets enlarge the bands characteristic for

the α-helix at 208 nm and 222 nm wavelengths.

and 222 nm together with a positive band at 190 nm are characteristics for α-helices. We do

not see any marked change of the spectra in Fig. 3(b) when adding a �ve-fold molar excess

of dPGS to the solution of HSA (cf. the discussion of Figure 1 of ref.25). The CD spectra

change hardly within the temperature range, only the peak at 190 nm slightly reduces and

shifts to 191 nm. Also, no destabilization of HSA in the complex is seen when going from

283 K to 310 K. This can be seen from the two insets that display enlarged portions of

the CD spectra. From these minor changes in Fig. 3(b) compared to (a) we conclude that

dPGS-G2 does not notably disrupt the structure of HSA. This result is clearly opposite to

CD spectra measured for other dendrimers containing hydrophobic parts where the binding

leads to a severe change of the secondary structure.25�30

C. Counterion-release entropy contributions to protein binding

Figure 4(a) and (b) depict the ITC isotherms measured at di�erent ionic strengths for dPGS-

G2 at 310 K and 283 K. The �t parameters obtained by the SSIS model are summarized in

Table III. The binding constant is decreasing with increasing ionic strength. At cs=150 mM

and 310K no heat signal could be detected. This shows that dPGS does not or very weakly

interact with HSA under physiological condition.
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FIG. 4. ITC isotherms for dPGS-G2 binding with HSA at (a) 310 K and (b) 283 K in phosphate

bu�er pH 7.4 with di�erent ionic strengths. (c) The salt dependence of the free enthalpy of binding

by ITC and computer simulation according to Eq. 2. The �tted number of released counterions is

4.4±0.2 at 310 K and 4.5±0.6 at 283 K.

TABLE III. Thermodynamic parameters of dPGS-G2 binding with HSA in phosphate bu�er pH

7.4 at di�erent ionic strengths (see Fig. 4).

T cs N Kb ∆Gb,ITC ∆HITC

[K] [mM] [103 M−1] [kJ/mol] [kJ/mol]

310 25 1.1±0.02 94.8±4.8 -29.5±0.1 42.4±0.3

30 1.2±0.03 39.0±2.5 -27.2±0.2 49.5±0.5

40 1.3±0.03 12.1±0.8 -24.2±0.2 46.5±0.5

283 25 0.8±0.01 196±7.2 -28.7±0.1 -144.9±0.7

30 0.9±0.01 114±2.9 -27.4±0.2 -133.6±0.5

40 0.9±0.01 24.6±0.5 -23.8±0.1 -125.6±0.4

It is well-known that proteins and polyelectrolytes can bind through a counterion-release

mechanism.41 As we have argued previously,40,42�44 a part of the condensed countions on the

polyelectrolyte are replaced by a charged patch of the protein and released upon binding. The

corresponding purely entropic gain in free enthalpy can be formulated in �rst approximation

through
∆Gci = −∆NcikBT ln(cci/cs), (1)

where cci and cs are the concentrations of locally condensed counterions and the salt concen-

tration in bulk, respectively. ∆Nci is the number of released counterions. We hence describe

the gain of free enthalpy by the equilibrium of a reservoir of strongly bound ions on the

surface of the charged dendrimer and the ions in the bulk phase. cci = 0.96 M for dPGS-G2

derived from simulations9 largely exceeds the salt concentration of 150 mM under physiolog-
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ical condition. Counterion-release is therefore also operative at cs=150 mM. Provided that

counterion release/uptake plays an important role in the total binding a�nity, the binding

constant Kb will change with the salt concentration. Therefore the number ∆Nci of released

counterions follows as41
dlnKb

dlncs
= −∆Nci. (2)

Figure 4(c) displays plots of ∆Gb ∝ lnKb against cs in a semi-logarithmic scale. The

number of released counterions ∆Nci estimated from the slope is approximately 4 for both

temperatures. The small dependence of ∆Gci on temperature is to be expected from Eq. 1.

D. Coarse-grained computer simulations

  

(a)

  

(b)

FIG. 5. (a) Representative CG simulation snapshot of the dPGS-G2-HSA complex at ionic strength

25 mM. Neutral beads in the protein are colored white. Positive beads are green, and negative beads

are pink. For dPGS-G2, the monomer beads are colored orange, and the terminal sulfate groups

are red surrounded by small counterions (green). The Sudlow site II of HSA responsible for the

binding of dPGS-G2 is enlarged in panel (b) which displays the positive amino acids (green) that

directly participate in the binding. Hydrophobic and hydrophilic amino acids are colored black and

blue, respectively.

In the following we discuss the results from the molecular computer simulations. Here

the protein HSA was modeled in a coarse-grained fashion while retaining its heterogeneous

charge structure40 (see also Methods). A veri�ed coarse-grained model of dPGS-G2 was

worked out before.9 As previously,40,44 we simulate the binding process with explicit coun-

terions but implicit water. We �nd that dPGS-G2 binds to the Sudlow site II on HSA.

The structure of the complex is depicted in Fig. 5(a). It is interesting to note that a single

PAA chain also binds to the Sudlow II site.40 The corresponding site on the protein exhibits
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a positive net charge as indicated in Fig. 5(b). This site interacts with dPGS-G2 bearing

negative charges of high density. According to the simulation, the amino acids at the bind-

ing site that directly contact with dPGS are: positive: Arg410, Lys413, Lys534, Lys536,

Lys538, Lys541, and negative: Glu492, Glu542. Therefore the patch features a net charge

of +4 e. In the simulations the binding is of purely electrostatic nature as other attractive

contributions such as hydrophobic or van der Waals are not considered.

From the simulations we obtain the potential of mean force (PMF) as a function of the

HSA-dPGS center-of-mass distance r (see Fig. 6). The free enthalpy ∆Gb by simulation

can be obtained from the di�erence between the zero reference state at far separation and

the global minimum representing the bound state. The standard binding free enthalpy

∆Gb,sim in the simulation is �nally calculated by ∆Gb,sim = ∆Gcorr + ∆Gb. ∆Gcorr =

−kBT ln(C0Vb) is the entropy correction arising from the accessible volume of the COM

of dPGS at the bound state, which is di�erent from the standard volume V 0=1/C0=1

L/mol.40,63 We �nd Vb=1.44 nm3 from simulation quite consistent for all conditions (see

supplementary information), which leads to ∆Gcorr = −0.14 kBT . With that, the resultant

standard free enthalpy ∆Gb,sim at cs=25 mM agrees very well with the experimental data

at 283 K and 298 K while it deviates at 310 K within 20 % (see Table IV and Fig. 4(c)).

The good agreement thus demonstrates that the electrostatic interaction is the dominant

driving force for the binding of HSA. In addition to this, there is only a weak dependence

of the simulated ∆Gb,sim on temperature. This too is in qualitative agreement with the

experimental data discussed in the following section.

At low ionic strength both screened electrostatic (Debye-Hückel-like) interaction and

counterion-release are expected to contribute to binding.44 At high salt concentration

cs=150 mM, the screened electrostatic interaction between the polymer and the protein

having the same charge becomes small and the entropy of counterion-release dominates. In

this case, we �nd ∆Gb,sim = -3.7 kBT . Figure 4(c) shows that this point is located next to

the line extrapolated from the experimental data measured at lower ionic strengths. The

simulation thus shows that HSA exhibits a very weak binding to dPGS-G2 at physiological

condition consistent with the experimental data.

Fig. 7 displays the decrease of condensed ions on the dPGS surface (in reference to the

unperturbed dendrimer far away from the protein) monitored in the simulation. As the

dendrimer approaches the protein more counterions are released from the charged terminal
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FIG. 6. The free enthalpy pro�le (or potential of mean force) G(r) between dPGS-G2 and HSA

versus their center-of-mass (COM) distance r from coarse-grained computer simulations at di�erent

ionic strengths and temperatures. The error bars come from 3 independent simulation runs.

groups of the dPGS. At the global minimum of the PMF, r1
0 = 3.5 nm according to Fig. 6,

about 2 ions are released. However, due to the small size and �exible branches of the

dendrimer it may roll into the positive pocket of HSA and form a metastable state at shorter

distance r2
0 = 2.4 nm, which corresponds to the local minimum in Fig. 6 at all temperatures.

There the number of released ions reaches 3. With that ∆Nci can be even larger at closer

contact, which may occur in experiments though not fully favored in the simulations.
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FIG. 7. The release of counterions ∆N(r) from the dPGS-G2 surface versus the center-of-mass

(COM) distance r between the dendrimer and protein at di�erent temperatures and cs = 25 mM.

The red and purple dashed lines correspond to the local minima of G(r) at distance r1
0 = 3.5 nm

and r2
0 = 2.4 nm, respectively.

Both experiments and simulation demonstrate that the number of released ions is nearly

15



constant at di�erent temperatures. Eq. 1 can then be used for an estimate of ∆Gci: At

310 K and 25 mM salt concentration, the (purely entropic) free enthalpy gain ∆Gci from

counterion release can be calculated as -3.6 kBT per ion employing the concentration of

condensed counterions cci=0.96 M from simulation.9 For 3∼4 released ions (according to

both experiment and simulation) ∆Gci is thus within the range of -11 to -15 kBT . The total

free enthalpy of binding ∆Gb,ITC from experiment is -11.5 kBT (-29.5 kJ/mol). Hence, we

conclude that counterion-release is the major driving force for our system within the errors

of the methods. Screened electrostatic interactions just contribute a minor part. This is in

accord with our recent study on dPGS binding with the positive protein lysozyme, where

counterion-release also plays a dominant role at low salt concentration accompanied in most

cases by a small part of simple screened electrostatic interactions.44

Together with the previous study on the binding of lysozyme to dPGS44, the present investi-

gation suggests that the interaction of highly charged macromolecules with proteins can be

understood in a semi-quantitative fashion by coarse-grained simulation taking into account

water only implicitly. This would in turn mean that other possible interactions related, e.g.

to the binding or release of water molecules plays only a minor role in these systems. In

order to elucidate this point further, the enthalpies and entropies of binding are determined

experimentally next and related to the free enthalpy of binding.

E. Dependence on temperature

The ITC binding isotherms of dPGS with HSA at di�erent temperatures are shown in

Fig. 8. All the �t parameters including the binding number N , binding constant Kb, and

calorimetric enthalpy ∆HITC are summarized in Table IV. N increases from 1 for dPGS-G2

to ca. 4 for dPGS-G5.5 due to the larger surface area of the dendritic structure. The binding

a�nity decreases with increasing generation slightly, probably due to higher e�ective charge9

and increased electrostatic repulsion of the dPGS to HSA bearing a negative charge as well.

For N > 1 the repulsion between the bound proteins also comes into play, which leads to a

negative cooperativity of binding.

The enthalpy ∆HITC measured directly by ITC increases drastically from negative to positive

for all the generations as shown in Figure 8(d). Hence, the slope of these curves de�ning the

heat capacity ∆Cp,ITC is of appreciable magnitude for all dPGS under consideration here
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FIG. 8. ITC isotherms for (a) dPGS-G2, (b) -G4, (c) -G5.5 binding with HSA in cs=25 mM

phosphate bu�er pH 7.4 at di�erent temperatures. The solid lines are �tted by the SSIS model. (d)

The temperature dependence of the observed enthalpy for all the generations from 298 K to 310

K. The heat capacity changes ∆Cp,ITC obtained from the slopes are 8.3±0.4 kJ/(mol K), 8.1±0.6

kJ/(mol K), and 8.0±0.4 kJ/(mol K) for G2, G4 and G5.5, respectively.

(∆Cp,ITC: 8.3±0.4 kJ/(mol K), 8.1±0.6 kJ/(mol K), and 8.0±0.4 kJ/(mol K) for G2, G4 and

G5.5, respectively.). Compared to the strong dependence of ∆HITC on temperature, the free

enthalpy ∆Gb,ITC changes only slightly with temperature for all generations. Similar �ndings

have been made in studies of the interaction between proteins and nucleic acids.35�38,64 Here

we analyze this dependence on temperature for the binding of HSA to dPGS-G2 where a

1:1. complex is formed. Hence, all possible complications arising from the interaction of

several bound proteins (negative cooperativity; see the discussion of this point in ref.44) do
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TABLE IV. Thermodynamic parameters of dPGS binding with HSA in cs=25 mM phosphate

bu�er pH 7.4. HSA was the ligand and dPGS was the receptor. ∆HvH, ∆SvH, and ∆Cp,vH are �t

parameters from Fig. 9.

dPGS T N Kb ∆Gb,ITC ∆Gb,sim ∆HITC ∆HvH T∆SvH ∆Cp,vH

[K] [103 M−1] [kJ/mol] [kJ/mol] [kJ/mol] [kJ/mol] [kJ/mol] [kJ/(mol K)]

G2 278 0.8±0.01 617±31 -30.8±0.1 -175.2±0.8 -140.1±9.8 -109.4±9.6 6.2±0.5

283 0.8±0.01 196±7.2 -28.7±0.1 -27.9±2.2 -144.9±0.7 -109.3±7.2 -80.3±7.1

288 0.9±0.01 133±4.9 -28.2±0.1 -118.6±0.6 -78.5±4.8 -50.6±4.8

293 0.9±0.01 75.1±3.1 -27.3±0.1 -87.5±0.5 -47.7±2.8 -20.5±2.9

298 1.3±0.03 57.4±3.3 -27.1±0.1 -27.9±3.5 -55.5±2.1 -16.9±2.9 10.3±2.8

303 1.1±0.05 54.9±8.7 -27.5±0.4 -19.9±0.2 13.9±4.8 41.5±4.8

306 1.3±0.02 54.9±3.7 -27.8±0.2 12.7±0.1 32.4±6.3 60.5±6.3

308 1.2±0.04 73.1±6.1 -28.7±0.2 27.6±0.3 44.7±7.3 73.2±7.3

310 1.1±0.02 94.8±4.8 -29.5±0.1 -35.1±2.1 42.4±0.3 57.0±8.3 86.1±8.4

313 1.0±0.01 92.3±4.0 -29.8±0.1 77.2±0.5 75.5±9.8 105.5±10.0

G4 298 1.8±0.1 38.0±3.2 -26.1±0.2 -52.0±0.6

303 1.6±0.1 28.6±3.6 -25.8±0.3 -19.8±0.3

308 2.7±0.2 30.7±3.8 -26.5±0.3 22.2±0.4

310 2.8±0.1 22.7±0.5 -25.9±0.1 46.8±0.1

G5.5 298 3.9±0.8 8.2±2.8 -23.3±0.9 -10.8±0.4

303 4.4±0.6 4.6±0.9 -21.2±0.5 35.6±0.7

308 5.0±0.4 6.5±0.9 -22.5±0.4 71.6±1.2

310 4.2±0.1 8.1±0.4 -23.2±0.1 85.2±0.6

not intervene.

In the following, the temperature dependence of ∆Gb,ITC of the binding of HSA to dPGS-

G2 is analyzed in terms of a non-linear van't Ho� plot that takes into account a large heat

capacity ∆Cp,vH:65

∆Gb = −RT lnKb

= ∆HvH,ref − T∆SvH,ref + ∆Cp,vH[(T − Tref) − T ln(
T

Tref
)].

(3)

The analysis according to Eq. 3 is done as follows: The given temperature is chosen as ref-

erence temperature Tref and the corresponding binding enthalpy ∆HvH,ref , entropy ∆SvH,ref ,

and heat capacity change ∆Cp,vH are obtained as �t parameters. Fig. 9 displays the cor-

responding plot. The values ∆HvH, ∆SvH and ∆Cp,vH for dPGS-G2 by this �t are listed

in Table IV. The �t results shows that using a constant (T -independent) ∆Cp,vH is a good

approximation throughout the present range of temperature.

Fig. 10 summarizes the main results of this analysis. ∆HvH is found to change strongly
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FIG. 9. The nonlinear van't Ho� analysis for dPGS-G2-HSA interaction according to Eq. 3.

with temperature similar to ∆HITC. The rather small di�erence between ∆HvH and ∆HITC

is most likely due to linked equilibria, e.g. proton dissociation or association of bu�er.34,35

Lines of ∆HvH and T∆SvH against temperature run perfectly in parallel. The marked

compensation of enthalpy and entropy at di�erent temperatures is a typical phenomenon

for hydration e�ects commonly observed in biomolecular association processes.39,40,46,48,64,66

Concomitantly, ∆Gb varies only very slightly with temperature on this scale.

2 7 8 2 8 3 2 8 8 2 9 3 2 9 8 3 0 3 3 0 8 3 1 3- 2 0 0
- 1 6 0
- 1 2 0
- 8 0
- 4 0

0
4 0
8 0

1 2 0

∆ G b , s i m

[kJ
/m

ol]

T  [ K ]

∆H I T C

T ∆S v H

∆ G b , I T C

∆H v H

FIG. 10. The enthalpic (∆HvH) and entropic (T∆SvH) contributions in the total free enthalpy

of binding for dPGS-G2-HSA interaction according to the van't Ho� analysis. The measured

calorimetric enthalpy ∆HITC is compared to the binding enthalpy. The simulated ∆Gb,sim agrees

with experimental value ∆Gb,ITC at di�erent temperatures.
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As already discussed above, the agreement of ∆Gb obtained by experiments and simulations

with implicit water indicates that the electrostatic terms dominate the whole binding a�nity.

Hence, we are led to the conclusion that the compensation of enthalpy and entropy related

to hydration is nearly total in the present case. This is in accord with the notion that water

molecules involved in the contact area dominate the strong enthalpy-entropy compensation

but barely contribute to the binding a�nity.67,68 Computer simulations have shown that the

hydration of a hydrophobic surface can generate a large positive heat capacity change.69,70

A markedly positive ∆Cp was also found when studying the interaction of nucleic acids

with proteins and was traced back to the hydration of nonpolar surface and/or dehydration

of polar surface.35,67 Here, since dPGS binds to a charged site with a hydrophilic entry

and a hydrophobic interior pocket (see Fig. 5(b)), both processes can be involved. We hence

conclude that hydration e�ects lead to marked contributions to the measured enthalpy which

is mostly cancelled out by a concomitant entropic term. Thus only electrostatic terms,

mainly counterion release, contribute signi�cantly to the measured free enthalpy of binding.

A a consequence, the enthalpies measured directly by ITC may not tell us much about the

driving forces for binding but the analysis must comprise the entire free ethalpy of binding

∆Gb (cf. also the discussion of this point in ref.48 and further references given there).

IV. CONCLUSION

We presented a study on the binding between the highly charged dendritic polymer dPGS

of di�erent generations and HSA by varying both the temperature and the ionic strength.

The entire set of data strongly suggests that the binding a�nity is governed by electrostatic

factors. In particular, we �nd from both experiment and simulation that the binding is

dominated by counterion release. ITC measurements done at di�erent temperatures indicate

strong enthalpy-entropy compensation. All hydration contributions to the enthalpy are thus

cancelled out by a concomitantly large entropic contribution.

The present study furthermore suggests that the good agreement of theory and ITC-data

is a more general feature, at least for highly charged macromolecular structures. Further

studies along these lines are under way. Evidently, simulations are extremely useful when

discussing hydrophilic or charged polymeric materials in general as drugs or drug delivery

agents. Thus, the present combination of calorimetry and computer simulations may be
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helpful to understand the interaction of more complicated carrier systems49�51 with blood

proteins.
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I. DYNAMIC LIGHT SCATTERING

The surface area of dPGS dendrimer grows with generation according to the size mea-

surement. It was performed with a Zetasizer Nano ZS instrument (ZEN 3500, Malvern

Instruments, Herrenberg, Germany) equipped with a 18 mW He-Ne laser (λ=633 nm). The

hydrodynamic diameter by volume was measured by dynamic light scattering (DLS) in UV-

transparent disposable cuvettes (VWR, Germany) at a back scattering angle of 173◦. Each

compound was dissolved in 10 mM phosphate bu�er (adding NaCl to adjust ionic strength

to 25 mM) pH 7.4 at concentration of 2 mg/ml and was �ltered through 0.8 µm polyether-

sulfone syringe �lter (PALL, USA). Prior to measurement, the sample was equilibrated for

2 min at 37◦ and measured with 10 scans each lasting for 10 s. The stated values are the

mean of three independent measurements.

TABLE I. Hydrodynamic size of HSA and dPGS used.

HSA dPGS-G2 dPGS-G4 dPGS-G5.5

Dh [nm] 6.6±0.1 3.5±0.3 5.8±0.8 7.1±0.3

II. ITC RAW DATA

TABLE II. Initial concentrations of HSA and dPGS in ITC measurements at 25 mM ionic strength

and 310 K.

Titration Cell Syringe

Forward [dPGS-G2]= 0.03 [mM] [HSA]= 0.72 [mM]

Reverse [HSA]= 0.03 [mM] [dPGS-G2]= 0.93 [mM]

[HSA]= 0.10 [mM] [dPGS-G4]= 1.06 [mM]

[HSA]= 0.10 [mM] [dPGS-G5.5]= 1.07 [mM]

The binding a�nity of dPGS with HSA decreases with polymer generation, whereas the

binding number increases. Therefore the molar ratio in ITC measurements with reverse

titration decreases. The initial sample concentrations at 310 K are listed in Table II and
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the isotherms for dPGS-G4 and -G5.5 are shown in Fig. 1. The dilution heat for dPGS is

more exothermic for higher generation as shown in the titration peaks of the raw data.
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FIG. 1. ITC isotherms for (a) dPGS-G4 and (b) -G5.5 binding to HSA (reverse titration) in

phosphate bu�er pH 7.4 at 25 mM ionic strength and 310 K. The black and orange peaks in the

upper panel represent the adsorption and dilution heat of dPGS, respectively. The dilution heat

is substracted from the adsorption heat. The resultant black triangles in the lower panel are the

integrated molar heat for each titration regarding to the injectant. The orange lines are �tted by

the single sets of identical sites model.

III. ACCESSIBLE BINDING VOLUME

In order to measure the accessible binding volume of the dPGS-G2 molecule, simulations

regarding to the HSA-dPGS complexation in equilibrium are conducted. We plot the rx,y

corresponding to the x,y-coordinate of the dPGS-G2 center-of-mass (COM) for each simula-

3



tion frame in Fig. 2. Namely, the trajectory of the dPGS-G2 COM in simulation is projected

at the xy-plane. With that, it is found that for all temperatures and salt concentrations

the dPGS is roughly con�ned in a spherical region. We calculate the standard derivation

∆r =
√

1/(3Ns) · {
∑Ns

i=1[(r
i
x − µx)2 + (riy − µy)2 + (riz − µz)2]} of the rx,y,z series with re-

spect to the respective mean value µx,y,z. Here, Ns is the number of the sample points and

rix,y,z refers to the x, y, and z coordinate of the sample point measured at the ith simula-

tion frame. ∆r is considered as the radius of the spherical binding volume of dPGS COM,

which follows with the binding volume Vb = 4π∆r3/3. For all cases, ∆r ≈ 0.7 nm is found

consistent, which �nally leads to the volume Vb = 1.44 nm3.

16.5 17 17.5 18 18.5 19

r
x 
 [nm]

16.5

17

17.5

18

18.5

19

r
y
  [

n
m

]

25mM, 10
o

16.5 17 17.5 18 18.5 19

r
x 
 [nm]

17

18

19

r
y
  [

n
m

]
25mM, 37

o

17 17.5 18 18.5

r
x

 [nm]

16.5

17

17.5

18

18.5

r y
  [

n
m

]

150 mM,  37
o

FIG. 2. The projection of the G2-dPGS COM in the xy plane. From left to right, the measure is

taken at 25 mM-10◦C, 25 mM-37◦C, 150 mM-37◦C, respectively.

4



3 Publications and Manuscripts

3.3 Counterion-release entropy governs the inhibition of serum pro-

teins by polyelectrolyte drugs

L-selectin

lysozyme

Xiao Xu, Qidi Ran, Pradip Dey, Rohit Nikam, Rainer Haag, Matthias Ballauff, Joachim

Dzubiella. Biomacromolecules, 2018, 19 (2), 409-416 [157].

https://doi.org/10.1021/acs.biomac.7b01499

Author contributions

Xiao Xu designed the project, performed the coarse-grained simulations, and wrote the

manuscript.

Qidi Ran designed the project, performed the ITC experiments, and corrected the

manuscript.

Pradip Dey synthesized the dPGS polymers.

Rohit Nikam performed the all-atom simulations.

Rainer Haag discussed the data, provided suggestions, and corrected the manuscript.

Matthias Ballauff discussed the data, provided scientific guidelines, and corrected the

manuscript.

Joachim Dzubiella supervised the projexct, discussed the data, and corrected the

manuscript.

79



3 Publications and Manuscripts

3.4 Thermodynamics of the binding of lysozyme to a dendritic poly-

electrolyte: Counterion-release versus hydration

2 7 8 2 8 3 2 8 8 2 9 3 2 9 8 3 0 3 3 0 8 3 1 3- 4 5
- 4 0
- 3 5
- 3 0
- 2 5
- 2 0
- 1 5
- 1 0

∆G
o  [k

J/m
ol]

T  [ K ]

∆G c i , 1 5 0 m M

∆G c i , 2 5 m M

Qidi Ran, Xiao Xu, Joachim Dzubiella, Rainer Haag, Matthias Ballauff (To be submit-

ted).

Author contributions

Qidi Ran designed the project, performed the ITC experiments, and wrote the manuscript.

Xiao Xu performed the simulations and corrected the manuscript.

Joachim Dzubiella discussed the data and corrected the manuscript.

Rainer Haag and Matthias Ballauff supervised the project, discussed the data, and cor-

rected the manuscript.

104
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The interaction between dendritic polyglycerol sulfate (dPGS) of the second genera-

tion and lysozyme was studied by isothermal titration calorimetry (ITC) at di�erent

temperatures and salt concentrations. Analysis by ITC showed that 2∼3 lysozyme

molecules were bound to each dPGS. The resulting binding constant Kb and the

Gibbs free enthalpy ∆Go decreased markedly with increasing salt concentration but

was nearly independent of temperature. The salt dependence of Kb led to the conclu-

sion that ca. 3 counterions bound to dPGS were released upon complex formation.

The gain in entropy by this counterion-release scales logarithmically with salt con-

centration and is the main driving force for binding. The temperature dependence

of ∆Go was analyzed by the nonlinear van't Ho� plot taking into account a �nite

heat capacity change ∆Cp,vH. This evaluation led to the binding enthalpy ∆HvH and

the binding entropy ∆SvH. Both quantities varied strongly with temperature and

even changed sign, but they compensated each other throughout the entire range

of temperature. Coarse-grained computer simulations with explicit salt and implicit

water were used to obtain the binding free energies that agreed with ITC results.

Thus, electrostatic factors were the driving forces for binding whereas all hydration

contributions leading to the strongly varying ∆HvH and ∆SvH canceled out. The

calorimetric enthalpy ∆HITC measured directly by ITC di�ered largely from ∆HvH.

ITC measurements done in two bu�er systems with di�erent ionization enthalpies

revealed that binding was linked to bu�er ionization and a partial protonation of the

protein.

a)Electronic mail: haag@chemie.fu-berlin.de
b)Electronic mail: matthias.ballau�@helmholtz-berlin.de
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I. INTRODUCTION

The interaction of proteins with polyelectrolytes is a long-standing subject in biochemistry,

drug design, and materials science:1�5 On the one hand, many biopolymers as e.g. DNA

are highly charged and interact with proteins via electrostatic forces.6 On the other hand,

proteins may form complexes with natural or synthetic polyelectrolytes of opposite charge

("complex coacervates" cf. ref.2,3) that have found applications as food colloids.5 Central

to this �eld is the investigation of the equilibrium binding constant between a given protein

and a polyelectrolyte in order to explore the various thermodynamic factors that lead to

binding. Isothermal titration calorimetry (ITC) has become a pivotal technique to explore

the thermodynamics of binding of polyelectrolytes and ligands in general to proteins.7,8 The

heat signal measured directly by ITC can be converted to the binding constant Kb the

temperature dependence of which may then yield the enthalpy and entropy of binding ∆Hb

and ∆Sb, respectively.
9�11 The total heat ∆HITC also furnished by ITC need not agree with

∆Hb since linked equilibria may also contribute to the heat signal.12,13 It is thus evident

that ITC can be used to explore the full thermodynamics of binding between polyelec-

trolytes and proteins. However, the use of these data for the design of drugs may be di�cult

and in parts questionable.14 Additional information furnished by computer simulations us-

ing coarse-grained and molecular models would clearly be helpful to clarify the details of

binding in order to use these data for drug design and for predicting the binding constants

of polyelectrolytes to a given protein.

We have recently shown that ITC data can directly be combined with molecular dynam-

ics (MD) simulations.16 As model polyelectrolyte we used the dendritic polyglycerol sul-

fate(dPGS). The sca�old of these dPGS dendrimers is made up from a hyperbranched

polyglycerol core. Sulfate groups attached to all terminals render these molecules very

hydrophilic and highly charged. dPGS has been shown to be promising drug and carrier re-

cently17�23. It has also been the subject of a comprehensive study by computer simulation24

and can be considered a well-controlled model polyelectrolyte. Fig. 1 displays the chemical

structure of a dPGS. The synthesized dPGS with hyperbranched structure25 comes close to

the perfect dPGS dendrimer of generation 2 (see the discussion in ref.24).

In our recent study, ITC and computer simulations with implicit water were used to study

the binding of lysozyme to dPGS of di�erent generations.16 This investigation demonstrated
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FIG. 1. (a) Chemical representative of dPGS. (b) The molecular structure of lysozyme (PDB ID:

2LZT).15 The blue, red, and white beads represent positive, negative, and neutral amino acids,

respectively. (c) Sketch of the dPGS-Lys complex taking all molecules as spheres. The overall

positive lysozymes and negative dPGS are characterized with blue and red surfaces, respectively.

The stoichiometry of complexation is ∼3 at 310 K and 10 mM salt purely driven by electrostatic

interaction.16

that the interaction of the dPGS dendrimers with proteins can be traced back mainly to elec-

trostatic e�ects. The main part of the electrostatic interaction was shown to be counterion-

release: A part of the counterions condensed to the polyelectrolyte dPGS24 is released upon

binding of the protein. The released counterions increase the entropy of the system. The

decrease of Gibbs free enthalpy ∆Go scales therefore with lncs where cs denotes the salt

concentration in the solution.6,26 In addition to this, the screened (linear) electrostatic at-

traction on the Debye-Hückel (DH) level between the negatively charged dPGS and the

positively charged lysozyme plays a role at low concentration of added salt.16 We found

that the binding constant derived from MD-simulations with explicit ions but implicit water

fully agreed with the experimental values derived by ITC. The same result was obtained

in a recent study of the binding of poly(acrylic acid) to HSA by both ITC and computer

simulations.27 These �ndings led to the conclusion that electrostatic terms dominate the

binding of charged polymers to proteins to a large extend.

To elucidate this point further, we have recently performed a comprehensive thermody-

namic investigation of the binding of HSA to dPGS by ITC.28 The binding constant Kb was

measured at di�erent temperatures at low salt concentration. In addition to this, the depen-

dence of the binding constant on salt concentration was determined. Here the analysis of the
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binding constant Kb of the 1:1-complex of HSA and dPGS-G2 demonstrated that the free

enthalpy of binding depends hardly on temperature. However, both the enthalpy and en-

tropy have been found to vary strongly with temperature but compensate each other. This

enthalpy-entropy compensation (EEC) has been observed in many systems by now14,29�33

and is related to a high value of the heat capacity change ∆Cp. It is clearly seen also in

systems of biological relevance.9�11

Here we extend these investigations to the binding of dPGS-G2 to lysozyme using again a

systematic variation of both the salt concentration and the temperature. In this way the

electrostatic factors contributing to binding can be separated from hydrophilic/hydrophobic

hydration/dehydration. In addition to these experimental studies, we extend our previ-

ous MD-simulations of the system dPGS/lysozyme.16 Special attention is laid to the direct

comparison of experimental data to data obatined by simulations. The EEC can hence be

studied in detail for this system which will allow us to discuss the role of thermodynamic

quantities for predicting the interaction of proteins with highly charged macromolecules.

In this context it is revealing to consider the various contributions to the enthalpy ∆HITC

measured directly by ITC. The entire set of data will allow us a comprehensive discussion of

the use of thermodynamic data when discussing and predicting thermodynamic equilibria

between proteins and highly charged macromolecules.

II. MATERIALS AND METHODS

A. Materials

The protein lysozyme from chicken egg white with molecular weight 14.3 kDa was purchased

from Alfa Aesar (J60701) and used directly. dPGS of second generation (dPGS-G2) was

synthesized according to literature.25,34 The properties of dPGS-G2 are collected in Table I.

More details are given in our previous work.16,24

B. Isothermal titration calorimetry

10 mM sodium phosphate dibasic (Na2HPO4) and 1.8 mM potassium phosphate monobasic

(KH2PO4) were dissolved into solution and the pH was adjusted to 7.4 at R.T. by adding 1

M NaOH. To prepare a bu�er with di�erent ionic strengths additional NaCl was added into
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TABLE I. Chemical properties of dPGS. Mn,dPGS: number-averaged molecular weight of dPGS;

PDI: polydispersity index; DS: degree of sulfation of the terminal groups; Nter: total number of

terminal sulfate groups.

Label Mn,dPGS PDI DS Nter

[kD] [%]

dPGS 4.9 1.7 ≥98 28

the bu�er individually.

Isothermal titration calorimetry was used to evaluate the thermodynamics of dPGS-protein

binding. The measurements were performed by a MicroCal VP-ITC instrument (GE Health-

care, Freiburg, Germany) with a syringe volume 280 µl and a cell volume 1.43 ml. The inter-

action was measured at 6 ionic strengths each with 7 temperatures. A solution of lysozyme

was located in the syringe and titrated stepwise into the cell �lled with dPGS solution. The

dilution heat was obtained by titrating a lysozyme solution of the same concentration into

pure bu�er. Fig. 2 displays typical examples of experimental ITC-curves. At higher salt

concentration the binding a�nity became smaller and the sample concentrations had to be

increased to obtain a sigmoidal isotherm35. Our previous analysis showed that an increase

of the sample concentration did not change the resulting binding constant (see Table S1 of

ref.16). Table II gathers the sample concentrations used for the respective concentration of

salt.

TABLE II. Protein concentration cLys and dPGS concentration cdPGS in ITC measurements at

di�erent ionic strength cs. The sample concentrations are the same for di�erent temperatures at

one ionic strength.

cs [mM] 25 50 75 100 125 150

cLys [mM] 0.11 0.24 0.56 0.87 1.31 1.36

cdPGS [µM] 2.4 10.3 22.5 35.1 57.8 69.9

The raw data were analyzed with the Origin 7.0 (MicroCal) software and the single set

of identical sites (SSIS) model was chosen to �t the isotherm. SSIS model assumes

that all the binding sites are equivalent and independent. The thermodynamic data

here are compared with previous ITC measurements at 310 K in a di�erent bu�er (3-

(N-morpholino)propanesulfonic acid; MOPS).16
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(a) (b) (c) (d)

FIG. 2. ITC isotherms in phosphate bu�er pH 7.4 at ionic strength (a) 50 mM, (b) 100 mM, and

(c) 150 mM and 310 K. (d) shows the isotherm in MOPS bu�er at 150 mM and 310 K cited from

ref.16. The black peaks in the upper panels represent the dilution heat of lysozyme into respective

bu�er which will be substracted from the adsorption heat. The signal gets stronger at higher ionic

strength due to higher sample concentration. The red and blue peaks are the adsorption heat into

dPGS solutions. The symbols in the lower panel are the integrated molar heat for each titration

related to the added protein. The solid curves are �tted by the SSIS model.

C. Molecular dynamics simulation

Coarse-grained (CG) simulations with implicit water and explicit salt were performed as

described in our previous work.16,27 The simulation used the stochastic dynamics (SD) in-

tegrator in GROMACS 4.5.4 software package.36 The CG model of dPGS-G2 dendrimer

was established by us before and used directly here.24 The CG model of Lysozyme (PDB:

2LZT) was constructed taking each amino acid residue as a single CG bead maintained by a

structure-based Go-model force �eld.37 At physiological pH dPGS-G2 and lysozyme had net

charge of -24 e and +8 e, respectively.16 The binding between lysozyme and dPGS-G2 was

conducted at 293 K and 310 K each with two salt concentrations 25 mM and 150 mM. The

potential of mean force (PMF) was obtained using steered Langevin Dynamics (SLD)36 with

steering velocity vp = 0.2 nm/ns and harmonic force constant K = 2500 kJ mol−1 nm−2.

All paramerization was the same as in our previous work.16
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FIG. 3. ITC isotherms for dPGS-G2 binding with lysozyme in phosphate bu�er pH 7.4 with ionic

strengths: 25 mM, 50 mM, 75 mM, 100 mM, 125 mM, 150 mM at di�erent temperatures. The

solid lines present the �ts by the SSIS model.

III. RESULTS AND DISCUSSION

The complex formation of lysozyme with dPGS of di�erent generations was studied recently

by ITC and computer simulations at 310 K and 10 mM salt concentration.16 Lysozyme has

an e�ective charge of +8 e at physiological pH. The synthetic dPGS-G2 bears -28 e total

charges while its e�ective charge is -11 e in solution due to counterion condensation.24 Fig. 1

sketches the adsorption process for dPGS-G2. We found that approximately three lysozyme

molecules and one dPGS form a complex with Kb ∼ 108 M−1 at 10 mM salt.16 The sulfate

terminal groups bind with positive patch on the protein thereby releasing ca. 3 counterions

bound to dPGS. In the present work, all binding experiments are done in phosphate bu�er

whereas the experiments in ref.16 were done in MOPS bu�er. Here we chose the phosphate

bu�er because the adjusted pH hardly changes with temperature.38 In addition, the use of

di�erent bu�ers will allow us to discern possible heat contributions from the bu�er aside

from binding12,13.

The raw data of the titration peaks and the respective isotherms at 310 K and cs=50 mM,

100 mM, 150 mM are shown in Fig. 2. The interaction is exothermic under all conditions. All

the parameters including binding number N , binding constant Kb, and ITC enthalpy ∆HITC
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could be obtained very well by �tting the data with the SSIS model.7 Fig. 3 gives a survey

of all ITC isotherms together with the respective �ts referring to all salt concentrations and

temperatures under consideration here. Table III summarizes all �t parameters obtained

from the ITC-experiments. The number N of bound lysozyme molecules decreases slightly

with salt concentration but stays approximately constant with temperature. In the present

salt concentration of 25 mM it is found slightly smaller than previously observed 3 � 4 in

10 mM MOPS bu�er.16 The binding a�nity of lysozyme with dPGS decreases with salt

concentration as expected. Table III furthermore shows that the binding free enthalpy ∆Go

hardly changes with temperature but decreases signi�cantly with increasing ionic strength.

A. Electrostatic and steric contributions to the binding a�nity

In our previous study we discussed the electrostatic contributions to the binding constant.

Based on a comparison of ITC-data with MD-simulations, we found that the binding be-

tween dPGS and lysozyme was mainly driven by counterion-release.16 Simulations of the

highly charged dPGS dendrimers24 demonstrated that there is a thin shell or Stern layer

of condensed counterions on the surface of the dendrimers. From this a surface concentra-

tion of condensed counterions cci can be estimated (see Table S3 of ref.16). In case of G2,

cci = 0.96 M is much higher than the salt concentrations in bulk used here in the ITC-runs.

When lysozyme is bound to dPGS, the positive patch on the surface of the protein becomes

a multivalent counterion to the dendrimer. A concomitant number of the condensed counte-

rions of dPGS is thereby released into the bulk solution. The corresponding gain of entropy

follows as
∆Gci = −T∆Sci = −∆NcikBT ln(cci/cs), (1)

where cci and cs are the concentrations of local condensed counterions and bulk salt, re-

spectively, and ∆Nci is the number of released counterions.16,39 From this it follows that the

binding constant is related to ∆Nci if counterion-release is a dominant driving force:
6,26

dlnKb

dlncs
= −∆Nci. (2)

Fig. 4 presents the dependence of the binding constant on salt concentration. The number

of released counterions ranges between 2.5 and 2.7 (data referring to other temperatures are

shown in the SI), which is in accord with our previous result where ∆Nci = 3.1 in MOPS

bu�er at 310 K.16 The released counterions from the dPGS surface upon binding can also
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TABLE III. Thermodynamic properties of lysozyme binding to dPGS-G2 in phosphate bu�er pH

7.4 at di�erent conditions. N , Kb, and ∆HITC are �tting parameters by ITC. ∆Go is calculated

according to Eq. 6. ∆HvH, ∆SvH and ∆Cp,vH are the binding enthalpy, entropy, and heat capacity

change �tted by Eq. 6.
cs T N Kb ∆Go ∆HITC ∆HvH T∆SvH ∆Cp,ITC ∆Cp,vH

[mM] [K] [105 M−1] [kJ/mol] (kBT ) [kJ/mol] [kJ/mol] [kJ/mol] [kJ/(mol K)] [kJ/(mol K)]

25 278 2.4±0.02 384±99 -40.4±0.7 (-17.5) -84.9±0.8 3.5±12.3 43.9±12.0 0.22±0.02 -1.20±0.75

283 2.6±0.03 362±110 -41.0±0.7 (-17.4) -83.1±0.9 -2.5±8.7 38.6±8.7

288 2.4±0.02 433±100 -42.1±0.6 (-17.6) -81.3±0.7 -8.5±5.5 33.3±5.6

293 2.4±0.01 345±48 -42.3±0.3 (-17.4) -81.3±0.7 -14.4±3.6 27.8±3.6

298 2.5±0.02 325±65 -42.9±0.5 (-17.3) -80.4±0.6 -20.4±4.9 22.3±4.9

303 2.5±0.01 216±20 -42.5±0.3 (-16.9) -78.6±0.5 -26.4±8.0 16.6±8.0

310 2.5±0.01 217±20 -43.5±0.2 (-16.9) -77.7±0.5 -34.8±12.9 8.6±13.1

50 278 2.2±0.02 55.1±9.3 -35.9±0.4 (-15.5) -88.9±0.7 11.7±4.8 47.4±4.7 0.43±0.03 -1.99±0.29

283 2.3±0.01 51.7±3.9 -36.4±0.2 (-15.5) -86.8±0.5 1.7±3.4 38.2±3.4

288 2.3±0.01 53.7±4.1 -37.1±0.2 (-15.5) -84.4±0.5 -8.3±2.2 28.8±2.2

293 2.3±0.01 47.5±3.7 -37.5±0.2 (-15.4) -82.1±0.5 -18.2±1.4 19.3±1.4

298 2.3±0.01 43.8±1.9 -37.9±0.1 (-15.3) -78.6±0.3 -28.2±1.9 9.6±1.9

303 2.2±0.01 34.7±1.7 -37.9±0.1 (-15.1) -77.5±0.4 -38.2±3.1 -0.3±3.1

310 2.2±0.01 21.7±1.1 -37.6±0.1 (-14.6) -74.9±0.2 -52.2±5.0 -14.4±5.1

75 278 2.3±0.02 22.8±3.1 -33.8±0.3 (-14.6) -90.1±0.5 16.4±3.8 50.2±3.8 0.46±0.02 -2.06±0.24

283 2.2±0.01 25.2±2.2 -34.7±0.2 (-14.7) -86.2±0.6 6.1±2.7 40.7±2.7

288 2.2±0.01 23.9±1.9 -35.2±0.2 (-14.7) -84.3±0.5 -4.2±1.7 31.1±1.7

293 2.2±0.01 23.3±1.7 -35.7±0.2 (-14.7) -81.7±0.5 -14.5±1.1 21.2±1.1

298 2.2±0.01 21.7±1.5 -36.1±0.2 (-14.6) -79.5±0.4 -24.8±1.5 11.2±1.5

303 2.2±0.01 16.1±0.9 -36.0±0.1 (-14.3) -77.6±0.4 -35.1±2.5 1.0±2.5

310 2.2±0.01 11.5±0.6 -36.0±0.1 (-14.0) -75.1±0.4 -49.5±4.0 -13.6±4.1

100 278 2.1±0.01 11.4±1.0 -32.2±0.2 (-13.9) -88.5±0.4 11.0±3.0 43.2±3.0 0.63±0.02 -1.89±0.19

283 2.2±0.01 12.2±0.7 -33.0±0.1 (-14.0) -85.8±0.4 1.6±2.2 34.5±2.1

288 2.2±0.01 11.0±0.6 -33.3±0.1 (-13.9) -82.4±0.4 -7.9±1.4 25.6±1.4

293 2.2±0.01 10.9±0.5 -33.9±0.1 (-13.9) -78.6±0.4 -17.3±0.9 16.5±0.9

298 2.1±0.01 9.2±0.4 -34.0±0.1 (-13.7) -76.3±0.3 -26.7±1.2 7.3±1.2

303 2.0±0.01 7.6±0.4 -34.1±0.1 (-13.5) -72.2±0.4 -36.2±2.0 -2.1±2.0

310 1.9±0.01 5.0±0.2 -33.8±0.1 (-13.1) -69.1±0.4 -49.4±3.2 -15.5±3.2

125 278 2.1±0.01 6.2±0.4 -30.8±0.2 (-13.3) -88.0±0.3 -3.4±2.0 27.4±1.9 0.65±0.02 -1.11±0.12

283 2.1±0.01 5.9±0.2 -31.3±0.1 (-13.3) -85.6±0.2 -9.0±1.4 22.3±1.4

288 2.0±0.01 5.5±0.1 -31.6±0.1 (-13.2) -81.4±0.2 -14.6±0.9 17.1±0.9

293 2.0±0.01 4.9±0.1 -31.9±0.1 (-13.1) -78.3±0.2 -20.1±0.6 11.7±0.6

298 2.0±0.01 4.0±0.2 -31.9±0.1 (-12.9) -75.2±0.3 -26.7±0.8 6.3±0.8

303 1.9±0.01 3.4±0.2 -32.1±0.1 (-12.7) -72.5±0.4 -31.3±1.3 0.8±1.3

310 2.0±0.02 2.5±0.3 -32.0±0.3 (-12.4) -67.2±0.6 -39.1±2.1 -7.0±2.1

150 278 2.1±0.01 4.4±0.02 -30.1±0.1 (-13.0) -87.6±0.2 -3.2±4.3 26.8±4.2 0.88±0.04 -1.47±0.27

283 2.1±0.01 4.0±0.09 -30.3±0.1 (-12.9) -84.2±0.2 -10.5±3.1 19.8±3.1

288 2.0±0.01 3.4±0.08 -30.5±0.1 (-12.7) -79.9±0.2 -17.9±1.9 12.8±2.0

293 2.0±0.01 3.2±0.1 -30.9±0.1 (-12.7) -75.2±0.3 -25.2±1.3 5.6±1.3

298 1.9±0.01 2.6±0.1 -30.9±0.1 (-12.5) -71.0±0.4 -32.3±1.7 -1.7±1.7

303 2.0±0.01 2.1±0.1 -30.9±0.1 (-12.3) -64.0±0.4 -39.9±2.8 -9.1±2.8

310 1.9±0.01 1.3±0.07 -30.4±0.1 (-11.8) -60.9±0.5 -50.2±4.5 -19.9±4.6

be monitored by computer simulations16 and the results agree with experiments (see SI).

Since cci equals to 0.96 M at 310 K for dPGS-G2,24 Eq. 1 predicts ∆Gci at 25 mM salt

concentration to be -9.8 kBT . It hence presents a major contribution in the total binding

free enthalpy. The solid lines in Fig. 4 referring to di�erent temperatures are approximately
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FIG. 4. The dependence of binding constant on salt concentration for three di�erent temperatures.

The number of released counterions ∆Nci from the slope of these lines �tted according to Eq. 2 is

2.5±0.1 at 278 K, 2.6±0.1 at 293 K, and 2.7±0.1 at 310 K in phosphate bu�er. ∆Nci measured in

MOPS bu�er at 310 K was 3.1±0.1.16

parallel so the number of released counterions does not depend on temperature within the

limits of error. It thus demonstrates that counterion-release does not contribute to the heat

capacity ∆Cp on this level of approximation.

In addition to counterion-release, there is a Debye-Hückel (DH) attraction ∆Gele between

dPGS and the bound lysozyme. Moreover, there is an electrostatic repulsion between bound

proteins. Considering all the charged beads individually, the pairwise charge-charge inter-

action on the Debye-Hückel level was determined by computer simulation.16 The resultant

overall electrostatic interaction between lysozyme and dPGS-G2 decreases slightly with the

number of bound proteins. For the �rst three bound proteins at cs=10 mM, the attraction

was found similar to be -26 kJ/mol (-10 kBT ) (see Fig. 2D in ref.16).

Steric repulsion between the bound lysozymes enters as a third term. This packing penalty

is non-existent for the �rst uptake and positive for the subsequent proteins. It becomes a

limiting factor when the packing of the proteins leads to a more or less full coverage of the

surface. For the situation encountered for G2 where 4 lysozymes are bound, simulations

showed this term to be of minor importance.16

The �ndings above lead to the conclusion that the binding free enthalpy of subsequent

lysozymes is not a constant but decreases with the number of bound proteins. The Langmuir

model which is the basis of the SSIS �tting, on the other hand, assumes that each bound

11



protein is attached independently and the free enthalpy of binding is equivalent for all bound

proteins.
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FIG. 5. The potential of mean force (PMF) curves βVi for the complexation between dPGS-G2 and

lysozyme versus the dPGS-lysozyme center of mass distance r. Vi is in the unit of kBT (β = 1/kBT ).

The binding coordination number i ranges from 1 to 4 as indicated in the graph. The simulation

was done at T = 293 K and salt concentration cs = 25 mM (lower panel) and 150 mM (upper

panel).

To elucidate the cooperativity in a multivalent binding, we measured the complexation of

lysozyme with dPGS-G2 for di�erent coordination numbers i by MD simulations. Fig. 5

shows the PMF pro�le at 293 K and two salt concentrations. The respective local minimum

reveals the binding distance rb and binding free enthalpy ∆Gsim
b at the given coordination

number. The complexation between dPGS and the �rst bound lysozyme is purely driven by

electrostatic e�ects with a binding free enthalpy -27 kBT at 10 mM salt (see the discussion

of Fig. 2C in ref.16). The magnitude of ∆Gsim
b decreases with i, which indicates a negative

cooperativity caused by electrostatic repulsion and steric hindrance.

To account for this negative cooperativity, we recently developed a new way of comparing

∆Gb between the simulation and the ∆G0 stemming from ITC experiments:16 In canonical

12



simulations, the concentration cbound of bound and non-interacting ligands follows as16

cbound =
i

Vb
= cfree exp(−β∆Gb), (3)

where cfree is the concentration of free (unbound) ligands and Vb refers to the e�ective volume

in which the bound ligands are con�ned. ∆Gb de�nes the transfer free enthalpy from bulk

to the bound state, which can be taken directly from the minimum of the PMF pro�le.16 We

now assume that the binding complex consists of i lysozyme ligands bound in a shell on the

surface of dPGS which are idealized as sphere. Hence, the binding volume Vb = 4π(rb)2δb.

We take the binding distance rb = 2.5 nm at saturation together with the thickness of the

spherical binding shell δb = 1 nm.

In the Langmuir model used for the evaluation of the experiments the protein coverage θ is

de�ned as
θ =

i

N
= cfreeKb(1 − θ), (4)

with Kb = v0 exp(−β∆Go) the binding constant related to the Langmuir binding enthalpy

∆Go in Table III. Here the volume prefactor v0 is de�ned to be 1 liter/mol. Combination

of Eq. 3 with 4 leads to the "simulation-referenced" Langmuir free enthalpy by

∆GITC
b = ∆Go − kBT ln(1 − θ∗) − kBT ln(v0N/Vb), (5)

which leads to a direct comparison between the experimental ITC-curves and the simulations

discussed previously.16 The degree of coverage θ∗ is obtained from the in�ection point of the

ITC-isotherms where n(Lys)/n(dPGS) = N and is smaller than unity.16

We apply this method to the present data and �nd θ∗ at four di�erent conditions (see SI).

∆GITC
b at the in�ection point can then be calculated with Eq. 5 and compared to ∆Gsim

b in

Fig. 6. We �nd a full agreement between simulation and ITC experiment for all conditions.

Thus, the experimental results can be rationalized very well in terms of the simulations.

It is interesting to note that the data taken at higher salt concentration exhibit a much lower

dependence on θ (squares in Fig. 6) than the ones obtained for lower salt concentrations

(circles). This means that the binding a�nity at cs = 150 mM shows much weaker negative

cooperativity, which can be traced back to the weaker DH interaction in the presence of more

salt. At the same time, the simulations con�rm a weak dependence of ∆Go on temperature

consistent with the experimental data.

A meaningful comparison of ∆Go measured at di�erent conditions requires that θ∗ remains

constant under all conditions. Table III shows that the number N of bound lysozymes mea-

sured for a given salt concentration does not depend on temperature. Therefore the present

13
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FIG. 6. The binding free enthalpy ∆Gsim
b versus the protein coverage θ = i/N sim, where i is the

binding coordination number and N sim is the binding stoichiometry from simulations. ∆Gsim
b by

simulations at di�erent conditions are depicted by the empty symbols. These results are compared

with the "simulation-referenced" Langmuir free enthalpy ∆GITC
b according to Eq. 5 at θ∗, denoted

by the �lled points.

set of data can be used to discuss the dependence on temperature without restrictions. There

are small changes of N for a given temperature when going from low salt concentrations

to higher ones. however, this change can be disregarded in good approximation. Hence,

the data gathered in Table III allow us to discuss the dependence of ∆Go both on salt

concentration and temperature which is done in the following.

B. Enthalpy-entropy compensation

As discussed above, the accuracy of the obtained ∆Go is fully su�cient for a meaningful anal-

ysis of the dependence on T . Previous work on complex formation of proteins with nucleic

acids has clearly revealed that the binding enthalpy depends markedly on temperature,10,11

which shows that the heat capacity change ∆Cp is of appreciable magnitude. Therefore the

binding free enthalpy must be rendered in terms of the nonlinear van't Ho� relation10,40

∆Go = −RT lnKb

= ∆HvH,ref − T∆SvH,ref + ∆Cp,vH[(T − Tref) − T ln(
T

Tref
)],

(6)

where ∆HvH,ref and ∆SvH,ref are the binding enthalpy and entropy, respectively, at a given

reference temperature Tref .
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FIG. 7. Nonlinear van't Ho� analysis for dPGS-Lys complexation at di�erent ionic strengths

according to Eq. 6: 25 mM (•), 50 mM (N), 75 mM (H), 100 mM (J), 125 mM (I), 150 mM (�).

The counterion-release entropy gain ∆Gci is calculated with ∆Nci according to Eq. 1.

The analysis of the data shown in Fig. 7 according to Eq. 6 is done as follows: The given

temperature is chosen as reference temperature Tref and the corresponding binding enthalpy

∆HvH,ref , entropy ∆SvH,ref , and heat capacity change ∆Cp,vH are obtained as �t parameters.

This procedure is done for all temperatures under consideration here. The values ∆HvH,

∆SvH and ∆Cp,vH obtained for all temperatures by this �t are listed in Table III. Here

∆Cp,vH has been treated as a freely �oating parameter but the �t results are constant for

each salt concentration.

The curvature in Fig. 7 which is due to the heat capacity ∆Cp,vH of appreciable magnitude is

similar and the data are of su�cient precision to determine this quantity. ∆Cp,vH is constant

in this range of temperature and approximately -2 kJ/(mol K) for all the ionic strengths.

Both ∆HvH and ∆SvH change strongly with temperature whereas ∆Go is nearly a constant.

This insensitivity of ∆Go to T necessarily leads to a marked enthalpy-entropy compensation

considering a large ∆Cp,vH.

Fig. 7 also contains the part ∆Gci calculated for 25mM and 150 mM salt by Eq. 1. The

magnitude of ∆Gci varies linearly with temperature, which is obvious from Eq. 1: ∆Sci =

∆NcikBln(cci/cs) does not depend on T if one disregards small change of cci with temperature.

The di�erence between ∆Gci and ∆Go is mainly due to the electrostatic interaction ∆Gele

as discussed above and in ref.16. At constant temperature e.g. 293 K, this electrostatic part

can be read o� to be -19 kJ/mol at both 25 mM and 150 mM salt from Fig. 7. It does
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FIG. 8. The entropic (T∆SvH,black) and enthalpic (∆HvH,red) contributions in total binding free

enthalpy (∆Go,blue) at di�erent ionic strengths. The calorimetric enthalpy ∆HITC (dashed red) is

plotted as a comparison to ∆HvH.

not vanish with added salt as expected for a simple DH-interaction. Thus, the analytical

modeling of the electostatic interaction between the protein adhering directly to the dendritic

polyelectrolyte requires a more detailed decription containing higher order multipole terms.

It should be noted, however, that the simulation carries along all necessary contributions

since it fully agrees with the experimental data.

Fig. 8 depicts the entropic and enthalpic contributions in the total binding free enthalpy at all

ionic strengths. It demonstrates directly the entropy-enthalpy compensation (EEC). ∆HvH

and ∆SvH may even change sign in several cases in Fig. 8 whereas ∆Go depends much

weaker on temperature. It is thus evident that the EEC is leading to a nearly constant

free enthalpy of binding since ∆HvH and T∆SvH run strictly parallel within the present

window of temperature. Thus, for the present system the enthalpic and entropic changes

with temperature due to hydration seem to cancel out each other nearly completely. In

general, EEC is a commonly observed phenomenon for binding of polyelectrolytes with

proteins30,31,41. This e�ect has widely frustrated the use of thermodynamic data for drug

design.14. The present discussion underscores this problem and accentuates that one should

strive to calculate ∆Go rather than enthalpic or entropic contributions individually.

16



Fig. 8 shows clearly that ∆HvH deviates markedly from the directly measured ∆HITC, which

is di�erent from the dPGS-HSA binding system in our previous study.28 It is well-known

that ∆HITC measured directly in the calorimetry experiment need not agree with the binding

enthalpy ∆HvH.
14,40,42�44 Explanations for this �nding are based on the fact that ∆HITC may

also contain contributions of linked equilibria such as ionization or conformational changes

of the protein or ligand. The next section will discuss the measured enthalpy in more detail.

C. Binding enthalpy versus calorimetric enthalpy

TABLE IV. Enthalpy contributions of linked equilibria for dPGS-Lys complexation in phosphate

bu�er at 310 K. ∆HMOPS∗
ITC is taken from previous measurements16. According to ref38, the dis-

sociation enthalpy ∆Ho
ion,MOPS and ∆Ho

ion,phos are 22.67 kJ/mol and 2.88 kJ/mol, respectively,

at 310 K neglecting the salt dependence. ∆nH+ can then be obtained according to Eq. 10 and

∆Hion = ∆nH+∆Ho
ion,phos in phosphate bu�er. ∆Hprot is calculated with Eq. 8. The protona-

tion enthalpy ∆Ho
prot for arginine and lysine is -46 kJ/mol according to the literature.45 Thus, the

protonation enthalpy in this system can be calculated according to ∆H∗
prot = ∆nH+∆Ho

prot.

cs ∆Hphos
ITC ∆HMOPS∗

ITC ∆nH+ ∆Hion ∆Hprot ∆H∗
prot

[mM] [kJ/mol] [kJ/mol] [kJ/mol] [kJ/mol] [kJ/mol]

25 -77.7±0.5 -65.4±0.4 0.62±0.03 1.8±0.1 -44.7±12.5 -29

50 -74.9±0.2 -65.2±0.2 0.49±0.02 1.4±0.1 -24.1±4.9 -23

75 -75.1±0.4 -66.4±0.3 0.44±0.03 1.3±0.1 -26.9±3.7 -20

100 -69.1±0.4 -64.6±0.3 0.22±0.02 0.6±0.1 -20.3±2.9 -10

125 -67.2±0.6 -60.0±0.2 0.36±0.03 1.0±0.1 -29.±1.6 -17

150 -60.9±0.5 -56.7±0.5 0.21±0.04 0.6±0.1 -11.3±4.1 -10

The directly measured ∆HITC rises with both temperature and salt concentration (see Ta-

ble III). Fig. 9 displays ∆HITC as the function of temperature at di�erent salt concentrations.

In general, the linear dependence of enthalpy ∆HITC on temperature corresponds to a heat

capacity change ∆Cp,ITC as

∆HITC = ∆HITC,0 + ∆Cp,ITC(T − T0). (7)

The exothermic process is accompanied with a positive heat capacity change (see Fig. 9). No-

tably, ∆Cp,ITC increases with salt concentration similar to �ndings made for a protein-DNA

binding system46. The value increases with ionic strength thus suggesting an exothermic

17



process that is repressed by ions (see the discussion of this point in ref.46). Compared to

∆Cp,ITC, the intrinsic part ∆Cp,vH has opposite sign and does not depend on ionic strength

within the limits of error. This is indicative of linked equilibria that compensate ∆Cp,vH

and gives overall positive ∆Cp,ITC.
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FIG. 9. The temperature dependence of calorimetric enthalpy for dPGS-Lys complexation at

di�erent ionic strengths. The heat capacity change according to ITC experiments can be derived

from the slope. ∆Cp,ITC increases monotonically from 0.22±0.02 kJ/(mol K) at cs=25mM to

0.88±0.04 kJ/(mol K) at cs=150 mM.

According to Kozlov and Lohman, the observed enthalpy change by calorimetry can be split

up into several contributions as12

∆HITC = ∆HvH + ∆Hprot + ∆Hion. (8)

Thus, the calorimetric enthalpy contains the binding enthalpy ∆HvH, the protonation en-

thalpy of free or bound protein/ligand ∆Hprot, and the ionization (deprotonation) enthalpy

of the bu�er ∆Hion = ∆nH+∆Ho
ion with positive ∆nH+ being the number of protons sup-

plied by the bu�er. ∆Ho
ion is the molar enthalpy of bu�er deprotonation. Similarly, the

temperature dependence gives the observed ∆Cp,ITC as12

∆Cp,ITC = ∆Cp,vH + ∆Cp,prot + ∆Cp,ion. (9)

Here ∆Cp,vH is due to binding. The electrostatic contribution to ∆Cp is relatively small.47

The hydration or dehydration of nonpolar and polar solute gives large heat capacity change

with di�erent signs.48
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Binding experiments done in two di�erent bu�er solutions with distinguishable ∆Ho
ion allow

us to calculate the caloric e�ect of bu�er ionization since the �rst two terms at the right

side of Eq. 8 remain unchanged. Here we compare the measured ∆HITC in MOPS obtained

previously at 310 K and di�erent ionic strengths16 and phosphate bu�er done here. From

these data the number of released protons at 310 K can be derived as

∆nH+ =
∆HMOPS

ITC − ∆Hphos
ITC

∆Ho
ion,MOPS − ∆Ho

ion,phos

. (10)

The bu�er ionization enthalpies for dPGS-Lys interaction at 310 K in phosphate bu�er are

summarized in Table IV taking the data obtained with the MOPS bu�er as reference.16

∆nH+ protons are released from the bu�er and it decreases with salt concentration. The

positive ionization enthalpy thus decreases with salt and is relatively small. Then the large

discrepancy between ∆HITC and ∆HvH must be traced back to a negative ∆Hprot. The

protonation enthalpy can also be estimated with ∆nH+ and given ∆Ho
prot, however, it de-

pends on the species of amino acid.45 Here we roughly estimate the protonation enthalpy

with ∆Ho
prot of lysine and arginine from the literature.45 The values in Table IV are in a

comparable range with the calculation according to Eq. 8, which indicates that positive

residues at the binding site may be protonated and the protonation brings a large negative

contribution to the measured enthalpy.

It should be kept in mind that the binding of several lysozyme molecules to a single dPGS is

characterized by a notable negative cooperativity, in particular when the binding takes place

at low ionic strength. This could be see directly from simulations and from inspection of

Fig. 6. Hence, all thermodynamic quantities will depend on the number of bound lysozymes

and refer to the situation where θ = θ∗, that is, near the in�ection point of the ITC titration

curve. The measured enthalpy ∆HITC, on the other hand, derives from the ITC-isotherm at

low degree of coverage θ. Therefore ∆HITC is expected to be larger in magnitude in cases

where negative cooperativity comes into play.

IV. CONCLUSION

We presented a systematic thermodynamic study on complexation of dPGS-G2 with

lysozyme. In particular, we measured the dependence of the binding constant on temperature

and ionic strength. The dependence on salt concentration clearly revealed counterion-release

19



as driving force while the dependence on temperature demonstrated strong enthalpy-entropy

compensation. Together with the simulation work on the dPGS-lysozyme binding, the

present thermodynamic analysis shows that the enthalpic and the entropic contributions

compensate each other over the entire range of temperature to give a nearly constant ∆Go

driven solely by electrostatic factors. Hence, in case of the present hydrophilic dendritic sys-

tem the driving force, namely counterion-release with electrostatic attraction, is responsible

for binding while all contributions due to hydration cancel out in good approximation.
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FIG. 1. The salt dependence of binding constant for dPGS-Lys interaction at di�erent temperatures.

The number of released counterions ∆Nci is 2.5±0.1, 2.7±0.1, 2.7±0.1, and 2.5±0.1 for 283 K, 288

K, 298 K, and 303 K, respectively.
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FIG. 2. The decrease of condensed counterions ∆N(r) on the dPGS surface upon binding with

lysozyme according to computer simulations. r denotes the center-of-mass distance between dPGS

and the �rst bound lysozyme. The number of released counterions can be read o� at the distance

rb found with the bound state (dashed lines). ∆N(rb) is 3.0 at rb=2.0 nm, and 2.5 at rb = 2.5 nm.
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FIG. 3. The protein coverage θ as a function of the molar ratio n(Lys)/n(dPGS) in ITC measure-

ments at di�erent ionic strengths and temperatures. θ are plotted according to previous deviations

(see the SI in ref.1). Each dashed line denotes the in�ection point (binding number N) in the

respective ITC isotherm. The intersection points with θ refer to the coverage θ∗ at the in�ection

points.
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The interaction between proteins and polyelectrolytes has been studied intensively

before. Most subjects are low-molecular-weight drug agents, biomolecules, and synthetic

nanoparticles. The research on dendritic polyelectrolytes binding with proteins is

mainly focused on polyamidoamine, however, some results show that it disturbs the

secondary structure of the protein, which complicates the deviation of the binding affinity.

Moreover, its binding mechanism with proteins is not clear until now. Thus a deep

understanding of the driving forces for protein binding is of urgent demand. dPGS has

high anti-inflammatory potential due to specific binding with L- and P-selectins. It has

been explored in different areas of bioapplications such as therapeutics, diagnostics,

and drug delivery. It is essential to study its interaction with native molecules, highly

importantly proteins before further applications in vivo. Hence, dPGS was set as a model

for dendritic polyelectrolyte to provide insight into the protein binding mechanism of

the same sort.

Thermodynamic properties of protein complexation are important information for

rational design of polyelectrolyte drug agents and carriers. The binding affinity and heat

effect are most concerned properties. Here the interaction between dPGS and two model

proteins, i.e. HSA and lysozyme were investigated by isothermal titration calorimetry

combined with computer simulation. The two proteins are oppositely charged thus

providing a good comparison in terms of electrostatic interaction. ITC is a powerful

technique that reveals the stoichiometry, binding constant, and overall enthalpy change.

Other quantities including binding free energy, heat capacity change, binding enthalpy,

and binding entropy can also be derived accordingly. By varying the measuring condition,

the dependence of all thermodynamic parameters on different factors gives indication

on the determinants of the binding affinity and heat signal.

HSA with a net charge of -14 e at pH 7.4 is the most abundant serum protein and

thus should be the first concern with dPGS. We measured the interaction with variants:

temperature, ionic strength, and polymer size by ITC. Notably, the secondary structure

of HSA in the presence of dPGS-G2 remained stable according to circular dichroism.

Thus conformational change was ruled out in the contribution to the binding affinity.

At 310 K and 150 mM ionic strength, the heat signal was too weak to be detected by
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ITC. Molecular dynamics simulation also obtained very low affinity of -3.7 kBT , which

demonstrated that dPGS barely bound with HSA at physiological condition. At low salt

concentration cs=25 mM, dPGS bound to the positive site Sudlow II on HSA and the

stoichiometry increased with polymer size. Namely, dPGS-G2, -G4, and -G5.5 absorbed

1, 2, and 4 proteins, respectively. The binding constant Kb decreased from 105 M−1 for

-G2 to 103 M−1 for -G5.5 due to increasing electrostatic repulsion with polymer size.

Interestingly, the measured enthalpy by ITC increased dramatically from negative to

positive with temperature. All three dPGS-HSA complexes showed a large heat capacity

change ∆Cp,cal of ∼8 kJ/(mol K). On the contrary, the binding free energy was stable

with temperature. MD simulation with implicit water obtained comparable binding

affinities for dPGS-G2 and the temperature dependence was again weak. The good

agreement between experiments and simulations demonstrated that the binding was

totally governed by electrostatics. Hydration effects had no contribution. Furthermore,

ITC measured the binding constant Kb of dPGS-G2 at different ionic strengths. Kb

decreased with salt, which followed the Record-Lohman relation, and thus led to the

strength of counterion-release. ca. 4 released counterions brought an entropy gain to

the system, which was the major part of electrostatic contributions to the binding free

energy. The effect of counterion-release was temperature-independent, thus the binding

free energy was slightly changed with temperature. Its temperature dependence led to

binding enthalpy and entropy via the van’t Hoff analysis. Both quantities changed largely

with temperature and the corresponding heat capacity change ∆Cp,vH was of the similar

magnitude (∼6 kJ/(mol K)) with ITC result. Hence, the enthalpy-entropy compensation

in our system was strong and practically total. All hydration contributions to the enthalpy

were canceled out by a concomitant entropy contribution with the opposite sign.

Lysozyme with a net charge of +8 e at pH 7.4 is a good comparison to the negative

HSA. Besides, its spherical shape and low molecular weight makes it easier for coarse-

grained simulation and even atomistic simulation. The interaction between lysozyme

and dPGS-G2, -G4, -G4.5, -G5.5 were investigated in MOPS buffer at 310 K by ITC.

The binding number increased with polymer size as in the case of HSA. The binding

constant was much higher than HSA due to electrostatic attraction. Surprisingly, Kb for

all the dPGS at 10 mM ionic strength were in the similar scale of 108 M−1 according

to experiments. Measurements on the electrophoretic mobility of dPGS showed that
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the surface potential was stable even with increasing size and total charge. The binding

affinities obtained by MD simulation agreed with the experimental results. Hence,

for this hydrophilic polyelectrolyte electrostatic factors were responsible for binding

while no hydrophobic contributions were involved. Kb for dPGS-G2 at different ionic

strengths was measured, and the number of released counterions ∆nci was obtained to be

∼3 which agreed with MD simulations. The corresponding entropy gain occupied more

than 60% of the total free energy of binding. MD simulations demonstrated that Coulomb

interaction provided the rest driving force. ∆nci for other dPGS were also obtained by

simulation. We found that for higher generations the entropy gain of counterion-release

was also the dominant driving force for binding. The Gibbs free energy of binding

weakly depended on polymer size (total charge) mainly due to two reasons: on the one

hand, the effective charge density of dPGS renormalized by counterion condensation was

stable for all dPGS, which led to a weak size dependence of the Coulomb interaction. On

the other hand, the number of released ions only depended on the protein binding site so

that the corresponding entropy gain was similar for dPGS of different sizes. The binding

affinity of dPGS to L- and E-selectins was then compared in simulations. L-selectin

with positive patch bound to dPGS with high affinity. Weak generation dependence of

the Gibbs free energy was found and counterion-release entropy was again the major

driving force. Besides, the coarse-grained simulation and atomistic simulation gave the

same number of released ions and complex structure. E-selectin without positive patch

did not bind with dPGS. With that, the selectivity on selectins and binding mechanism

of dPGS was fully understood.

Then a systematic thermodynamic study was performed on the complexation of

dPGS-G2 with lysozyme. The part above was done at a single temperature. Here the

interaction was focused on one polymer and performed at six different ionic strengths

each with seven temperatures. The aim was to discriminate the role of electrostatics

from hydration effects at various conditions. Phosphate buffer was chosen so that the pH

was stable with temperature. The salt dependence of Kb revealed the number of released

counterions ∆nci ∼3 the same as in MOPS. ∆nci was found independent of temperature

so that the entropy gain had a linear and weak dependence on T . At all the measured

ionic strengths from 25 mM to 150 mM, the Gibbs free energy changed weakly with

temperature. Van’t Hoff analysis gave the binding enthalpy and entropy, which varied
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largely with T showing strong enthalpy-entropy compensation over the entire range

of salt concentrations. Different from HSA, here the heat capacity change ∆Cp,vH was

negative and ∆Cp,cal was measured to be positive. Accordingly, the binding enthalpy

∆HvH deviated largely from the calorimetric ∆Hcal indicating linked heat effects apart

from binding. Combining the results from last part in MOPS buffer, ∆Hcal measured

in two buffer solutions with different dissociation enthalpies indicated the occurrence

of buffer deprotonation. Concomitantly, the released protons by the buffer were taken

by protein residues at the binding site. The derived heat of protein protonation was in

the similar magnitude as reported in literature, which demonstrated the contributions of

linked equilibria in the measured overall enthalpy as well as heat capacity change.

In summary, we demonstrated that in the studied range of temperature and ionic

strength the complexation of the two proteins with highly charged dendritic polyglycerol

sulfate was wholly driven by electrostatics. The binding affinity was mainly determined

by the released counterions of dPGS from the binding interface. dPGS did not disturb

the structure of the protein so that conformational change was not involved in the binding

mechanism. Hydration effects contributed to binding enthalpy and entropy, but they

compensated each other and had no contribution in the Gibbs free energy. Linked

equilibria in the binding mixture such as buffer/protein deprotonation/protonation also

contributed to the overall heat effect, therefore the calorimetric enthalpy should not be

taken as a measure for the strength of complexation.

Electrostatic interaction and hydrophobic interaction are regarded as the major driv-

ing forces for protein-polyelectrolyte binding. Experiments at various ionic strength and

temperature estimate the role of electrostatics and water molecules in the thermodynamic

properties. By the combination of ITC experiments with computer simulations, it is

allowed to compare the contribution of electrostatics to the total free energy of binding

and also give the complex structure. Thus, it is sufficient to reveal the binding mecha-

nism with this approach. For our dPGS system and other structures where electrostatics

is the driving force, computer simulation can be further applied to predict their binding

affinity with related meaningful proteins for the sake of time and cost.

The conclusions here give insight to drug design of polyelectrolytes. Yet many

questions are not fully resolved. The hydrophobicity of protein binding site is a crucial

factor for the binding enthalpy and enthalpy-entropy compensation, whereas the hydra-
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tion/dehydration of the residues is not clear yet. Accurate information can be obtained by

atomistic simulation with explicit water, however, it is time-consuming to simulate big

molecules in the box with water and the calculation of hydration/dehydration enthalpy is

still under debate. Also the application of conclusions from this work to other drugs than

highly charged hydrophilic agents requires further consideration. The dPGS used here

were fully sulfated, while it is possible to prepare with different sulfation degrees for

other applications. The influence of charge density on the concentration of condensed

counterions and the effective charge of the polymer should be carefully considered for

binding. Moreover, hydrophobic effect may become one of the driving forces for other

dPGS derivatives and dendrimers with a hydrophobic scaffold.
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Here we investigate the interaction between proteins and dendritic polyglycerol sulfate

with anti-inflammatory potential by ITC. The thermodynamic parameters of the complex-

ation were measured to reveal the driving forces by varying temperature, ionic strength,

and polymer size. Firstly, the binding enthalpy and entropy between human serum

albumin and dPGS changed drastically with temperature without evident disturbance

of the secondary structure. ITC experiments and MD simulations with implicit water

agreed on the binding affinity, which demonstrated that the binding was totally governed

by electrostatics, mainly, counterion-release. Thus the binding affinity was stable with

temperature accompanied by strong enthalpy-entropy compensation.

Secondly, lysozyme with positive net charge showed high binding affinity to dPGS at

low salt concentration. The binding number increased with the polymer size, whereas the

binding affinity showed only a weak dependence due to similar effective charge densities

of different dPGS renormalized by counterion condensation. Here again the binding

was driven by electrostatics, mainly by counterion-release and the number of released

ions determined by the interface at the protein binding site increased very slightly

with the polymer size. The binding mechanism was found the same for dPGS with

L-selectin. The number of released counterions was temperature-independent, thus the

corresponding entropy gain increased slightly with temperature. The binding enthalpy

was found largely different from the calorimetric enthalpy due to linked equilibria, i.e.

buffer ionization and protein protonation, which contributed to the observed overall

enthalpy and heat capacity change.

In all, this work demonstrated that the binding of hydrophilic dPGS with two different

proteins was purely driven by electrostatics. Counterion-release from the dPGS surface

was the major driving force. Hydration effects brought change to the binding enthalpy

and entropy at different conditions; however, they compensated each other and thus did

not contribute to the Gibbs free energy of binding. The discrepancy between the binding

enthalpy and measured calorimetric enthalpy was originated from the linked equilibria

in the binding mixture.
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In dieser Arbeit wurde die Interaktion zwischen Proteinen und dendritischem poly

glycerinsulfat mit entzündungshemmendem Potential mittels ITC untersucht. Die ther-

modynamischen Eigenschaften der Bindungskomplexe wurden durch Variation der

Temperatur, Ionenstärke und Polymergröße bestimmt, um die Triebkräfte zu identi-

fizieren. Dabei ändern sich zunächst Bindungsenthalpie und -entropie von dPGS zu

Humanalbumin sehr stark mit der Temperatur ohne sichtbare Störung der Sekundärstruk-

tur. Die mittels ITC bestimmte freie Bindungsenergie stimmt hierbei mit der durch MD

Simulation unter Einbezug von Wasser ermittelten öberein. Dies zeigt, dass die Bindung

von elektrostatischen Effekten, hauptsächlich von der Freisetzung von Gegenionen,

bestimmt wird. Folglich ist die freie Bindungsenergie gegen die Temperatur konstant,

begleitet von starken Enthalpie-Entropie Kompensation.

Des Weiteren zeigt Lysozym mit positiver Nettoladung eine hohe Bindungsaffinität

zu dPGS bei niedrigen Salzkonzentrationen. Die Koordinationszahl steigt mit der Poly-

mergröße, während die freie Bindungsenergie nur eine schwache Abhängigkeit zeigt.

Grund hierfür ist die Kondensation der Gegenionen auf den dPGS-Molekülen, die zu

eine vergleichbaren Oberflächenladungsdichte bei allen Generationen führt. Auch hier

wurde die Bindung durch Elektrostatik dominiert, hauptsächlich durch Freisetzung von

Gegenionen und weil die Anzahl freigesetzter Ionen, die durch die Grenzfläche an der

Bindungsstelle des Proteins bestimmt wird, sich mit der Polymergröße leicht erhöht. Für

dPGS mit L-Selektin konnte hierbei derselbe Bindungsmechanismus identifiziert werden.

Die Anzahl freigesetzter Gegenionen ist nicht temperaturabhängig, wodurch sich der

zugehörige Entropiegewinn mit der Temperatur leicht erhöht. Wegen der gekoppelten

Gleichgewichte, d.h. wegen der Ionisierung des Puffers und der Protonierung des Pro-

teins, welche zur beobachteten Gesamtenthalpie und zur Änderung der Wärmekapazität

beitragen, weicht die Bindungsenthalpie stark von der kalorimetrischen Enthalpie ab.

Zusammengefasst konnte gezeigt werden, dass die Bindung von hydrophilem dPGS

mit zwei Proteinen rein elektrostatischer Natur ist. Dabei war die Freisetzung von

Gegenionen von der dPGS Oberfläche die vorherrschende Triebkraft. Die Bindungsen-

thalpie und –entropie variiert aufgrund von Hydratationseffekten unter verschiedenen

Bedingungen; dabei kompensieren sich jedoch die Änderungen von Enthalpie und
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Entropie und tragen deshalb nicht zur freien Bindungsenergie bei. Die Diskrepanz

zwischen Bindungsenthalpie und kalorimetrisch gemessener Enthalpie ergibt sich aus

den gekoppelten Gleichgewichten in der Bindungsmischung.
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