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The conventional theory of hydrodynamics describes the evolution in time of chaotic many-particle
systems from local to global equilibrium. In a quantum integrable system, local equilibrium is
characterized by a local generalized Gibbs ensemble or equivalently a local distribution of pseudo-
momenta. We study time evolution from local equilibria in such models by solving a certain kinetic
equation, the “Bethe-Boltzmann” equation satisfied by the local pseudo-momentum density. Explicit
comparison with density matrix renormalization group time evolution of a thermal expansion in the
XXZ model shows that hydrodynamical predictions from smooth initial conditions can be remarkably
accurate, even for small system sizes. Solutions are also obtained in the Lieb-Liniger model for free
expansion into vacuum and collisions between clouds of particles, which model experiments on
ultracold one-dimensional Bose gases.

Introduction. Understanding the dynamics of inter-
acting, many-body quantum systems far from equilib-
rium remains one of the most challenging problems in
modern physics. In recent decades, this problem has
taken on a new urgency thanks to rapid progress in the
experimental construction of ultracold atomic systems.
The tools available for strongly non-equilibrium dynam-
ics with non-uniform initial conditions, even in integrable
models whose equilibrium properties can be calculated
exactly, have been restricted to low temperature and con-
formal invariance [1, 2], to specific quantities [3], or to
long-time asymptotic behaviour [4–7]. Quantum inte-
grable models include experimentally relevant examples
like the Heisenberg antiferromagnet and the Lieb-Liniger
gas in one dimension. They possess extensively many
conserved quantities, which prevent them from thermal-
izing like generic ergodic systems and often result in bal-
listic transport properties.

The fact that integrable models can have unusual “gen-
eralized hydrodynamics” due to an infinite number of lo-
cal conservation laws was first understood in the context
of classical particle systems [8, 9]. This stands in contrast
to conventional hydrodynamics, which describes trans-
port of only three conserved quantities, namely mass,
momentum, and energy. The generalized hydrodynamics
of quantum integrable models was developed recently in
studies of the non-equilibrium steady state [1–3, 10–19]
that is established at the junction between two infinite
reservoirs [4, 5]. An important insight is that making a
local-density-type approximation for all local conserved
charges implies a conservation law at the level of the lo-
cal pseudo-momentum distribution. Thus in the context
of integrable models, the hydrodynamic equations imply
a fundamental “Bethe-Boltzmann equation”, which is an
inversion of the logic familiar from conventional statisti-
cal mechanics.

The completeness of this equation for the two-reservoir
steady state of the XXZ model, i.e., that the Bethe-
Boltzmann equation correctly captures the physics of un-
usual quasilocal conservation laws [20–25], was tested by
comparing hydrodynamic predictions to known results
for spin transport in the linear-response limit [7, 26]. It
was observed at the end of [7] that the ansatz for two
reservoirs introduced in Ref. [5] was actually valid to first
order in time for arbitrary smooth, locally equilibrated
initial conditions. Hydrodynamics in the two-reservoir
case is a function of only one variable (say x/t) because
of the absence of any length scale in the initial condi-
tion, and consequently a first-order solution is sufficient;
every other nontrivial initial condition yields dynamics
that is a function of two variables, space and time. The
present work builds on this earlier observation to develop
converged solutions for finite-time hydrodynamical evo-
lution from general smooth, locally equilibrated initial
conditions.

This allows us to make novel and detailed physical pre-
dictions for finite-time dynamics in a wide range of phys-
ical systems. For example, we obtain the first practical
hydrodynamic technique for the one-dimensional Bose
gas [27–32] that applies to arbitrary local GGE initial
conditions and takes into account the higher conserva-
tion laws of the underlying quantum system. This allows
us to obtain detailed profiles for the evolution of the Lieb-
Liniger gas from collision type initial conditions, which
could, in principle, be tested in the laboratory. At the
same time, our approach allows for a hydrodynamic de-
scription of finite-time spin dynamics in the XXZ chain,
in excellent agreement with results obtained from density
matrix renormalization group (DMRG) techniques [33–
37].

Bethe-Boltzmann equation. The Bethe-Boltzmann
equation is a hydrodynamic description of quantum in-
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tegrable systems [4, 5], which aims to capture non-
equilibrium dynamics in such systems using the ther-
modynamic Bethe ansatz (TBA) [38, 39]. The Bethe-
Boltzmann equation takes its simplest form for the Lieb-
Liniger interacting Bose gas, which was used in [4].
We briefly summarize the physical assumptions lead-
ing to this equation below, following the presentation
given in [7] for the XXZ chain. Thus consider a one-
dimensional Bose gas with delta-function interactions,
placed on a line of length L. This has Hamiltonian

H =

∫ L

0

dxΨ†
(
− ~2

2m
∇2 − µ

)
Ψ + cΨ†Ψ†ΨΨ, (1)

and the field operators satisfy canonical commutation
relations

[
Ψ†(x),Ψ(y)

]
= δ(x − y). It is useful to set

~ = 2m = 1. This system is called integrable for all val-
ues of the interaction strength c because every N -body
scattering process with N > 2 factorizes as the product of
two-body scattering processes. Integrability in this sense
is reflected by the existence of infinitely many conserved
charges. In a given macrostate of the Lieb-Liniger gas,
with occupied density of states ρk at pseudo-momentum
k, these can be written as Qn =

∫∞
−∞ dk ρkqn(k),with

qn(k) = kn/n and n = 0, 1, . . .. Let us now consider
evolution of the Lieb-Liniger gas from locally equilibrated
initial conditions; we assume that this is captured by
a spatio-temporally varying pseudo-momentum distribu-
tion ρk(x, t) [40]. This yields a spatio-temporal distribu-
tion of charge density, given by

Qn(x, t) =

∫ ∞
−∞

dk ρk(x, t)qn(k). (2)

We note that in order for this expression to be defined
(and indeed for the hydrodynamic approach as under-
stood in Refs. [4, 5] to be consistent for the Lieb-Liniger
gas), ρk(x, t) must decrease more rapidly in k than any
power of k, for all x and t [41]. Motivated by conservation
of Qn at the quantum mechanical level, let us postulate
the local conservation law

∂tQn(x, t) + ∂xJn(x, t) = 0. (3)

Surprisingly, the physically correct formula for Jn(x, t)
turns out to be given in terms of the quasiparticle veloc-
ity vk[ρ(x, t)] of collective excitations of the state with
pseudo-momentum distribution ρk(x, t), which is com-
plicated but known from TBA [42]; it has been found
that [4, 5]

Jn(x, t) =

∫ ∞
−∞

dk ρk(x, t)qn(k)vk[ρ(x, t)], (4)

in the hydrodynamic limit, which is connected to the
validity of earlier conjectures for the Drude weight [43].
Substituting this expression into Eq. (3) and appealing
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FIG. 1. Convergence of the method as dt → 0 for an ini-
tial Gaussian temperature profile given by (9) with β0 =
2.0, βM = 0.1 and L = 8 in the XXZ spin chain at ∆ = 1

2
.

The numerical solution at time t = 20 is rapidly converging
as dt is decreased, with dt ∼ 10 being already quite accurate.
Insets: top: relative error in total energy, showing energy
conservation as dt → 0. bottom: close-up of the main figure
showing convergence.

to completeness of conserved charges in integrable mod-
els, one deduces a conservation law for the local pseudo-
momentum distribution, given by

∂tρk(x, t) + ∂x(ρk(x, t)vk[ρ]) = 0. (5)

We call this the Bethe-Boltzmann equation, as it has
the structure of a dissipationless Boltzmann equation for
the occupied pseudo-momentum density. Intuitively, the
Bethe-Boltzmann equation has the meaning that “occu-
pied quantum numbers are locally conserved”. We em-
phasize that for integrable systems, the generalized hy-
drodynamic equations (3) imply the fundamental Bethe-
Boltzmann equation (5), in sharp contrast with the logic
familiar from conventional statistical mechanics.

Finite time scheme. In practice, it is useful to change
variables to the local Fermi factor ϑk(x, t), defined
as the ratio of occupied quantum numbers at pseudo-
momentum k. This yields the advection form of the
Bethe-Boltzmann equation [4, 5]

∂tϑk(x, t) + vk[ϑ̂]∂xϑk(x, t) = 0. (6)

Whereas this equation has so far only been used to an-
alyze self-similar non-equilibrium steady states whose
properties depend only on x/t, the purpose of this letter
is to illustrate how it can be solved efficiently at finite
time for arbitrary initial conditions. We propose a nu-
merical solution to Eq. (6), based on a backwards implicit
numerical scheme [7, 44] which for time step dt > 0, de-
termines ϑk(x, t) from ϑk(x, t−dt) via the implicit equa-
tion

ϑk(x, t) = ϑk(x− vk[ϑ̂(x, t)]dt, t− dt). (7)
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FIG. 2. Time evolution of energy density from various initial temperature profiles at t = 0 for the XXZ spin chain at ∆ = 1
2
.

Left: high temperature Gaussian initial state. Middle: low temperature Gaussian initial state. Right: two-reservoir setup with
temperatures β0 = 2, βM = 1 connected through a tanh(x/L) interpolation with L = 8. Inset: Energy current at x = 0 showing
the approach to a non-equilibrium steady state at long times.

This solves (6) up to order O(dt2). We emphasize that
the velocity in the right-hand side of Eq. (7) depends non-
linearly on the all of the Fermi factors at (x, t), making
Eq. (7) an implicit equation that can be solved by numer-
ical iteration. Details of our implementation are deferred
to the Supplemental Material [42]. Achieving conver-
gence of numerical schemes for non-linear conservation
laws in general, even in the low-dimensional setting, is
known to be difficult [45]. It is therefore remarkable
that the above scheme, applied to an extremely high-
dimensional system [46], converges at all. Moreover, the
scheme (7) is found to converge quickly as dt → 0, so
that one can obtain accurate results even for large time
steps dt. From the solution of Eq. (6), one can readily
compute physical quantities of interest (such as charge
and current densities) using Eqs. (2) and (4).

We note that in general, non-linear systems of equa-
tions of conservation type (5) or advection type (6) are
difficult to understand analytically, because of the possi-
bility of shock formation from smooth initial conditions.
From the viewpoint of mathematical rigour, the conserva-
tion form (5) is better defined, but existing analytical [47]
methods for understanding conservation laws have lit-
tle practical utility in the present high-dimensional limit.
Ordinarily, one can make little analytical progress with
non-linear advection equations. However, somewhat sur-
prisingly, the advection form (6) lies in a special class of
such systems which are possible to understand analyti-
cally. These are the “semi-Hamiltonian” or “rich” sys-
tems of hydrodynamic type [48–51], and possess several
interesting geometrical properties related to integrability
(see Supplemental Material [42]).

Hydrodynamics for the XXZ Spin Chain. The Bethe-
Boltzmann formalism can be extended to study non-
equilibrium dynamics and transport in any integrable
system or integrable quantum field theory. A particu-
larly interesting example is provided by the spin-1/2 XXZ

chain with Hamiltonian

H = J
∑
j

Sxj S
x
j+1 + Syj S

y
j+1 + ∆Szj S

z
j+1, (8)

where predictions from hydrodynamics can be compared
to density matrix renormalization group (DMRG) re-
sults [33, 34]. Here, we set the coupling to J = 1, and
parameterize the anisotropy of the theory by ∆ = cos γ.
The Bethe-Boltzmann formalism for the gapless phase
(−1 < ∆ < 1) of this model is discussed in detail else-
where in the literature [5, 7, 26] (see Supplemental Mate-
rial [42]). For the purposes of comparison with DMRG,
we restrict to ∆ = 1

2 (other values of ∆ were considered
in previous works [5, 7, 26] for non-equilibrium steady-
states). We also focus on non-equilibrium energy trans-
port, in particular the evolution of local energy density,
given by nE(x, t) =

∑Nt

j=1

∫
dλ ej(λ)ρj(x, t, λ) in the hy-

drodynamic limit (see [42]).

To illustrate the range of validity of the method, we
consider a strongly non-equilibrium example, namely the
Gaussian initial temperature profile

β(x) = β0 − (β0 − βM )e−x
2/L2

, (9)

with β0 > βM . Physically speaking, this corresponds to
a perturbation β−1M of a background temperature β−10 ,
localized over a typical length ∼ L. We first illustrate
the convergence of our numerical scheme (6) by taking
such a Gaussian initial state and letting the time step
dt→ 0. This is depicted in Fig. 1. As dt is lowered, the
numerical solution at long times (say, t = 20) converges
very quickly, and remarkably, even one-step or two-step
schemes (e.g. dt = 20 or dt = 10) yield good approxima-
tions to the converged solution.

We now compare the predictions of the Bethe-
Boltzmann equation against DMRG calculations [33, 34],
with the initial condition (9) prepared using standard
finite-temperature methods [35–37]. This is shown in
Fig. 2. We find an excellent agreement between DMRG
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FIG. 3. Hydrodynamic evolutions in the Lieb-Liniger model
with interaction strength c = 1: the top panel depicts free
expansion initial conditions (dt = 0.1) and the lower panel
models a collision between clouds of bosons with opposite
initial momenta (dt = 0.05).

and hydrodynamic results with dt = 2.5 for quite differ-
ent initial temperature profiles — Gaussian (9) and tanh
β(x) = (β0+βM )/2+(β0−βM )/2×tanh(x/L) functions.
Provided that the initial condition is smooth enough for
the DMRG and the thermodynamic Bethe ansatz cal-
culations to agree at t = 0, subsequent agreement at
later times is essentially perfect. In fact, at low tempera-
tures where it is hard to obtain smooth initial conditions
in DMRG, the main source of error comes from slight
disagreements in the initial conditions between the two
approaches.

Hydrodynamics for the interacting Bose gas. An
existing hydrodynamic description of the quasi-one-
dimensional Bose gas, based on a local density approxi-
mation for the first three conserved charges of the Lieb-
Liniger model, has proved effective for capturing non-
equilibrium dynamics for such systems [27–32, 52, 53].
In its domain of physical validity [53, 54], the present ap-
proach improves the existing theory by allowing for local
GGE initial conditions and respecting all higher conser-
vation laws implied by integrability. The extension of this
hydrodynamic approach to other important aspects of 1D
Bose gas physics, including dynamics in external poten-
tials [31, 32, 55–58] and correlation functions [54, 58–60],
is currently an active area of research [61, 62].

Two non-equilibrium quenches which are of particu-
lar experimental interest are sudden expansions of Bose
gases into vacuum and collisions of clouds of ultracold
bosons [63–73]. We find that our numerical solution to
Eq. (6) converges for initial conditions modeling both of
these scenarios. From the resulting evolution in θ(x, t, k),

one can track the evolution of any local conserved charge
of the model. In Fig. 3, we plot the time evolution of
particle and energy densities (defined by n = Q1 and
nE = Q2 in Eq. (2) respectively) in a Lieb-Liniger model
with interaction strength c = 1 from free expansion and
collision type initial conditions. The initial states are
prepared at temperature T = 1 using a chemical poten-
tial profile interpolating between µ = 5 inside a box and
a large negative value µ = −50 outside, with the edges of
the box smoothed out using tanh functions. For the col-
lision protocol, two clouds of bosons initially prepared as
in the free expansion quench are given opposite momenta
k = ±k0 with k0 = 2.5.

General features. We hope that the previous exam-
ples have established that the Bethe-Boltzmann equation
is a valuable tool for specific computations. More gener-
ally, it is natural to ask which phenomena in integrable
models are missed by this hydrodynamical approach and
how it differs qualitatively from conventional hydrody-
namics. Clearly there is a significant assumption that the
initial condition is well described by a local generalized
Gibbs ensemble (GGE) [74, 75]. In fact, the “thermal-
ization problem” for quantum integrable models, namely
the question of determining the GGE to which a given
quantum state converges in the long-time limit, is a diffi-
cult problem which remains unsolved in general. Never-
theless, when local equilibrium initial conditions can be
imposed, hydrodynamics does seem to capture the lead-
ing behavior at long time and length scales, as illustrated
in the examples above. There can also be other impor-
tant subleading behaviors, beyond the approach to local
equilibrium. An example is the behavior of the Lieb-
Liniger model in the low-temperature limit, where it can
be described by a conformal field theory or bosonization.
Conformal invariance [1] and other methods [76] both
predict a Schwarzian derivative term in the time evolu-
tion from locally thermal initial conditions, which might
be an example of subleading behavior beyond hydrody-
namics.

An important difference between generalized hydrody-
namics in integrable models and conventional hydrody-
namics concerns reversibility. The collision term in the
standard Boltzmann equation induces dissipation and an
increase of entropy. The Bethe-Boltzmann equation is
dissipationless, and in fact its time evolution is reversible.
The action of microscopic time reversal on a particular
state is to invert all pseudo-momenta k while fixing space,
so that the time-reversed pseudo-momenta are given by
ρ′k(x, t) = ρ−k(x, t). One can show despite the complex
form of the velocity vk in the Bethe-Boltzmann equa-
tions, it undergoes a simple sign change under this mi-
croscopic time reversal transformation [77].

So integrable models again present some surprises com-
pared to ordinary kinetic theory: while the description by
a local GGE is certainly a great reduction in complexity
compared to an arbitrary quantum state and hence irre-
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versible, the flow in the space of local GGEs described by
the Bethe-Boltzmann equation is reversible. Presumably
this means that truly diffusive behavior, as is believed
to appear for example in the gapped phase of the XXZ
model, lies beyond this equation; for linear-response spin
transport in XXZ model, which involves both ballistic
and diffusive components [78, 79], hydrodynamics cap-
tures correctly the ballistic part [7, 26].

There are many possible mathematical questions re-
garding the existence and structure of solutions to the
Bethe-Boltzmann equation [42], but we hope that the
above results demonstrate its practical utility for appli-
cations to physics. It can be used as a starting point for
comparison for other methods for quantum dynamics, or
for incorporating integrability-breaking terms or driving.
The hydrodynamical theory of integrable models is one
of many examples in recent years of how the old vine
planted by Yang and Yang [38] continues to bear fruit.
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Phys. Rev. E 71, 036102 (2005).
[64] T. Kinoshita, T. Wenger, and D. Weiss, Nature 440, 900

(2006).
[65] S. Langer, F. Heidrich-Meisner, J. Gemmer, I. P. Mc-
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Solvable Hydrodynamics of Quantum Integrable Systems: Supplemental Material

Thermodynamic Bethe Ansatz and the Bethe-Boltzmann Equations

The Bethe-Boltzmann hydrodynamic approach is fundamentally based on the theory of quasiparticle excitations in
thermodynamic Bethe ansatz [4, 5]. In this Appendix, we summarize the thermodynamic Bethe ansatz description
of quasiparticle excitations of the Lieb-Liniger model and gapless XXZ model, providing explicit formulas for the
quasiparticle velocities required in the main text.

Lieb-Liniger model

In the Lieb-Liniger model, the group velocity of quasiparticle excitations about thermodynamic equilibrium is given
in terms of the dressed energy and momentum by v(k) = E′(k)/P ′(k), with dressed charges Q related to bare charges
q via the integral equation

Q′(k) +

∫ ∞
−∞

dk′K(k, k′)ϑ(k′)Q′(k′) = q′(k). (10)

Here, ϑ denotes the Fermi factor of the underlying equilibrium state, and the Lieb-Liniger kernel is given in terms of
the interaction strength c by

K(k, k′) = − c
π

1

c2 + (k − k′)2
.

It is useful to introduce operators

K̂[f ](k) =

∫ ∞
−∞

dk′K(k, k′)f(k′), ϑ̂[f ](k) = ϑ(k)f(k). (11)

Then from the bare values p(k) = k and e(k) = k2/2 we can take the formal inverse of Eq. (10) (i.e. expand in a
Neumann series) to yield the dressed values

P ′(k) = (1 + K̂ϑ̂)−1[1](k), E′(k) = (1 + K̂ϑ̂)−1[k′](k), (12)

giving rise to the formula

v(k) =
(1̂ + K̂ϑ̂)−1[k′](k)

(1̂ + K̂ϑ̂)−1[1](k)
. (13)

If we now consider a “local TBA” type approximation [4, 5], which amounts to the assumption that local energy
density is well-defined [7], then we can postulate a local Bethe equation

ρ(x, t, k)

ϑ(x, t, k)
+

∫ ∞
−∞

dk′K(k, k′)ρ(x, t, k′) =
1

2π
, (14)

at every point; this may be taken as a definition of the local Fermi factor ϑ(x, t, k), which in turn yields the local
quasiparticle velocity,

v(x, t, k) =
(1̂ + K̂ϑ̂(x, t))−1[k′](k)

(1̂ + K̂ϑ̂(x, t))−1[1](k)
. (15)

In summary, the Bethe-Boltzmann equation is shorthand for the hierarchy of equations

∂tρ(x, t, k) + ∂x(ρ(x, t, k)v(x, t, k)) = 0,

2πρ(x, t, k)

1− 2πK̂[ρ(x, t, k′)](k)
= ϑ(x, t, k),

(1̂ + K̂ϑ̂(x, t))−1[k′](k)

(1̂ + K̂ϑ̂(x, t))−1[1](k)
= v(x, t, k), (16)
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which together comprise a conservation law with self-consistently determined velocity. Using the local Bethe equa-
tions (14), we can instead change variables to the local Fermi factor ϑ(x, t, k), yielding the self-consistent system

∂tϑ(x, t, k) + v[ϑ̂(x, t)](k)∂xϑ(x, t, k) = 0,

(1̂ + K̂ϑ̂(x, t))−1[k′](k)

(1̂ + K̂ϑ̂(x, t))−1[1](k)
= v[ϑ̂(x, t)](k). (17)

This form of the equation follows by various TBA identities [5, 7].

Gapless XXZ Model

Recall that the Hamiltonian for the spin-1/2 XXZ chain on N sites, in zero external field, is given by

H = J

N−1∑
j=1

Sxj S
x
j+1 + Syj S

y
j+1 + ∆Szj S

z
j+1. (18)

We take periodic boundary conditions SN ≡ SN+1, set the coupling to J = 1, and parameterize the anisotropy of the
theory by ∆ = cos γ. We also assume in the following that the model is in its gapless phase, i.e. −1 < ∆ < 1. The
Bethe-Boltzmann equation for this system is discussed in detail in [5]. Here, we summarize the main results. The only
material difference compared to the Lieb-Liniger gas is that one must now account for the “strings” of bound states
appearing in the thermodynamic limit. Let us therefore define a string of type j to be a an ordered pair, (nj , vj),
where nj is the number of spin-flips comprising the string and vj is its parity. Suppose that there are Nt string types
in total so that j ∈ {1, 2, . . . , Nt}, and Mj strings of type j. Let M denote the total number of spin-flips in the

system. Then by definition,
∑Nt

j=1Mjnj = M . Upon fixing a string type j, we denote the rapidities of a given string
α ∈ {1, 2, . . . ,Mj} within that type by

λjα,a = λjα + i[(mj + 1− 2a)γ + (1− vj)
π

2
], a = 1, 2, . . . ,mj , (19)

where mj denotes the string length. It is useful to define functions

a(λ, n, v) =
γv

2π

sin γn

cosh γλ− v cos γn
(20)

and

aj(λ) =a(λ, nj , vj)

Tjk(λ) =a(λ, |nj − nk|, vjvk) + 2a(λ, |nj − nk|+ 2, vjvk) + . . .

+2a(λ, nj + nk − 2, vjvk) + a(λ, nj + nk, vjvk). (21)

The quasiparticle velocities in each string are given in terms of dressed energy and momentum by the expression
vj(λ) = E′j(λ)/P ′j(λ). It can be shown [5] that the dressed charge for any given quasiparticle excitation is related to
the bare charge via the Nt coupled integral equations

∆Q′j(λ) +

Nt∑
k=1

∫ ∞
−∞

dλ′ Tjk(λ− λ′)ϑk(λ′)σk∆Q′k(λ′) = Q′j(λ
′). (22)

where the ϑj denote the Fermi factor for strings of type j and σj = sgn(vj) (see [5] for details). Then from the bare
values pj(λ) = 2πaj(λ), ej(k) = −Aaj(λ) for the momentum and energy of string j, where A = −2πJ sin γ/γ, we
obtain dressed momenta and energies

P ′j(λ) = 2π(1 + T̂ ϑ̂σ̂)−1[~a]j(λ), E′j(λ) = (1 + T̂ ϑ̂σ̂)−1[−A~a′]j(λ). (23)

One can deduce that

vj(λ) =
1

2π

(σ̂ + T̂ ~̂ϑ)−1[−A~a′]j
(σ̂ + T̂ ~̂ϑ)−1[~a])j

(λ), (24)

and there are now Nt Bethe-Boltzmann equations, one for each string, with associated quasimomentum densities
ρj(x, t, λ). Finally, we note that the XXZ chain considered in the main text, with J = 1 and ∆ = 0.5 possesses three
strings in the thermodynamic limit, with parameters (n1, v1) = (1, 1), (n2, v2) = (2, 1) and (n3, v3) = (1,−1).
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Details of Numerical Implementation

In this section, we describe the numerical scheme used in the main text to solve the Bethe-Boltzmann equation.
For simplicity, we restrict our presentation to the Lieb-Liniger gas. Thus consider the advection form of the Bethe-
Boltzmann equation

∂tϑ(x, t, k) + v[ϑ](k)∂xϑ(x, t, k) = 0. (25)

As it stands, this is an infinite-dimensional system of coupled, non-linear equations. The first step in achieving a
numerical solution is to discretize in the quasimomentum variable k. Let us therefore introduce a k-space cutoff Λ
and discretize the infinite-dimensional system (25) at N k-space points −Λ < k1 < k2 < . . . < kN = Λ. It is also
useful to set k0 = −Λ. Then functions map to vectors and kernels map to matrices; for example, we have discrete
analogues

qi = q(ki), θi(x, t) = ϑ(x, t, ki), Kij = K(ki, kj)(kj − kj−1) (26)

of charges, Fermi factors and the Lieb-Liniger kernel respectively. Let us also introduce the matrix Aij(θ) = Kijθj .
Then upon discretizing, derivatives of dressed charges Q′ are related to bare ones q′ via the matrix equation∑

j

(δij +Aij(θ))Q
′
j(θ) = q′j (27)

It is useful to introduce the dressing operator Uij(θ) = (1 + A(θ))−1ij and dressed derivatives of energy and momenta
E′i(θ) =

∑
j Uij(θ)kj , P

′
i (θ) =

∑
j Uij(θ). Then the discretized quasiparticle velocities can be written as vi(θ) =

E′i(θ)/P
′
i (θ). In terms of these functions, the discretized advection equation (25) reads

∂tθi + vi(θ)∂xθi = 0, i = 1, 2, . . . , N (28)

We note that to derive the results of the main text, we used a Simpson’s rule method to compute the action of the
dressing operator in evaluating the vi. For large N , this matches the simpler discretization described here. Now
consider the initial value problem for the equation (28), with initial condition θi(x, 0) = φi(x) at t = 0. We propose
the following backwards implicit scheme:

1. Choose a time step dt > 0.

2. At step n = 0, set θ0i (x) = φi(x).

3. For steps n ≥ 1, solve for θni (x) satisfying the implicit equation θni (x) = θn−1i (x−vi[θn]dt) by numerical iteration.

4. Identify θi(x, n · dt) with θni (x).

This was shown to define a first-order numerical scheme for (28) in a previous work [7]. In practice, some level of
spatial discretization is also necessary, and to derive the results of the main text, we applied the scheme at time step
n to a cubic spline interpolation of the data at step n− 1. This ensured accuracy of the past light cone traced out by
the backwards scheme at each time step.

Semi-Hamiltonian Structure of Bethe-Boltzmann Hydrodynamics

Definition and Properties

Rather surprisingly, the finite discretizations (28) of the Bethe-Boltzmann equation define a “semi-Hamiltonian” or
“rich” system of non-linear equations. To see this, recall that a semi-Hamiltonian system of hydrodynamic type [48–51]
is a system of coupled non-linear PDEs

∂tθi + vi(θ1, θ2, . . . , θN )∂xθi = 0, i = 1, 2, . . . , N, (29)

whose characteristic velocities satisfy the properties

1. ∂jvj = 0 for j = 1, 2, . . . , N
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2. ∂k [∂jvi/(vj − vi)] = ∂j [∂kvi/(vk − vi)] for all i 6= j 6= k 6= i,

where ∂jvi := ∂vi/∂θj . If the system (29) is semi-Hamiltonian in this sense, then it possesses infinitely many flows
commuting with the velocity field v. This leads to a range of surprising geometrical and analytic properties [49, 50].
Remarkably, it can be shown that the system (28) is semi-Hamiltonian for any finite discretization length N . This
is a non-trivial consequence of the structure of excitation dressing in TBA, and we briefly sketch its derivation. Let
S ⊂ RN denote an open set on which the dressing operator U exists. Defining the operator αij(θ) = −

∑
l Uil(θ)Klj ,

it can be shown that on S,

∂jP
′
i (θ) = αij(θ)P

′
j(θ) (30)

and similarly for E′. From this, one may deduce that ∂jvj = 0, together with the formula

∂jvi/(vj − vi) = αijP
′
j/P

′
i = ∂jP

′
i/P

′
i = ∂j logP ′i . (31)

By an identical argument ∂kvi/(vk − vi) = ∂k logP ′i , and the second part of the semi-Hamiltonian property follows
by commutativity of partial derivatives. In view of the theory of semi-Hamiltonian systems, we have actually shown
slightly more. Recall that such systems have infinitely many flows w commuting with v and given by solutions to the
system of linear equations

∂jwi/(wj − wi) = ∂jvi/(vj − vi), j 6= i, (32)

with no summation. Since the result Eq. (31) above is independent of the bare energy, let us choose N linearly
independent vectors a(n) ∈ RN such that a(0) = p′ and a(1) = e′. Then there are N commuting flow fields w(n) given
by

w
(n)
i (θ) =

 N∑
j=1

Uij(θ)a
(n)
j

 /

 N∑
j=1

(Uij(θ)a
(0)
j )

 , (33)

which satisfy (32) by our earlier reasoning. Moreover, these define linearly independent vector fields on S and each gives
rise to a semi-Hamiltonian system in its own right. In the special case of Lieb-Liniger generalized hydrodynamics,

a basis for these flows may be obtained from the first N charges of the model, taking a
(n)
i = q′

(n)
i = kn−1i for

n = 0, 1, . . . , N − 1. This implies an intriguing geometrical relationship between the conserved charges of integrable
models and the semi-Hamiltonian vector fields of their hydrodynamics, whose consequences in the limit N →∞ would
be interesting to explore. It is also worth noting that semi-Hamiltonian structures arise naturally in the Bogoliubov
or Whitham phase-averaging of classical integrable PDEs [48].

Solution by Quadrature

In general, a semi-Hamiltonian structure implies the possibility of a solution “by quadrature” [51]. Although this
only works for a restricted class of initial conditions (those for which φj : R → R has differentiable inverse), it is
surprising to us that any exact solutions to the Bethe-Boltzmann equations exist at all. To motivate the construction,
observe that we will have solved the discretized advection equation if we can find θj(x, t) and functions fj(θ) solving
the system

∂xθj = fj(θj)P
′
j(θ), ∂tθj = −vj(θ)fj(θj)P ′j(θ) (34)

of 2N equations. One can show that the semi-Hamiltonian property is equivalent to integrability of this system. Let
us see how this works in practice. Assuming that the fj(y) are nowhere vanishing, one can apply the inverse dressing
operator to find that

N∑
j=1

(δij +Kijθj)(dθj/fj(θj)) = dx− kidt. (35)

Let us now consider the Cauchy problem for t > 0, with initial state θ(x, 0) = φ(x) at t = 0. Upon integrating the
above relation along a path between (0, 0) and (x, t), we obtain the implicit equation∫ θi(x,t)

φi(0)

dθi
fi(θi)

+

N∑
j=1

Kij

∫ θj(x,t)

φj(0)

dθj θj
fj(θj)

= x− kit. (36)
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When the fj(y) are continuous, it follows by the chain rule and the implicit function theorem that this solves the
system (34), which implies the Bethe-Boltzmann equation. If, in addition, the initial conditions φj each possess a
differentiable inverse, one can set t = 0 and differentiate in x to fix the N functional degrees of freedom fi(θ).

Geometrical Interpretation

We now recall some geometrical properties of semi-Hamiltonian systems, due to Tsarëv [49]. The main result is

that for a semi-Hamiltonian system, there exists a diagonal pseudo-Riemannian metric tensor
∑N
i=1 gii(θ)dθi⊗ dθi on

the space of states, satisfying

∂j log
√
gii(θ) = ∂jvi(θ)/(vj(θ)− vi(θ)), j 6= i. (37)

To derive this, one defines first defines coefficients of a symmetric connection according to

Γiij(θ) = ∂jvi(θ)/(vj(θ)− vi(θ)), j 6= i. (38)

The semi-Hamiltonian property then reads

∂kΓiij(θ) = ∂jΓ
i
ik(θ), i 6= j 6= k 6= i, (39)

which is an integrability condition for the metric compatibility condition ∂j log
√
gii(θ) = Γiij(θ). This corresponds to

the vanishing of certain components of the Riemann curvature tensor. For Lieb-Liniger hydrodynamics, we can write
Eq. (37) in terms of the total density of states ρt, as

∂j log
√
gii(θ) = ∂j log(ρti(θ)). (40)

A solution is given by the metric tensor

g(θ) =

N∑
i=1

(ρti(θ))
2dθi ⊗ dθi (41)

on S. One can check that this is flat at the free Fermion point c =∞, but not generically elsewhere. Thus interactions
give rise to curvature on state space, which prevents Bethe-Boltzmann hydrodynamics from being Hamiltonian in the
conventional sense [49][82]. In the terminology of differential geometry, the components of the total density of states
define the Lamé coefficients of the state-space metric [83].

Continuum Limit

In fact, the continuum advection equation (17) appears to satisfy an infinite-dimensional analogue of the semi-
Hamiltonian property with partial derivatives replaced by functional derivatives, namely:

1. δv[θ](k)
δθ(k) = 0 for all k ∈ R

2. δ
δθ(k′′)

[
1

v(k′)−v(k)
δv[θ](k)
δθ(k′)

]
= δ

δθ(k′)

[
1

v(k′′)−v(k)
δv[θ](k)
δθ(k′′)

]
for all k 6= k′ 6= k′′ 6= k.

To our knowledge, the geometrical theory of such systems has not yet been developed. The first property generalizes
linear degeneracy in the sense of Lax [47], and when combined with monotonicity, implies existence and uniqueness
for solutions to a certain self-consistent ansatz proposed for two-reservoir steady states [4, 5]. The second property
again appears to give rise to a solution by quadrature. To see this, one can simply take the continuum limit of (36),
yielding ∫ ϑ(x,t,k)

φ(0,k)

dθ

f(θ, k)
+

∫ ∞
−∞

dk′K(k, k′)

∫ ϑ(x,t,k′)

φ(0,k′)

dθ θ

f(θ, k′)
= x− kt. (42)

These solutions to the Bethe-Boltzmann equation are parameterized by a functional degree of freedom f(θ, k), in two
variables. Differentiating and using invertibility of the TBA kernel, one can check that this solves the system

∂xϑ(x, t, k) = f(ϑ(x, t, k), k)P ′[ϑ](k), ∂tϑ(x, t, k) = −v[ϑ](k)f(ϑ(x, t, k), k)P ′[ϑ](k), (43)

which implies the continuum Bethe-Boltzmann equation. We emphasize that this exact solution is, at present, mainly
of formal interest. In particular, it is logically independent from the method used to derive the results of the main
text, whose details are described in a previous work [7].
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