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In the present contribution, the ultrafast photoinduced electron migration dynamics at the interface
between an alizarin dye and an anatase TiO2 thin film is investigated from first principles. Comparison
between a time-dependent many-electron configuration interaction ansatz and a single active electron
approach sheds light on the importance of many-body effects, stemming from uniquely defined initial
conditions prior to photoexcitation. Particular emphasis is put on understanding the influence of the
binding mode on the migration process. The dynamics is analyzed on the basis of a recently intro-
duced toolset in the form of electron yields, electronic fluxes, and flux densities, to reveal microscopic
details of the electron migration mechanism. From the many-body perspective, insight into the nature
of electron-electron and hole-hole interactions during the charge transfer process is obtained. The
present results reveal that the single active electron approach yields quantitatively and phenomeno-
logically similar results as the many-electron ansatz. Furthermore, the charge migration processes in
the dye-TiO2 model clusters with different binding modes exhibit similar mechanistic pathways but
on largely different time scales. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4966260]

I. INTRODUCTION

Photoinduced heterogeneous electron transfer between
molecular adsorbates and semiconductor materials is an
important fundamental process, relevant to a variety of
practical applications in many fields.1,2 Significant research
effort has been devoted to the characterization and
understanding of the electron transfer processes in dye-
sensitized solar cells (DSSCs) due to its importance for the
solar energy conversion.3–9 In general, DSSCs mainly consist
of transition-metal or organic dye molecules that are adsorbed
to a mesoporous nanocrystalline thin film or nanoparticle
of a wide bandgap semiconductor, typically titanium dioxide
(TiO2). In these Grätzel-type solar cells, the electron transfer is
initiated by a localized optical excitation on the chromophore
to a state hybridized with the semiconductor conduction
band. The photoelectron is then transferred from the donor
orbital to the support material, ultimately leading to an
irreversible electron injection. A series of experimental studies
has given evidence that this electron injection at the dye-
semiconductor interface often proceeds on the femtosecond
time scale.6,10–14

In recent years, several theoretical methods have been
proposed to characterize the electron injection process in
real time, which were applied to a number of different
DSSC systems.15–19 A complete microscopic understanding
of this ultrafast dynamical process necessitates a detailed
description of the electronic structure of the dye-substrate
systems and time-resolved simulations of the injection
process.20 Commonly, two strategies are pursued: the fully

a)Electronic mail: gunter.hermann@fu-berlin.de
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quantum-mechanical description of the coupled electron-
nuclear dynamics based on model Hamiltonians, or the first-
principle simulation of electron dynamics combined with
a classical treatment of nuclear motions. Both have been
employed to investigate various aspects affecting the operation
and efficiency of DSSCs, including charge recombination,21

thermal fluctuations,22 the influence of the anchor group,23

and the effect of the reorganization energy.24 Recently, we
introduced a density based toolkit to analyze and visualize the
flow of electrons during charge migration processes, which
allowed unraveling the microscopic mechanism of electronic
injection in DSSCs.25

A potentially insightful complement to these theo-
retical investigations is the explicit examination of many-body
effects on the electron dynamics during the transfer process.
Towards this end, we provide here a comparison between a
single active electron approach and a wave function ansatz
to simulate the electron injection in real time, within the
clamped nuclei approximation. For the latter, a variant of the
explicitly time-dependent configuration interaction method is
used, which was shown to be an accurate tool to model
light-induced dynamics of charge migration processes at
an atomistic level of detail.26–30 Retaining a single active
electron, the many-body wave function ansatz reduces to a set
of uncorrelated single-particle equations of motion. These
are reminiscent of the time-dependent Kohn-Sham (KS)
formulation used by others to investigate electron transfer
in more complex DSSC model systems.17,31–33 Whereas the
influence of vibrational fluctuations on the electron dynamics
in DSSCs is well documented,20,34,35 the main characteristics
of the injection process can be captured within a purely
electronic picture for weakly coupled systems.34,35 The many-
body effects are expected to influence the dynamics in two
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ways: (i) via electronic coherences and interference effects
in the equations of motion and (ii) in the reconstruction
of the time-dependent electron density. The first effect
depends on the specific energetic profiles associated with
the uncorrelated vs. correlated wave functions and influences
the time scales of the injection process. The latter can be
revealed by analyzing the electron flow during the injection
process. Here, we propose a new procedure to separate
the various contributions of the many-body wave function,
providing a meaningful comparison between the one- and
many-electron approaches and revealing dynamical electron
and hole correlations.

A representative model for investigating electron
transfer processes is the alizarin-TiO2 complex, which has
attracted huge interest over the years. Besides numerous
experimental and computational studies on its optical
properties, i.e., electronic absorption spectra,11,25,34,36–39 the
heterogeneous electron transfer process has been investigated
in great detail.13,35,40–44 An electron injection time of
60 fs was reported by Wachtveitl and co-workers for
alizarin anchored to a TiO2 thin film.42 Real-time dynamical
simulations of the interfacial electron transfer in alizarin-
TiO2 are typically described by coupled electron-nuclear
equations of motion.34,35,43,45 While these treatments have
provided valuable information about several dynamical
features, conclusions on the impact of many-body effects
on the electron structure and the dynamical mechanism
during the charge migration cannot be drawn. In previous
theoretical work,20 the bonding motif and orientation have
been shown to have a great impact on the electronic structure
at interface. In particular, catechol derivatives (e.g., alizarin
or coumarin) were found to form a strong chemical bond
with the semiconductor (TiO2), with some degree of charge
transfer from the anchoring Ti atoms to the dye. Both
monodentate and bidentate bonding motifs proved similarly
stable when allowing for relaxation of the adsorption site.
While the optical spectrum exhibits a similar red-shift upon
adsorption for both anchoring types, the energetic alignment
and the spatial distribution of acceptor and donor states
depend more strongly on the bonding motif. These are
pivotal properties influencing the electron injection process.
To the best of our knowledge, no information about the flow
of electrons during this process is available. Consequently,
the influence of the bonding motifs can only be inferred
qualitatively. In the following, we will provide microscopic
insight into how different bonding motifs affect the charge
migration process after laser excitations from well-defined
initial conditions.

The remainder of this paper is organized as follows.
Sec. II briefly introduces the theoretical outline, including
the electronic structure methods to characterize the model
systems, the time-dependent single active electron approach,
and the time-dependent many-body configuration inter-
action method (TDCI), as well as the analysis tools to
investigate the charge migration process. In the subsequent
paragraphs, the results of the static calculations and the
laser-driven electron dynamics are presented and analyzed,
followed by a conclusion summarizing the most important
findings.

II. THEORY

A. Model system

Our efforts focus on the dye-semiconductor complex
alizarin-TiO2 as a representative model for dye sensitized solar
cells due to its promising electronic properties. The interaction
between alizarin and a thin film of titania is modeled using a
finite cluster carved out of the bulk anatase.46 Following the
work of Li et al.,35 we choose a cluster of ten TiO2 units for an
optimal balance between minimal boundary effects and low
computational costs. To ensure satisfactory coordination of all
cluster atoms, all dangling bonds at the boundary oxygen or
titanium atoms are saturated with hydrogen atoms or hydroxyl
groups, respectively. Anchoring of the alizarin molecule
C14H8O4 onto the terrace site of the substrate (TiO2)10(H2O)20,
i.e., the (101) surface of anatase, is achieved through its
hydroxyl groups accompanied by loss of water (dissociative
adsorption).20,47 In order to determine the effect of the binding
mode on the direct injection process, we construct several
stoichiometric clusters with different dissociative anchoring
motifs. Their influence towards the electronic properties of the
system and the transient dynamics is a key aspect of the present
investigations.

Structure optimization of the neutral dye-semiconductor
complexes is performed at the density functional theory
(DFT) level with the B3LYP functional48 and the def2-
SVP basis set.49,50 During this procedure, the dye and the
anchoring titanium atoms as well as the boundary hydrogen
atoms could freely relax, while all other degrees of freedom
are kept frozen. To verify the suitability of the model
system, electronic absorption spectra are computed using
linear response time-dependent density functional theory
(TDDFT).51 The particular choice of TDDFT/B3LYP has
been previously applied to accurately predict the electronic and
spectroscopic properties in dye-semiconductor systems,38,52–56

and in particular also for alizarin-TiO2 complexes.25,39,43

Besides its favorable cost-to-accuracy ratio, this approach
includes electron correlation effects, a fact that will be
exploited in the theoretical treatment described in Sec. II B.
All calculations are carried out with the TURBOMOLE
package,57 and post-processing is performed using our
open source Python toolbox ORBKIT,58 to be described
below.

B. Electron dynamics

In this work, we perform real-time, fully atomistic
simulations of a laser-induced electron migration process
in a model DSSC for different bonding motifs. Emphasis
is put on the comparison between two methods: a time-
dependent many-electron configuration interaction algorithm
and a time-dependent single active electron approach. The
aim is to reveal the importance of electronic correlation
on the direct injection process. To simplify comparison
between both methods, the nuclear configurations are kept
fixed for the model clusters throughout the study. The time-
evolution of laser-driven electronic wave packets is treated
by solving the time-dependent, non-relativistic Schrödinger
equation,59
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, (1)

with Ψel
�
rN , t

�
as the total electronic wave function of the

N-electron system. Ĥ
�
rN , t

�
is the time-dependent Hamil-

tonian, which includes the interaction with a time-
dependent electric field F (t) within the semi-classical dipole
approximation. Boundary conditions to simulate electron loss
at the bottom edge of the cluster are enforced by adding a
complex absorbing potential ŴCAP to the Hamiltonian as

Ĥ
�
rN , t

�
= Ĥel

�
rN

�
− µ̂F (t) − ŴCAP. (2)

Here, Ĥel
�
rN

�
is the field-free electronic Hamiltonian, and µ̂

refers to the molecular dipole operator. The applied electric
field F (t) is expressed as a linearly polarized laser pulse along
the main molecular axis (here the x axis) with a sine square
envelope,

F (t) =
*...
,

f x(t)
0
0

+///
-

cos (ωt) ,

f x (t) =



f0x sin2
(
πt
t f

)
if 0 < t < t f ,

0 else,

(3)

where ω is the carrier frequency of the laser field, t f denotes
the pulse length, and f0x designates the field amplitude.

To describe the electronic structure out of equilibrium,
the time-dependent electronic wave function Ψel

�
rN , t

�
is

expanded in general terms as follows:

Ψel
�
rN , t

�
=


λ=0

Bλ (t)Φλ

�
rN

�
, (4)

with Bλ (t) as time-dependent expansion coefficients and
Φλ

�
rN

�
as the time-independent wave function of state λ

that satisfies the stationary electronic Schrödinger equation,

Ĥel
�
rN

�
Φλ

�
rN

�
= EλΦλ

�
rN

�
. (5)

The propagation of the coefficients Bλ (t) is determined
by direct numerical integration of Eq. (1) using an
adaptive Runge-Kutta algorithm in the interaction picture.
Implementation details are described elsewhere.28,60,61

In the many-body TDCI ansatz, each time-independent
electron wave function Φλ

�
rN

�
takes the form of an

N-electron eigenstate at the configuration interaction singles
(CIS) level.62 That is, a given excited state of the electronic
Hamiltonian is written as a linear combination of the ground
state Slater determinant φ0 and singly excited configuration
state functions φra,

Φ
CIS
λ

�
rN

�
= D(λ)

0 φ0
�
rN

�
+

N/2
a=L

M
r=N/2+1

Dr (λ)
a φra

�
rN

�
, (6)

where

D(λ)

0 ,Dr (λ)
a


are the expansion coefficients, N is the

number of electrons, and L and M denote the lowest occupied
and highest unoccupied orbitals, respectively. The singly
excited configuration state functions φra

�
rN

�
are derived from

the reference configuration φ0
�
rN

�
by moving an electron

from an occupied MO a to an unoccupied MO r . As was

shown in recent work,63,64 the expansion coefficients can
be alternatively obtained from linear response TDDFT. This
allows for more flexibility in the definition of the electronic
Hamiltonian, Eq. (5), which can provide a better description
of electron correlation in the reference, φ0

�
rN

�
= ΨDFT

0

�
rN

�
,

thus providing better energetics for the excited states.
The energies obtained from linear response TDDFT are
good approximations to the eigenvalues of the N-electron
Hamiltonian, Eq. (5). The associated response coefficients are
renormalized to yield an approximate CIS wave function of the
form of Eq. (6) on the basis of Kohn-Sham orbitals. Although
states with double excitation character can be potentially
accessed by excitation using an electric field (see, e.g., Ref. 65
and references therein), linear response TDDFT was shown to
provide satisfactory agreement with benchmark equation of
motion coupled-cluster singles doubles calculations in typical
chromophores used in DSSCs.66

To the benefit of a computationally inexpensive alternative
to this many-body ansatz, we investigate the properties
of a time-dependent single active electron approach. Here,
the time-independent electron wave function Φλ

�
rN

�
is

represented by a one-electron Kohn-Sham (KS) orbital
ϕn (r). Hence, it is referred to as TDKS approach. Both
the TDKS and TDCI wave functions are built from the
same time-independent KS orbitals and the same excited
configurations. They are used as a static basis to represent
the electronic wave packet, Eq. (4). The TDCI wave function
is a linear combination of static CIS eigenstates, which are
linear combinations of configuration state functions, built on
the static KS orbitals. Here, all possible single electron-
hole excitations from occupied to virtual (KS) orbitals
are considered. The time-dependence comes only from the
expansion coefficients in this otherwise static basis. The TDKS
wave function is strictly equivalent to a TDCI wave function
for which only a single occupied orbital can be excited to
a restricted set of virtual orbitals. The TDKS wave function
thus spans a subset of the configurations used in the TDCI
ansatz, in which all electrons but one are frozen. This is
particularly convenient since it ensures that the TDKS and
TDCI simulations have exactly the same initial conditions: the
ground state Slater determinant obtained from a single Kohn-
Sham density functional theory calculation. The electronic
Hamiltonian in the TDKS ansatz neglects correlations between
the electron/hole pair excitations. These are otherwise present
in the TDCI Hamiltonian, since all excited configurations are
taken into account.

According to the MO-LCAO (Molecular Orbital-Linear
Combination of Atomic Orbitals) ansatz,67 the KS orbitals
can be written as a linear combination of a finite set of atomic
orbitals ψi (r − RA),

Φ
KS
λ (r) � ϕn (r) =

NA
A

NAO
i

Cniψi (r − RA) , (7)

where Cni denotes the ith MO coefficient for the MO n, NA
stands for the number of atoms, and NAO is the number of
atomic orbitals. In the TDKS approach, the time-dependent
one-electron wave function ΨTDKS

el (r, t) fulfills a one-electron
variant of Eq. (1), and the KS orbital energies are used as state
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energies. Within the single active electron approximation,
the photoinduced electron dynamics is described as a pure
one-electron process. Hence, the initial condition comprises
a single occupied active orbital, usually the HOMO, while
the excitation dynamics in Eq. (4) requires appropriate
selection of virtual KS orbitals ϕn (r). The suitability of
this approach for the proper characterization of photoinduced
electron transfer processes can be substantiated by the fact
that the photoexcitation in DSSCs is usually dominated by
an intramolecular transition between two localized orbitals
at the dye. This was confirmed by linear-response TDDFT
calculations in previous investigations of alizarin-TiO2 solar
cells.25

In order to simulate the electron transfer process at an
atomistic level, a finite dye-semiconductor model cluster is
employed. To prevent artificial reflection at the cluster edges,
absorbing boundary conditions are enforced using a complex
absorbing potential on the hydrogen atoms (H) at the TiO2
cluster edges. This allows to mimic the irreversible migration
of an electron from the dye-cluster complex to an extended
TiO2 thin film, where the electron preferably diffuses into the
infinite substrate. The absorbing potential is defined using a
spatial projector formalism25,35

ŴCAP = γCAPP̂sink, (8)

where γCAP is a user-defined parameter. The spatial projector
P̂sink builds on the definition of the molecular orbitals as a
linear combination of atomic orbitals, Eq. (7). The projector
solely affects the hydrogen atoms at the edges of the cluster to
simulate the contact of the cluster with an infinite substrate.
The associated relaxation rates in the TDKS approach can be
formulated as

Γ
TDKS
n = γCAP ⟨ϕn|P̂sink|ϕn⟩

= γCAP

NA
A∈H

NAO
i

NAO
jA

Cn jACniSjAi, (9)

where SjAi = ⟨ψ jA|ψi⟩ designates an element of the atomic
orbital overlap matrix. Since the absorption through the
absorbing potential is an incoherent mechanism, the respective
relaxation rates within the TDCI method are simply the
weighted sum of their orbital contributions

Γ
TDCI
λ =

N/2
a=L

M
r=N/2+1

(
Dr (λ)

a

)2
Γ

TDKS
r . (10)

For the photoinduced electron transfer dynamics, γCAP is
adjusted so that the relaxation rate of the reference excited
state matches the experimentally observed injection time for
alizarin attached to a TiO2 thin film (60 fs).42 This has the
effect of damping all dynamical processes slower than this
cutoff time. The ultrafast coherent processes remain otherwise
unaffected during the dynamics.

C. Analysis toolkit

The conceptual understanding of the ultrafast heteroge-
neous electron migration process in DSSCs is the cornerstone
in the development of novel solar cells and thus in the

improvement of their photon-to-current conversion efficiency.
A complete picture of the electron transfer mechanism can
be only obtained through the analysis of time-resolved
simulations. For that purpose, we recently developed a set
of tools (e.g., electronic yields and electronic flux densities)
to help visualize the underlying dynamical mechanism. The
prevailing quantity for the visualization of electronic motions
in molecular systems is the time-dependent one-electron
density, which takes the following form: 68

ρ (r, t) =

Ψel

�
rN , t

�
Ψ
†
el

�
rN , t

�
drN−1. (11)

To shed light on the heterogeneous character of the interfacial
charge migration, the time-dependent electron density can be
spatially decomposed using the Voronoi partitioning scheme.69

This formalism divides the space into regions assigned to a
certain atom or fragment. These particular domains of space
are referred to as Voronoi polyhedrons and are defined as the
set of points in space closest to the selected atom or fragment
V . The spatial integration of the electron density over these
Voronoi cells leads to the number of electrons NV in the
respective volume at any given time,

NV (t) =


Voronoi
cell of V

drρ (r, t) . (12)

Another central quantity for the visual representation of
real-time dynamics of electronic motion induced by a
time-dependent perturbation is the electronic flux density
j (r, t). This vector field illustrates the spatial flow of the
electron density, revealing information about its magnitude
and direction at each point in space. It is related to the velocity
field via the one-electron density, j (r, t) = ρ (r, t) v (r, t). In
zero gauge, the electronic flux density j (r, t) is defined
as68,70,71

j (r, t) = − ~
me

Im

Ψel

�
rN , t

�
∇⃗Ψ†el

�
rN , t

�
drN−1


. (13)

From the time-dependent many-body wave function, Eqs. (4)
and (6), the flux density can be computed as

jTDCI (r, t) = − ~
me


λ,ν

Im
�
Bλ (t) B†ν (t)

�

×
 (
Φ

TDCI
λ

�
rN

�
∇⃗ΦTDCI

ν

�
rN

�)
drN−1

= − 2~
me


λ<ν

Im
�
Bλ (t) B†ν (t)

�

×
 (
Φ

TDCI
λ

�
rN

�
∇⃗ΦTDCI

ν

�
rN

�)
drN−1. (14)

The second line follows from the anti-symmetry of the gradient
operator. Inserting instead the time-dependent electronic wave
function definition of the one-electron TDKS approach,
Eqs. (4) and (7), the approximate expression for the flux
density is alternatively given by

jTDKS (r, t) = − 2~
me


λ<ν

Im [Bλ (t) Bν (t)]
(
ϕλ (r) ∇⃗ϕν (r)

)
.

(15)
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Note that in both expressions, Eqs. (14) and (15), the time
evolution of the electronic flux density is governed by the
time-dependence of the coefficients Bλ (t).

Regarding Eq. (14), the construction of the determinantal
functions in the CIS wave function ΦCIS

λ

�
rN

�
(cf. Eq. (6))

allows a detailed analysis of jTDCI (r, t). For this purpose,
Eq. (14) is decomposed into four contributions

Φ
CIS
λ

�
rN

�
∇⃗ΦCIS

ν

�
rN

�
drN−1

=

ar

D(λ)
0 Dr (ν)

a ⟨φ0|∇⃗|φra⟩r

+

abr

Dr (λ)
a Dr (ν)

b
⟨φra |∇⃗|φrb⟩r

+
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ar s

Dr (λ)
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+
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ar
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a ⟨φra |∇⃗|φra⟩r. (16)

At the CIS level, the coefficient of the reference configuration
φ0 is either one for the ground state or zero otherwise,
i.e., D(λ)

0 = δ0λ. Using the Slater-Condon rules to evaluate the
integrals, the last term vanishes, and the expression for λ < ν
simplifies to

Φ
CIS
λ

�
rN

�
∇⃗ΦCIS

ν

�
rN

�
drN−1

=

ar

D(λ)
0 Dr (ν)

a

(
ϕa(r)∇⃗ϕr(r)

)
+


abr

Dr (λ)
a Dr (ν)

b

(
ϕa(r)∇⃗ϕb(r)

)
+


ar s

Dr (λ)
a Ds(ν)

a

(
ϕr(r)∇⃗ϕs(r)

)
= jTDCI

ex (r, t) + jTDCI
h (r, t) + jTDCI

el (r, t) . (17)

Here, we denote the first term as excitations jTDCI
ex (r, t), the

second as hole-hole interactions jTDCI
h (r, t), and the third

as electron-electron interactions jTDCI
el (r, t). This partitioning

enables to estimate the contribution of the individual terms
during the electron dynamics.

The fundamental relationship between the electron
density ρ (r, t) and flux density j (r, t) is the celebrated
continuity equation, 59

∂

∂t
ρ (r, t) = −∇⃗ · j (r, t) . (18)

From this conservation equation, an associated quantity, the
electronic flux, can be derived in terms of the one-electron
density.72–74 It can be written using the Voronoi scheme
introduced above as

FV (t) =


Voronoi
cell of V

dr
∂ρ (r, t)
∂t

. (19)

This electronic flux gives quantitative information about the
net flow of electrons in or out of a selected volume. The time
integration of the electronic flux (Eq. (19)) results to the net
electronic yield

YV (t) =
 t

0
dt ′


Voronoi
cell of V

dr
∂ρ (r, t ′)
∂t ′

= NV (t) − NV (0) , (20)

which specifies the number of electrons that pass through a
certain Voronoi volume within a time interval. As a whole,
these tools enable a time-resolved analysis of the photoinduced
electron migration process, with particular focus on the
contribution of different molecular fragments and on the
evolution of electrons and holes in the model DSSC.

In this study, all analysis functions, e.g., the electronic
yields, and related quantities, e.g., the molecular orbitals, are
determined numerically by exploiting the modular structure
of our own open-source Python toolbox ORBKIT.58 The
illustration of grid-based quantities, e.g., the electronic
flux density, is performed using the visualization program
ZIBAmira.75

III. RESULTS AND DISCUSSION

A. Characterization of the model system

In accordance with the description in Section II A,
we optimized the geometry of several stoichiometric model
clusters with different dissociative binding modes in the gas
phase. In the shape of our finite cluster model, the two
energetically lowest binding motifs are the 2-M-bidentate
bridging and the monodentate attachment of the alizarin
to the TiO2 nanocrystallite. All subsequent investigations
are carried out for these two model systems. The most
stable dye to TiO2 semiconductor binding is the bridge-
bidentate mode with a total energy difference of 69.0 meV in
comparison to the monodentate adsorption. This observation

FIG. 1. Ball-and-stick models of the
optimized molecular structures of the
alizarin-TiO2 complexes with (a) the
bidentate bridging binding motif and
with (b) the monodentate binding mo-
tif. The dark gray, light gray, red, and
cyan beads represent carbon, hydrogen,
oxygen, and titanium, respectively.
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can be confirmed by previous studies investigating alizarin-
TiO2 cluster models.35,76 The respective structures for both
complexes are illustrated in Figs. 1(a) and 1(b). These
figures show that the dye is differently oriented to the
nanoparticle in the two systems due to the distinct rigidity
of the corresponding binding types. This has an important
influence on the electronic coupling and energetic alignment
between the dye and the semiconductor. Both characteristics
will be seen to affect the time scale and the mechanism of
the charge migration process. The influence of dispersion
effects is evaluated by performing geometry optimization at
the B3LYP-D3 level of theory77 to find only minor changes in
the molecular structure. This is probably due to the fixation
of the TiO2 cluster, which is necessary in order to mimic
the structure of a cluster embedded in a thin film. For
this constrained structure optimization, the rigidity of dye-
substrate orientation is possibly the origin of the reduced
influence of dispersion effects. Dispersion corrections are
also found to leave the excitation spectrum unaffected, and
they will not be discussed further in the remainder of this
paper.

On the basis of the B3LYP reference at the optimized
geometry, the optical spectra for both dye-semiconductor
model solar cells are computed with linear response TDDFT.
The results are depicted in Fig. 2. To verify the adequacy of the
computational setting, the main excitation band for the alizarin
molecule in its free state is calculated and marked in the spectra
(black dashed line) (cf. Fig. 2). As can be observed, the lowest
energy band of the free alizarin is centered at 2.84 eV,
in excellent agreement with the experiment (2.88 eV).36

Comparing the two absorption spectra for the monodentate
and the bidentate cluster (cf. Fig. 2), two broad bands can
be recognized. These exhibit similar energetic positions and
oscillator strengths. The lowest energy band is dominated
by a single electronic excitation, whereas the second band
exhibits numerous excitations. The agreement between the
experimental and theoretical spectra is satisfactory, although
a moderate blue shift exists (0.21 eV for the lowest band).
As expected for the anchoring of the dye to the TiO2 cluster,
the lowest energy band red-shifts by 0.16 eV for both binding
types (compared to the experimental shift of 0.41 eV). Thus,
one can conclude that the energy levels between the dye and
the semiconductor are properly aligned, and our complexes are
suitable models for DSSCs. Interestingly, both model systems
have their lowest energy band at 2.68 eV which has also
the highest oscillator strength in the spectra. This adsorption
band is mainly originated by a HOMO-LUMO transition with
a contribution of 92.6% for the bidentate complex and 97.1%
for the monodentate system. Despite the different orientations
of the adsorbate to the TiO2 nanocrystallite, the isosurface
plots of these orbitals (cf. Fig. 2) reveal similar nodal structures
for both binding motifs. In correspondence with previous
theoretical calculations, the HOMO is mostly localized on
the carbonyl and hydroxyl groups of the alizarin, whereas the
LUMO is evenly distributed on the entire dye.35,38,39 Both
orbitals also have contributions on the anchoring titanium
atoms. Consequently, it can be inferred that the corresponding
transitions exhibit a significant intrachromophore charge-
transfer character. From a one-electron perspective, the

FIG. 2. Simulated optical spectra for alizarin-TiO2 system with bidentate
binding type (upper panel) and with monodentate anchoring mode (lower
panel) obtained from linear response TDDFT calculations with B3LYP func-
tional. Vertical black lines signify the oscillator strengths of the specific tran-
sitions. In the experimental absorption spectra of alizarin-Ti2O complexes,
there are two main bands centered at 2.47 eV and 3.55 eV. The position
of the theoretical band of the free alizarin is marked as a dashed black
line at 2.84 eV. The associated experimental absorption band is centered
at 2.88 eV. The broadened spectra (solid blue lines) are constructed using
Gaussian functions with a width of σ = 0.1 eV. For the main absorption
band at 2.68 eV appearing in both systems, isosurface plots of the dominant
frontier orbitals (HOMO, LUMO) are depicted with the associated transition
contribution. The isosurface value is set to ±10−2 a−3/2

0 .

electron transfer process is initiated from the HOMO-LUMO
photoexcitation. This creates an electron-hole pair followed
by the migration of the excited electron from the LUMO to
the TiO2 cluster. From this perspective, it appears that a single
active electron approach (TDKS) (cf. Sec. II), including only
the HOMO for the initial state and a set of virtual orbitals
in the wave function expansion for the active electron, will
provide a good simplification of the many-electron TDCI
approach.

For the photoexcitation, a comparative analysis of the
static electronic structure, described for both theoretical
approaches and for both model systems, is performed using
a set of density-based diagnostic tools developed by Ciofini
and co-workers78,79 to study charge-transfer excitations in
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FIG. 3. Isosurface plots of the dif-
ference density (∆ρ (r)= ρt(r)−ρg(r))
for the alizarin-TiO2 complex with
1,2-bidentate binding on the basis of
(a) the many-body wave function (CI)
and (b) the single-particle wave func-
tion (KS), and for (c) the alizarin-TiO2
system with monodentate attachment
within the single active electron ap-
proach. The molecular structure is rep-
resented as a stick model. The atomic
species C, H, O, and Ti are colored dark
gray, light gray, red, and cyan, respec-
tively. The negative isosurface (blue)
corresponds to ρ− with a threshold of
−10−3 a−3

0 and the positive isosurface
(gray) indicates ρ+ with a threshold of
10−3 a−3

0 . The respective barycenters are
marked with black balls.

DSSCs. First, the difference density between the B3LYP
ground state and the dominant excited state wave function
contribution to the main absorption band (target state),
∆ρ (r) = ρt (r) − ρg (r), is computed. Note that this simplifies
to the HOMO-LUMO transition in the single active electron
ansatz. The position of the barycenters for the density
depletion (∆ρ (r) < 0) and density concentration regions
(∆ρ (r) > 0) is determined by integrating the difference
density over negative or positive values, respectively. These
centers of charge simplify determination of the donor and
acceptor groups in charge-transfer complexes.

The difference densities and barycenters are shown in
Fig. 3. Panels (a) and (b) provide a comparison between the
many-body (CI) and one-particle (KS) approaches for the
bidentate system, while panels (b) and (c) shed light on the
differences between the two anchoring types within the single
active electron ansatz. In general, the difference densities and
the position of the barycenters appear qualitatively similar for
both systems and both using both approaches. Consequently,
it can be deduced that the electron densities are hardly
affected by the many-body character of the wave function. The
character of the difference density in the many-body approach
(CI) chiefly arises from the high contribution of the HOMO-
LUMO transition. From Fig. 3, both barycenters are seen to be
located on the dye, thereby confirming the intrachromophore
character for the excitation from the ground state to the
target state. The barycenter of the density enhancement
(gray contour) is positioned in the central ring of alizarin,
while the barycenter of the density depletion (blue contour)
is positioned near the TiO2 substrate. Consequently, the lone
pairs of the carbonyl groups can be indicated as electron donor
and the TiO2 cluster as electron acceptor after the excitation.

To supplement this visual analysis, Table I reports the
distance between the barycenters DCT, which is referred

to as charge transfer length, the transferred charge (qCT
=


drρ+ (r)), and the transition dipole moment between the
ground and target state (µCT = DCT


drρ+ (r)). It is seen

that both methods are in quantitative agreement for the
charge transfer, while the charge transfer length is slightly
overestimated in both complexes at the one-electron level of
theory. Consequently, the transition dipole moment is also
found to be marginally larger in the one-electron ansatz,
which will mostly influence the excitation efficiency. As a
result, we can conclude that the one-electron approach is
sufficient to properly characterize the static properties of
the model systems. Interestingly, the fraction of transferred
charge within the chromophore, qCT, is seen to be insensitive
to the binding type, but the charge transfer length is distinctly
heightened for the monodentate mode. Here, the different
orientation of the chromophore to the TiO2 cluster impacts
the hybridization of the dye and substrate orbitals, which
leads to a different distribution of the electron density at the
interface, see Figs. 3(b) and 3(c). It is seen that the bidentate
bonding mode provides a better overlap of the orbital with the
substrate than the monodentate species. As a consequence, a

TABLE I. Comparison of the distance between the barycenters DCT, the
transferred charge qCT, and the transition dipole moment between the ground
and the target state µCT for the two bonding modes at different levels of
theory, many-body approach (CI) and single active electron ansatz (KS).

Binding type Bidentate Monodentate

Approach CI KS CI KS

DCT
(
Å
)

2.67 2.97 3.51 3.62
qCT (e−) 0.68 0.70 0.71 0.70
µCT (D) 8.75 10.06 11.99 12.17
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much slower injection dynamics can be expected in the latter
case, as will be confirmed in Sec. III B.

B. Electron-transfer dynamics

In the following, the photoinduced electron transfer
dynamics from the alizarin to the TiO2 cluster is studied
in real time for the bidentate and monodentate alizarin-TiO2
cluster (cf. Figs. 1(a) and 1(b), respectively). One focus of the
dynamical study is set on the comparison between the time-
dependent single active electron ansatz, TDKS, and the time-
dependent many-electron configuration interaction approach,
TDCI. All simulations are performed using an in-house
implementation of the ρ-TDCI method,28,61 incorporating the
ground state and the first ten excited states in the dynamical
basis at the respective level of theory.

In general, the overall dynamical process starts with the
photoexcitation of the main absorption band in the TDDFT
spectra (cf. Fig. 2) and proceeds subsequently with the charge
migration from the dye to the semiconductor. For the laser-
induced excitation, we tailor the parameters of a sin2-shaped
π-pulse (cf. Eq. (3)) to the experimentally applied laser pulse
in transient absorption measurements in similar systems.11,42

Here, a pulse of 19 fs duration polarized normal to the
TiO2 cluster is used, followed by 20 fs of free decay. In the
subsequent laser-driven dynamics, all pulse frequencies are
tuned at the respective transition energies. With respect to the
TDDFT results (cf. Fig. 2), the TDCI simulation is initiated
by excitation from the ground state Φg to the second excited
state for the bidentate complex and to the first excited state
for the monodentate system. These charge transfer states are
referred to as the target state Φt. In contrast, the HOMO-
LUMO transition is promoted in the TDKS propagations. As
described in Section II, the initial wave function in the TDCI
method is formed by many-body configuration interaction

functions (cf. Eq. (6)) based on a TDDFT calculation. To
ensure that the time scales are comparable using the TDCI
and TDKS approaches, the band gap at the KS level of theory
is simply corrected by shifting the energy levels of the virtual
orbitals to the main absorption band of the corresponding
TDDFT spectrum.

A crucial component of the dynamical simulation is the
absorbing potential (cf. Eq. (9) for TDKS and Eq. (10) for
TDCI), which prevents artificial reflection of the electronic
wave packet at the edges of the TiO2 cluster. This should be
understood as an intrinsic property of the cluster embedded in
the thin film, and it should be independent of the dye itself.
Consequently, the injection rate is adjusted to reproduce the
experimental rate for alizarin adsorbed on TiO2 thin films
(1/(60 fs)).42 The reference is chosen as the energetically
most stable bonding motif, the bidentate cluster, as it is
presumably more abundant in the experiment and would thus
dominate the injection dynamics. The CI reference state Φt
is identified by inspection of the dominant configuration state
function to match the dominant orbital contribution of the
KS ansatz. For the reference state Φt, the injection rate is
thus the same at both levels of theory. This corresponds to
a scaling factor of γCAP = 6.6 fs−1 for the TDCI ansatz and
of γCAP = 10.6 fs−1 for the TDKS approach. The latter is
also used for the less stable monodentate system. As a result,
the relaxation rate for the bidentate complex (1/(60 fs) for
TDKS) is one order of magnitude faster than the one for
the monodentate cluster (1/(474 fs) for TDKS). In general,
scaling of the relaxation rates of the absorbing potential is
essential to suppress spurious, competing processes that are
slower than electron injection.

The time-evolution of the state populations is depicted in
Fig. 4(a), while the laser-field and the expectation values of the
dipole moment are depicted in Fig. 4(b). To allow comparison
between the distinct theoretical approaches, the population

FIG. 4. Laser-driven electron transfer dynamics for the differently attached alizarin/TiO2 model clusters at the TDCI and TDKS levels of theory. The systems
are excited using a sin2 π-laser pulse with a pulse duration of 19 fs, followed by 20 fs of free decay. (a) Comparison of the population evolution for the bidentate
binding mode within the TDCI approach (dashed lines) and the TDKS ansatz (solid lines), and for the monodentate attachment motif within the TDKS approach
(dotted lines). The populations of the ground state Pg and the target state Pt of the laser excitation are depicted as blue and green lines, respectively. (b) Electric
field (upper panel) and dipole moment expectation values (lower three panels) for the different binding mode and approach combinations. These are colored black
for bidentate/TDCI, blue for bidentate/TDKS, and orange for monodentate/TDKS. The ground state and ten excited states are incorporated in the simulations.
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evolution for the interface with the bidentate binding type is
depicted within the TDCI ansatz (cf. Fig. 4(a) (dashed lines))
and the TDKS approach (cf. Fig. 4(a) (solid lines)). As can
be noticed, both theoretical approaches yield quantitatively
similar results, with an initial localized dye-dye excitation
during the laser pulse, followed by an apparently mono-
exponential decay of the target state. The latter time scale
appears not to be affected by the correlated TDCI wave
packet. Since neither the excitation nor the population decay
is significantly affected by the level of theoretical description,
we can deduce that the many-body character of the TDCI
wave function plays a subordinate role to the population
dynamics in our model system. This is conceivably due to
the fact that the dynamical processes associated with many-
body character are on significantly longer time-scales than the
electron migration. As a consequence of the applied absorbing
boundary conditions, these processes are suppressed in our
electron dynamics.

To detect the differences between the binding types, the
bidentate system is compared with the monodentate complex
(cf. Fig. 4(a) (dotted line)) at the TDKS level. A slower
relaxation rate (1/(474 fs)) of the target state population Pt
for the monodentate system can be observed, which is caused
by the smaller overlap of the target excited state with the
absorbing potential at the edges of the cluster. As discussed
in Sec. III A, the orbitals of the monodentate species are
only weakly hybridized with those of the semiconductor, and
their penetration in the substrate is reduced. In general, all
three simulations exhibit a similar course of the population
evolution, in which solely the ground state and the target
excited state are significantly populated. This suggests that
the photoexcited electron is instantaneously absorbed at the
boundary of the TiO2 nanoparticle. The excited states which
are delocalized onto the semiconductor, only serve as mediator
for the charge migration.

The evolution of the dipole moments underlines the
similarities of both methods. In all three simulations, all
components first strongly react to the laser-pulse, while rapid
oscillations are observed after the field is switched off. In
all cases, the creation of an electronic wave packet as a
superposition of the ground state and the photoexcited state
is responsible for the observed Rabi oscillation in the dipole
moment. The period of these oscillations corresponds perfectly
to the transition energy, τ = h/∆E = h/2.68 eV = 1.54 fs.
For the bidentate system, the disparities between the TDCI
approach (cf. Fig. 4(b) (black line)) and the TDKS ansatz
(cf. Fig. 4(b) (blue line)) are marginal during the pulse. Some
minor discrepancies (e.g., components out of phase or with
different amplitudes) are observed after the pulse, in particular
for the components perpendicular to the laser polarization (y
and z), but the qualitative behavior remains well reproduced
at the TDKS level. This hints that the many-electron character
plays only a minor role in the injection process of alizarin on
titania.

More surprisingly, the oscillation periods observed from
the TDKS simulation for the bidentate and monodentate
species along the x axis coincide perfectly. This is in part
due to the identical excitation energies (2.68 eV), and in part
to the similar nodal structure of the HOMO and LUMO

(cf. Fig. 2). This gives rise to a dipole normal to the
surface (i.e., along the x axis) of about the same magnitude
in both cases. The z-component of the dipole moment
(lowest panel) has a qualitatively similar behavior for both
bonding motifs, while the y-dipole remains unaffected for the
monodentate species. This difference can be attributed to the
orientation of the alizarin on the model clusters, as depicted in
Fig. 1.

C. Electron flow and electron/hole correlation

Understanding the flow of electrons can provide important
mechanistic insight into the charge migration process. For this
purpose, we make use of the time-dependent electronic yields
YV (t) (cf. Eq. (20)), the electronic fluxes FV (t) (cf. Eq. (19)),
and the electronic flux densities j (r, t) (cf. Eq. (13)). For
the space-resolved analysis of the dynamical simulations,
a Voronoi partitioning scheme of the space belonging to the
alizarin donor and the semiconductor is advocated (cf. Sec. II).
To start with, the electronic yields and fluxes are compared
between the TDKS approach and the TDCI method for the
alizarin-TiO2 cluster with the bidentate bonding motif. Fig. 5
shows the evolution of the electronic yields YV (t) (lower
panel) and fluxes (two upper panels) after the excitation with
the laser-pulse for four different Voronoi cells: the complete
alizarin molecule, the semiconductor substrate, and the two
carbonyl groups of the dye. The latter were shown to play
an important role in the injection process.25 Here, we label
the carbonyl group that faces away from the TiO2 cluster as
“top CO” group, and the other one as “bottom CO” group.
The most obvious difference in Fig. 5 is the oscillatory
pattern of the electronic yields within the TDKS approach,
whereas the results for the TDCI ansatz exhibit almost smooth

FIG. 5. Time evolution of the electronic yields YV (t) and electronic fluxes
FV (t) during the charge migration dynamics from the alizarin towards the
TiO2 nanocrystallite after photoexcitation. Upper panel: electronic flux for
TDKS (solid lines) (in units of 10−2 fs−1). Central panel: electronic flux for
TDCI (dashed lines) (in units of 10−2 fs−1). Lower panel: electronic yields.
The fluxes and yields are determined for different Voronoi polyhedrons,
i.e., the alizarin dye (black), the TiO2 cluster (blue), the top carbonyl group
(green), and the bottom carbonyl group (red).
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decaying curves. This behavior can be explained by the
different constructions of the initial wave functions for both
approaches (cf. Eqs. (6) and (7)). On the one hand, the initial
one-electron density is constructed from an N-electron wave
function in the TDCI method, and is thus equally distributed
over the whole dye-semiconductor cluster. On the other hand,
a one-electron wave function corresponding to the HOMO
is used as an initial state in the TDKS propagation. In
this case, the initial one-electron density is only localized
on the alizarin and on the anchoring titanium atoms (cf.
Fig. 2). Since the one-electron densities in both methods are
normalized, the fluctuations of the time-dependent densities
are small in the TDCI ansatz in comparison to the TDKS
approach.

Turning our attention to the contributions of the different
Voronoi cells of the electronic yields (cf. lower panel of
Fig. 5), the initial density distribution for the correlated ansatz
appears to be more delocalized on the titanium cluster. This
is evidenced by the larger relative yield of the latter (dashed
blue line), which is on the same order as that of the alizarin
donor in the TDKS approach. Further, the one-electron ansatz

shows larger oscillations in the yields, with the dye and
the semiconductor contributions of opposite phase, as is the
case for the associated fluxes (cf. upper panel of Fig. 5).
Nonetheless, an alternating charge migration process between
the dye and the semiconductor emerges for TDCI, albeit
of smaller amplitude. Interestingly, the contributions of the
top and bottom CO groups (red and green lines) are in
phase, but they are larger for the one-electron than for the
correlated ansatz. The former also appear to be asymmetric
with respect to the injection yield. These marginal differences
hint at a small influence of the many-electron nature of the
wave packet, an effect which will be investigated in the
following.

To provide a more detailed picture of the instantaneous
flow of the electron density, the electronic flux densities j (r, t)
and their magnitudes are illustrated for both methodologies
in Fig. 6 at selected times. The snapshots are selected at
the turning points of the dynamical simulations, where the
charge migrates from the alizarin to the substrate and vice
versa (vertical gray lines in the upper and central panels of
Fig. 5). The flux density is a vector field that specifies the

FIG. 6. Vector plots of the electronic flux density j(r, t) and its magnitude as a isosurface plot at selected times. The points in time are marked as gray lines in
Fig. 5. These are chosen as extrema of the electronic flux, which coincide with turning points in the dynamics. The upper (lower) panels show the results at the
TDKS (TDCI) level of theory. The contour value for the magnitudes is defined as 10−4 Eh/~a

2
0.
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flow of electrons at every point in space and is consequently
independent of a partitioning scheme. The magnitudes of the
electronic flux density, |j (r, t)|, are also depicted to reveal its
spatial distribution. For both approaches, the flux densities
show some common characteristics: (1) the electrons flow
along the bonds on the aromatic dye and at the Ti–O
anchoring points; (2) synchronous fluxes towards the CO
groups and the other way around at different time steps;
(3) the close-lying hydroxyl groups at the surface can serve
as bridges between the dye and the substrate; and (4) the
main spatial distribution of flux density is located on the
dye and anchoring titanium atoms. These findings are in
line with previous work.25 The second point can be likewise
confirmed from the electronic yields in Fig. 5 (upper panel),
showing simultaneous oscillations of both CO groups. Apart
from these similarities, the electronic flux density within
the TDCI ansatz appears slightly more complex. Whereas
the one-electron approach predicts that only the bottom
part of the dye participates in the injection process, the
mechanism at the many-electron level of theory involves
the whole molecule. The TDKS flux density shows that
electrons follow two channels: the top and the bottom CO
contributions barely mix, and the associated electrons migrate
simultaneously to the nearest Ti–O anchoring bond. The
bottom part of the TDCI flux density behaves somewhat
similarly, but the topmost ring exhibits a directional ring
current that correlates with the phase of the migration
process. During the injection phase (bottom right panel, t3),
the hydroxy group at the surface donates electrons back to
the bottom carbonyl via the hydrogen bond. Consequently,
this electron rich carbonyl transfers electron to the top CO
via the topmost ring. During the backward reaction (bottom
left panel, t4), the hydrogen bond is only weakly involved,
and the hydroxy group donates its electrons preferentially
to the surface, towards neighboring Ti–O anchoring group.
The bottom CO becomes electron poor, and the ring current
has an opposite sign. Since both the nature of the injection
state in the TDKS and N-electron approaches are similar
(92.6% HOMO-LUMO character for TDCI), this distinctive
behavior stems from the small contributions of the singly
excited configuration state function with excitations from
core MOs.

In order to acquire a better understanding of the origin of
the differences between both methods, the electron yield and
the associated flux density at the TDCI level are computed
using one-electron wave functions. To this end, each state
obtained from linear response TDDFT forming the basis for
the TDCI calculation is associated to a single MO, with
the ground state defined as the HOMO. Note that the time-
dependence of the expansion coefficients of the wave function
is taken from the fully correlated propagation, and is therefore
correlated. Only the flux density analysis is modified, and
the one-electron wave packet (cf. Eq. (7)) in this so-called
correlated TDKS takes the form

Φ
cTDKS
n (r) =


λ

Dn(λ)
HOMOϕn (r) . (21)

The time evolution of electronic yields and a snapshot of the
electronic flux density for this correlated TDKS ansatz can

FIG. 7. Evolution of the electronic yields and snapshot of the electronic flux
density. The yields are spatially partitioned with the Voronoi scheme into the
alizarin dye and the TiO2 cluster. The alizarin bidentate attaching mode to
the TiO2 substrate is depicted within the correlated TDKS method (Eq. (21),
dashed lines) and at the TDKS level (solid lines). The contour value for the
flux density magnitudes is defined as 10−4 Eh/~a

2
0. A gray line marks the

point in time for the flux density snapshot.

be seen in Fig. 7 (dashed lines). It can be seen that both
the electronic yields and the electronic flux density show
a qualitatively good agreement with the results of the pure

FIG. 8. Evolution of the electronic yields for bidentate (solid lines) and mon-
odentate (dashed lines) anchoring motifs. The snapshot of the electronic flux
density corresponds to the alizarin-TiO2 cluster with monodentate binding
type at the TDKS level. The contour value for the flux density magnitudes is
defined as 2.5 × 10−5 Eh/~a

2
0. A gray line marks the point in time for the

flux density snapshot.
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TDKS method (solid lines). The discrepancies between the
time scales and the yields stem from the different initial
conditions after the pulse, which is more efficient at the
TDKS level of theory. The correlation of the expansion during
the dynamics appears otherwise not to affect the migration
mechanism. The qualitative differences in Fig. 6 are thus solely
due to the correlated nature of the basis used to represent the
N-electron wave packet.

For comparison purposes, Fig. 8 shows the time evolution
of electronic yields for the bidentate (solid) and monodentate
(dashed) anchoring types, at the TDKS level of theory. The
coherent behavior is largely similar in both cases due to
simplicity of the excitation mechanism — the created wave
packet is mostly composed of only two components at the
same transition energy. A similar oscillating behavior of the
electronic yields is observed, i.e., opposite phase of the alizarin
to the TiO2 cluster. It comes as no surprise that the decay of
the yields is weaker for the monodentate species due to
the significantly lower hybridization and reduced penetration
of the dye orbitals with the semiconductor. The mechanism
reveals many interesting novel features. First, as observed
for the bidentate case (cf. Fig. 6), the top CO is strongly

involved in the injection process. On the other hand, electrons
originating from the top carbonyl flow concertedly on the
bottom ring. The rightmost electrons are then injected in
the substrate via the Ti–O bond, while electrons along the
left path migrate to the OH group not bound to the surface.
This electron rich hydroxyl group is found to build a weak
hydrogen bridge with the bottom carbonyl group rather than
with the surface, as it is the case for bidentate species. Note
that these mechanistic features do not improve the injection
efficiency, which remains one order of magnitude slower
and, as such, is only a minor channel in the DSSCs of
this type.

As a last aspect in our analysis, the electronic flux
density in the TDCI approach is decomposed to evaluate the
contribution of electron-electron and hole-hole interactions in
the DSSCs during the dynamics. To this end, the corresponding
flux densities jTDCI

el (r, t) and jTDCI
h (r, t) are computed using the

definitions in Eq. (17). In Figs. 9(a) and 9(b), illuminated
streamline80 plots of the flux densities are shown together
with contour plots of the respective magnitudes during a
free decay of 50 fs. From the spatial distribution of the flux
density components and their magnitudes, it can be deduced

FIG. 9. Electronic flux density j(r, t) for the solar cell with bidentate binding mode decomposed for (a) electron-electron and (b) hole-hole interactions within
the TDCI approach. Illuminated streamline plots of jTDCI

el (r, t) and jTDCI
h (r, t) and isosurface plots of their magnitudes illustrate the spatial distribution. The

contour value is set to 7.5 × 10−5 Eh/~a
2
0. (c) Time-evolution of the magnitudes of the electronic flux density


dr |j(r, t)| integrated over the different Voronoi

cells (in units of Eha0/~), alizarin molecule and semiconductor substrate. This quantity is calculated for total electronic flux density (gray lines), as well as for
its electron-electron (blue lines) and hole-hole contributions (red lines).
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that the electron-electron component jTDCI
el (r, t) is dominantly

localized around the anchoring titanium atoms, whereas hole-
hole correlation jTDCI

h (r, t) of the flux density resides at the
dye. This novel dynamical quantity complements the static
analysis (cf. Sec. II A): whereas the hole-hole correlation is
located at the barycenter, the electron-electron correlation is
centered at the anchoring Ti atoms, far from the corresponding
barycenter. Interestingly, while both hole-hole and electron-
electron correlations are more localized on the atoms than on
the bonds because they bear most of the electron density, these
far-reaching correlations spread over the whole dye.

Using Voronoi partitioning, the magnitudes of the
vector fields are spatially decomposed for alizarin and the
TiO2 domain. The results of this partitioning for the total
electronic flux density jTDCI (r, t) (gray lines), the electron-
electron correlation jTDCI

el (r, t) (blue lines), and hole-hole
component jTDCI

h (r, t) (red lines) are reported in Fig. 9(c).
Besides confirmation of the spatial distribution of the single
contributions, this analysis allows identifying different time
scales for the fluctuations of the various flux densities.
In particular, it is found that jTDCI

el (r, t) (blue lines) and
jTDCI
h (r, t) (red lines) oscillate much more slowly than the

total flux density jTDCI (r, t) (gray lines). From the definition
of jTDCI

el (r, t) and jTDCI
h (r, t) in Eq. (17), it is evident that both

quantities exclusively arise from excited states. Due to their
dense energetic distribution (∆E1,11 = 0.74 eV), we see these
slow oscillations of the magnitudes in Fig. 9. Accordingly,
the total electronic flux density appears to be dominated by
excitations from the ground state (∆E0,1 = 2.68 eV), from
which originate the rapid oscillations. Despite their marginal
effect on the electron injection rates, the important local
influence of correlations on the charge transfer mechanism
can be well characterized at the configuration interaction
singles level using this new partitioning technique.

IV. CONCLUSIONS

In this paper, we investigated the ultrafast electron
migration process in different dye sensitized solar cell models
with special emphasis on the comparison between a time-
dependent single active electron approach (TDKS) and a time-
dependent many-electron ansatz (TDCI). To this aim, solar
cell models were constructed consisting of the alizarin dye
attached to a TiO2 nanocrystallite with two different bonding
motifs, i.e., the bridging bidentate and the monodentate. Using
linear response TDDFT simulations, the optical spectra of
these model systems were first calculated, reproducing the
main characteristics of experimental absorption spectra. A
static analysis of the electronic properties of the ground
and excited states revealed an intrachromophore character
for the main band in the absorption spectra. The dominant
contribution of this band was found to be a simple HOMO
to LUMO transition, which appeared for both model systems
at the identical excitation energy of 2.68 eV. In essence,
the time-independent density based analysis revealed similar
charge transfer characteristics for both the model systems
and the theoretical approaches. As a result, the many-
body character of the TDCI approach was found to play

only a minor role for the static properties of this charge
transfer system. These static properties are often used to
infer electron injection efficiency in dye-sensitized solar
cells.

The photoinduced electron dynamics after intrachro-
mophore excitation, followed by charge migration from the
dye into the substrate, was studied using explicitly time-
dependent simulation techniques at various levels of theory.
Using absorbing boundary conditions at the edges of the
TiO2 cluster to mimic the irreversible electronic injection, we
estimated that the electron injection time for the monodentate
species is one order of magnitude slower than for the bidentate
complex. Despite this fact, the population and dipole moment
evolutions showed phenomenologically identical trends for the
different model systems. In the context of the methodological
comparison, the TDKS approach yielded a quantitatively
similar behavior in the dynamical simulation with regard to
the reference TDCI method.

The mechanistic pathway of the charge migration process
was investigated using a recently developed analysis and
imaging toolset based on the time-dependent one-electron
densities and electronic flux densities.25 To complete the
space- and time-resolved analysis of the electron migration
process, the electronic yields and electronic fluxes were
spatially decomposed using Voronoi tessellation. For the
systems selected, an alternating electron flow from the dye to
the semiconductor substrate via the bonds of the anchoring
hydroxyl groups was found using both levels of theory. The
details of the injection mechanism were found to be somewhat
different, as TDCI predicted a larger contribution of the dye
as a whole due to proper inclusion of correlation in the
N-electron basis used for the dynamics. This also opened a
backward electron transfer channel via a hydrogen bond with
the surface during the dye-to-substrate injection step.

From the TDCI wave packet simulations, a novel
decomposition technique for the time-dependent electron flux
densities was proposed to unravel the correlated nature of
the wave function. The visualization and analysis revealed
the spatial localization of the electron-electron component
at the TiO2 cluster and the predominant distribution of
the hole-hole component on the dye. In addition, a slower
fluctuation of both contributions was noticed in comparison to
the entire electronic flux density. To summarize, the presented
work successfully corroborates the suitability of single active
electron approach (TDKS) for the description of electron
migration processes in DSSCs. The TDKS method represents
a low-cost alternative to many-body approaches and thus
opens up a wide field for the investigation of more extended
systems. Nonetheless, care should be taken in describing the
mechanisms, i.e., how the electrons flow at the one-electron
level of theory, which cannot describe the dynamical effects
of correlation quantitatively.
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