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Abstract 
 

In this paper we show how video recordings of lectures can be enhanced 

through “social editing”, a special sort of “human computation”. We record 

lectures using six cameras arranged to produce a panoramic view (360 

degrees) of the classroom. After recording, viewers can replay the lectures 

on a computer and can navigate through them tilting and zooming a virtual 

camera. All user interactions are recorded by the system, and are later used 

to decide which views should be stored and their zoom level. The result is 

an automatically edited video as a result of the social navigation of the first 

few initial viewers of the lecture. 
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1 Introduction 
 

Video recording of lectures has become increasingly inexpensive and easy 

to implement in the classroom. The price of the video cameras and the 

associated equipment has fallen steadily during the last years. Unfortunately, 

the main cost factor is still the cameraman, and/or the editing process 

necessary for transforming a raw recording into a high-quality movie. 

Unfortunately, there are many examples of recordings of lectures on the 

Web which are almost unusable because the slides cannot be read, or 

because the handwritten symbols on the blackboard are too small, because 

the lecturer disappears from the frame, etc. 

We have been experimenting during the last years with a multimedia 

classroom in which the lecturer writes on a contact sensitive screen. The 

handwritten input and pasted pictures can be rendered in high-quality during 

replay of the lecture, and are also clearly visible in the printed version of the 

chalkboard contents. The E-Chalk system [1] provides a video inset of the 

lecturer, together with a window with a high-resolution view of the 

chalkboard. 

Unfortunately, a multimedia lecture room is not available everywhere at the 

university, and some lecturers do not really want to interact with a computer. 

In some cases, the lecturer just reads from prepared notes (for example, in 

philosophy courses), in others the interaction with the chalkboard is 

negligible. Many lecturers prefer to use PowerPoint slides, or similar 

presentation systems, because it makes course preparation and material 

reuse easier. 

For this kind of lecturers we wanted to provide an unobtrusive system, one 

which can be started at the push of a button, and which does not require a 

cameraman or video post-processing. Instead of having several cameras and 

use some kind of computer vision method for locating and tracking the 

lecturer, we decided to record everything happening in the classroom. We 

record the lecturer, but we also record the audience and all sides of the 

lecture room using a panoramic camera. When the lecture is replayed in the 

computer, the viewer has a limited view –she can only observe the picture 

taken by one or 1.5 cameras. However, using the mouse it is possible to 

“turn around”, that is, it is possible to navigate in the panoramic view of the 

classroom. For example, one can observe the lecturer, but if a question 

comes from the back of the classroom it is possible to turn around the 

virtual camera and look at the person asking the question, just as we would 

do if we were physically present. 
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This kind of video recordings are very attractive for students because they 

enhance the feeling of physical presence. The downside of this technique, 

however, is the large size of the stored video files. Since we are recording 

from six multi-megapixel cameras, the video files are very large. 

In our project we reduce the size of the video files by editing the contents. 

This is done by the viewers themselves, who navigate in the lecture (in the 

original large file), and thus provide us important clues about the frames 

which should be preserved in the final version. “Social navigation”, used 

already in other domains, can be used here to compress the data files and 

produce a more appealing recording, one in which even the questions from 

the audience can be seen in the edited version, and in which anything 

pointed to by the lecturer is also clearly visible in the video. 

 

2 Virtual Videography 
 

There are two main approaches for automatically editing video recordings: 

on-line automatic editing works with several cameras and possibly several 

microphones, or with a movable camera. In this case a computer tries to 

identify the best possible shots and selects the camera to be used and the 

level of zooming. In the off-line approach, the raw material coming from 

several cameras is selected automatically by the computer and is arranged in 

a final edited video. 

The off-line approach has been championed across the years by Heck, 

Wallick, and Gleicher, who call their technique “virtual videography” [2]. In 

this framework, the complete raw material is available to a computer (from 

different cameras). The computer uses past, present, and future frames, for 

example, to find the background. Given the background it is easy to 

segment the lecturer and track him, or it is even possible to render his image 

semitransparent (“ghosting”). Gestures from the lecturer can be interpreted 

and can be used to enhance blocks of symbols on the blackboard, or zoom 

into them. 

The on-line approach to automatic editing has been followed by many 

different groups [3]. In some cases, tracking the lecturer already provides 

some clues as to the best camera shot. More complex systems try to analyze 

the gestures of the lecturer and its movements, in order to provide an 

optimal view from cameras at different angles [4]. 

Both off-line and on-line automatic editing is still unsatisfactory. Questions 

from the audience remain unrecorded, and when the lecturer calls the 
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attention to some part of the presentation (“look at formula 3 on the 

blackboard”), it is impossible to extract the adequate frame without 

semantic analysis. 

For these reasons we decided to follow an alternative approach: Let the user 

decide where the information is. 

 

3 Recording Hardware 
 

For our project we acquired a panoramic camera from Point Grey Research, 

the Ladybug. This composite optical system consists of six cameras 

arranged in such a way as to provide a composite image of around 70% of a 

sphere centered around the system (see Fig. 1). 

The camera system compresses the individual images as JPEG files. A 

library and SDK provided with the system allows the user to replay videos. 

The video player shows a view on the screen of the captured hemisphere, as 

if the viewer was positioned inside the camera. With this player it is then 

possible to rotate and zoom the camera view. The rotation is used to “turn” 

the head around, and zooming to see details better. 

 

Figure 1. The Ladybug camera used for recording lectures in the classroom. 

The system consists of five cameras arranged radially, and sixth camera 

pointing up. The six cameras cover 70% of a spherical view centered at the 

system. 
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Figure 2: The Ladybug records a panoramic view of its surroundings. In 

this example we can see the complete classroom: the lecturer stands to the 

right, all students are sitting from the middle of the picture towards the left. 

 

The Ladybug does not come with a microphone, and frame synchronization 

is not part of the inherent features of the system (the player plays frames as 

fast as it can). Recording video implies therefore, that the programming 

library had to be augmented with frame synchronization to a parallel audio 

channel.  
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Due to the large size of the information being recorded, the frame rate of the 

system can be only held at an adequate level with a powerful laptop or 

desktop.  During editing such a powerful computer is used. After editing, the 

videos can be played in any computer, even cellular telephones. 

 

4 Examples of Lecture Recording 
 

We have recorded several lectures, both in large and small classrooms. The 

panoramic camera was placed on a seat, at the level of the head of the 

students. In this way the recordings look exactly as if the viewer was sitting 

in the classroom. Fig.2 shows a view of a recorded lecture, in the panoramic 

view. Fig. 3 shows the partial view selected by a user replaying the lecture. 

The viewer can zoom into the lecture to better read the contents of the 

blackboard, she can zoom out, and can rotate the viewing window to the left 

or right inside the panoramic view. 

 

 

 

Figure 3: View selected by a user replaving the lecture. In the lower image, 

the user has zoomed-in the virtual camera. 
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The upper row of Fig. 4 shows a lecture in the panoramic view (which 

would not be what the user usually selects). The two middle images show 

two frames selected by panning the virtual camera: one can see the lecturer 

pressing a key on the laptop. A student asks a question (right middle image). 

The viewer can turn the virtual camera towards the student, then back 

toward the lecturer, who is answering the question, and again towards the 

student. The user himself is the camera man and selects the best virtual 

camera position in order to better understand the lecture.  

 

 

Figure 4: The upper image shows a panoramic view of the classroom. The 

sequence of smaller images show some views selected by a user replaying 

the lecture who turns the virtual camera back and forth to a student who is 

asking questions. 

As can be seen from this few examples, the result is very natural. Having a 

complete panoramic view of the lecture allows us replay and view 

everything that happened in the classroom. 
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5 Compressing and editing the lecture 
 

We have experimented producing compressed lectures where the panoramic 

images have been replaced by the sequence of views selected by “expert 

viewers”. These are teaching assistants or the lecturer himself, who know 

exactly what kind of information should be visible on the screen. The traces 

of the views are stored as the final version of the edited lecture. This reduces 

the space needed for the files by a considerable factor. 

In future experiments we will collect the traces of videos viewed by naïve 

users, that is, students who learn the material for the first time. There will be 

some conflicts in the views selected by such viewers and we will have to 

adopt an automatic mechanism for selecting between a range of frames. In 

most cases we do not expect too much variation (as we observed with the 

expert users). In case of conflicts we will have to adopt some averaging or 

median selection mechanism. 

 

6 Summary and Future Work 
 

Our social video editing system is being developed. The first lectures have 

been recorded and we are extending the SDK for the replay of panoramic 

lectures with more functionality. 

Our approach is an example of a novel application of “human computation” 

[6]. In this paradigm, computer users collaborate to solve a problem, usually 

by interacting in a computer game (for labeling images, for example). In our 

approach, the viewer has a direct interest in understanding the lecture and 

we do not have to embed the application into a computer game. There might 

many other problems solvable by “human computation” on the web which 

go beyond computer gaming. 

One problem we have with the current hardware is that the resolution of the 

individual cameras is sometimes too low to capture small details on the 

blackboard. Also, contiguous views from two cameras are not stitched 

together, they are interpolated. At the boundary between cameras the image 

resolution suffers. 

Therefore we are developing our own multicamera system. For recording 

the lecturer we will use three or more cameras pointed directly to the 

blackboard, in order to enhance the resolution. For the audience we will 

only reserve one camera. The geometric arrangement will be different and 
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will have to be mapped to the video player, but zooming into details will be 

greatly enhanced. Experiments with large camera arrays show that even 

custom hardware can produce high-quality results [7]. 

We are also developing a miniature camera system, with an arrangement 

similar to the Ladybug, but much smaller. We would like to reduce the size 

of the system to the volume of an aluminum can. Such small cameras could 

be transported to classrooms, and all processing would be done internally. 

Storage of the videos would be done by synchronizing the device with a 

laptop or a desktop. 
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