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Ab-initio calculations via periodic Hartree-Fock (HF) and local second-order Møller-Plesset pertur-
bation theory (LMP2) are used to investigate the adsorption properties of combined Graphane/boron
nitride systems and their response to static electric fields. It is shown how the latter can be used
to alter both structural as well as electronic properties of these systems. C 2015 AIP Publishing
LLC. [http://dx.doi.org/10.1063/1.4917170]

I. INTRODUCTION

In the wake of the experimental realization of Graphene
by Geim and Novoselov in 20041 and the growing interest
in the subject over the past years,2 the study of so-called
2D-materials has seen a rapid rise in both experimental as
well as theoretical science. While originally motivated by
Graphene’s exceptional mechanical and electronic properties,3

the discovery and rediscovery of many other 2D-materials
holds considerable promise for future applications in a variety
of fields.4

Two materials which have found themselves at the
forefront of this effort are Graphane (a fully hydrogenated
form of Graphene) as well as hexagonal boron nitride (BN).
While the use of BN as a lubricant has been widespread since
the 1940’s,5 it has only recently emerged as a possible substrate
for Graphene-based nanoelectronics6–11 and other nanoscience
applications. Graphane on the other hand has been the subject
of a number of computational studies12–14 before being only
rather recently realized experimentally for the first time in
2009.15 Its relatively short history notwithstanding, Graphane
has proven to be an interesting material15 due to its large
hydrogen content and the presence of a finite band gap12 not
observed for pristine Graphene.

It is the presence of these, considerably sized, band
gaps (6.0 eV for BN16 and 6.17 eV for Graphane17) that
make Graphane and BN interesting materials as dielectrics in
electronic applications. On top of this, doping of Graphane
has been proposed as a method for its use in transistor
applications18 as the substance is predicted to exhibit a good
conduction behavior if the problem of the large band gap
can be overcome.19 On the other hand, BN has further been
proposed as a potentially useful hydrogen-storage material
and external electric fields have been predicted by theoretical
investigations to be very useful in controlling the bonding
strength of molecular hydrogen to a BN substrate.20 Aside
from these prospects for the use of single BN or Graphane

a)marsoner@zedat.fu-berlin.de

sheets, multi-layering of different substances provides an
avenue for combining their properties in useful ways. The
use of external electric fields can further provide a way of
reversibly controlling these properties from the outside, which
leads to a wide variety of possible real world applications.

For all these reasons, the study of the combined Graphane/
BN systems and in particular their response to external electric
fields is of great interest and insights might well be gained from
their detailed understanding. The systems are made even more
appealing by the delicate interplay between van-der-Waals
(vdW) forces which dominate the binding and static repulsive
interactions. The former present great challenges to theoretical
investigations and are in fact not adequately described by
standard density functional therory (DFT) methods. The
present systems further present the difficulty that the effects of
an external electric field have to be accounted for as accurately
as possible.

Post-Hartree-Fock (post-HF) methods using local second-
order Møller-Plesset perturbation theory (LMP2) have just
recently for the first time been successfully applied to the
problem of multi-layering of Graphane and hydrogenated BN
nanostructures,21 and this work extends the previous research
on molecular adsorption processes of H2O on Graphene22

and N2 on BN monolayers23 as well as crystalline BN bulk
properties.24,25 Since these methods do not involve any fitted
parameters, they are exceptionally well suited for gaining
theoretical insights into the details of the interactions in
Graphane/BN heterostructures. The MP2 method further has
the advantage of enabling the inclusion of electric field effects
(via the HF-wave function) into the computation of vdW-
interactions. The methods employed in this work further
allow for the simulation of true 2D-periodic structures and
therefore the application of a constant external electric field
perpendicular to the system, without the need to achieve zero
net-field within a unit cell. Herein we present, to the best
of our knowledge, the first ab-initio post-HF investigation of
Graphane/BN combined systems, including the effects of a
constant, external electric field, applied perpendicularly to the
Graphane/BN-plane.

0021-9606/2015/142(15)/154701/8/$30.00 142, 154701-1 © 2015 AIP Publishing LLC
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II. COMPUTATIONAL DETAILS

Periodic HF-calculations were performed using the
CRYSTAL09 program26,27 while LMP2 calculations were
carried out using the CRYSCOR0928–30 code. The term
“interaction energy” will be used throughout this work and
refers to the BSSE-corrected interaction energy between
the components of the layered systems. For a system
AB, comprised of subunits A and B, it is defined as Eint
= E(AB) − [E(A)∗ + E(B)∗], where EAB is the energy of the
AB-system and EA

∗/EB
∗ are the energies of the individual

subsystems calculated using ghost functions. Our method
differs slightly from the standard counterpoise correction as
proposed by Boys and Bernardi31 in that isolated sheets of
BN/Graphane, respectively, are calculated within a symmet-
rical set of ghost layers of Graphane/BN (see supplementary
material for details32). This avoids shortcomings arising from
the asymmetrical basis set augmentation as caused by the
ghost functions during the counterpoise correction which leads
to artifacts in the potential energy curves when an external
electric field is applied. The basis set used was based on the
aug(d,p)-6-31G** basis set used by Tanskanen et al.21 As
the inclusion of electric field effects made the use of the dual
basis set scheme employed by Tanskanen et al. impossible, the
exponents for d-type functions of B and N were reoptimized.
The resulting basis set is given in the supplementary material.32

As MP2-calculations are known to necessitate an accurate
description of the virtual space, ghost functions have been
added to both sides of all systems considered in this work with
the details again provided in the supplementary material.32

Note that the effect of augmenting the virtual space by adding
ghost functions is small. For the S4 system at its equilibrium
distance, for example, the difference in interaction energy is
only 1.8 meV/unit cell (at the LMP2-level) indicating the
quality of the aug(d,p)-6-31G** basis set for the calculations
performed herein. For the LMP2 calculations, pair cut-offs
of 6.0 and 12.0 Å for weak and distant pairs, respectively,
were used (see CRYSCOR manual for details). The virtual
space definition was done in two steps: First, a calculation
using the Boughton Pulay criterion33 with the tight (0.9965)
threshold was applied to one of the studied systems. This
domain definition was chosen as a reference, as it provides
10-atom domains for the non-bonding BN Wannier functions
(WFs), in accordance with those used in the literature.23,24 In
order to achieve consistent domains for all calculations, in
a second step this setting was then used to define domains
according to WF-distance across all systems. More details on
the CRYSTAL and CRYSCOR computational parameters are
given in the supplementary material.32 For interlayer distance
scans, integral classification was performed on the system
with the smallest interlayer distance and kept fixed during the
scan. The excitation domains, WF-pairs, and the number of
projected atomic orbitals were also held constant, following
the procedure described by Usvyat.30 Graphane structures used
in this work were obtained from bulk-Graphane (Space group
P3 m1 (164)) for which the in-plane lattice constant was fixed
to the experimental h-BN lattice constant (2.5038 Å),34 and
the positions of the H and C atoms were allowed to relax. BN
structures on the other hand consisted of completely planar

FIG. 1. The left-hand image shows the high-symmetry adsorption sites on a
BN monolayer as colored circles, while in the right-hand figure, the definition
of the interlayer spacing used throughout this work has been indicated. Note
that the definition is analogous in the BN/Graphane/BN trilayer case. Carbon
atoms are shown in black, hydrogen atoms in white, and boron atoms in blue
while nitrogen atoms are indicated in green.

sheets at the same experimental lattice constant. All structural
relaxations were performed at the PBE0/pob-TZVP-level.35,36

Note that the mismatch between the PBE0/pob-TZVP-relaxed
Graphane lattice constant and the experimental BN lattice
constant is only 0.6%.

III. RESULTS AND DISCUSSION

A. Structural properties

As a starting point let us first consider all different high-
symmetry adsorption situations for Graphane on BN. The three
adsorption sites shown on the left-hand side of Figure 1 result
in a total of six different adsorption-situations for Graphane
on BN which can be pictured as being obtained via subsequent
60◦ rotations of one of the two layers. A graphical illustration
of this procedure as well as a schematic representation of all
six high-symmetry adsorption situations is shown in Figure 2
which further gives the naming scheme used throughout this
work.

The first question which arises naturally is the relative
stability of different adsorption situations. For weakly bound
systems, these often tend to be very close in energy with only
small potential barriers between them, which in turn provides
a challenge to automated structure optimization algorithms.
In Figure 3, we have shown potential energy surface (PES)
plots for all six Graphane/BN bilayer systems. The curves are
broadly divisible into two groups, with the systems termed
S1 and S4 displaying considerably stronger binding than the

FIG. 2. The central image shows a top-view of the six high-symmetry ad-
sorption situations for the Graphane/BN bilayer system. The BN-layer has
been removed for clarity and the B- and N-positions indicated instead by
colored circles only. Side views of the same structures as well as the rotations
interconnecting them are shown on the right- and left-hand site. Carbon atoms
are shown in black, hydrogen atoms in white, and boron atoms in blue while
nitrogen atoms are indicated in green.
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FIG. 3. PES at the LMP2-level for all Graphane/BN bilayer systems consid-
ered in this work. The naming scheme is the same as defined in Figure 2.

other four curves. Upon referring to Figure 2 we see that these
two configurations are characterized by the Graphane H-atom
being adsorbed at the hollow-side (orange circle in Figure 1).

The two curves not only show stronger adsorption
energies than the remaining ones by ≈9–10 meV/unit cell but
also slightly shorter equilibrium distances of about 2.7 Å as
compared to the 2.8–2.9 Å seen for the other systems. While
all curves in the two groups basically overlap for distances
larger than ≈2.9 Å and indeed all coincide around distances
of ≈3.5 Å, the behavior for smaller interlayer distances differs
between different systems and provides some insight into the
details of the interaction.

Considering again the S1/S4 pair, we see that the S4
system shows stronger interlayer binding than the S1 system.
By comparing to the analogous behavior of the S5/S6 systems
(which share a common B-adsorption site), this difference in
behavior can be traced to the position of the N-atom which in
the S1 and S6 cases is adsorbed in the hollow-site, while it is
on top of the lower-lying carbon in the S4 and S5 cases. The
reason for the difference now lies in the fact that, while there is
only one nearest-neighbor lower-lying carbon atom in the S4
and S5 cases, their number rises to three in the S1/S6 case. At
the same time the distances between the N atom and its nearest-
neighbor lower-lying carbon for the S1 and S4 systems differ
by only ≈0.2 Å at their equilibrium distance. This importance
of the N-atom position further helps to explain the fact the
S2/S3 pair of systems shows virtually no difference in energy
as they both share a common N-adsorption site.

Having now analyzed the origin of the difference in
binding behavior between the different adsorption situations,
the question naturally arises as to what is the relative role
of dispersive and static interactions to the binding. The
aforementioned importance of the N-atom position, especially
relative to the close-lying H-atom, suggests that the preference
for specific adsorption sites might be mainly a steric effect,
dominated by the negatively charged N-atom in the BN-layer.

To verify whether this is indeed the case, we have plotted
in Figure 4 the respective contributions of the HF and the
LMP2-energy to the interlayer binding in the S2 and S4
systems. While the S4 system shows the strongest binding,
binding is equal within the error of the calculations for the
S3 and S2 systems. We have chosen the S2 system as a

FIG. 4. HF and LMP2 contributions to the potential energy curves of the S2
and S4 system. For clarity the total curve, i.e. EHF+ELMP2 is also shown.

comparison as it gives us the further advantage of allowing
to isolate the effect of the N atom position as both systems
share the same B adsorption site. Given the very small
difference between the two LMP2 correlation-energy curves,
the difference between the two structures is evidently caused
by the HF-contribution to the binding which in both cases
is purely repulsive, eliminating the option of possible BN-
Graphane interlayer hydrogen bonding. The curves further
help to emphasise the above-mentioned strong influence of
the N–H interaction on binding as the repulsive HF part rises
much more strongly in the S2 case than in the S4 case in
accordance with stronger steric repulsion in the former as
compared to the latter.

After having analyzed in some detail the Graphane/BN
binding, we will now consider the effects of introducing
a second BN layer, creating a BN/Graphane/BN trilayer
structure. This is both interesting on a theoretical basis as
a further study of vdW effects in multi-layered structures, as
well as of possible practical use. Even though, as mentioned in
the introduction, the band gap of pure Graphane is likely too
large for electronic applications; doping of Graphane might
well render it a viable channel-material and even with our
BN/Graphane/BN model being a very simplified model system
of possible real-live Graphane transistors, insights gained from
the current investigation should still help to better understand
more complicated structures in the future.

A structural model of the BN/Graphane/BN trilayer is
shown in the inset of Figure 5. The figure further shows the
potential energy surface for the S4 system (notation as in
Figure 3) in the trilayer system, as well as the value obtained by
doubling the bilayer interaction energy for the same adsorption
pattern. As is immediately clear from the close agreement
between the two curves, there is little interaction between
the top- and bottom-BN layer. The energy difference at the
minimum of the curves is indeed≈4.5 meV or 2.8% of the total
interaction energy. In order to further verify this result, the plot
also shows the PES at the HF- and the LMP2-level for the same
trilayer system where all the atoms in the Graphane layer have
been transformed into ghosts. Interestingly, even given the
large charge-separation within the BN-layer, HF-contributions
play virtually no role in the BN–BN interaction with LMP2-
contributions dominating. Still the absolute value of the
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FIG. 5. The top-figure shows the HF+LMP2−PES for the S4 trilayer system
as well as the curve obtained by doubling the S4 bilayer interaction energy.
The bottom-figure on the other hand shows HF and LMP2 contributions to
the pure BN–BN interaction energy for the same system where atoms in the
Graphane sheet have been transformed into ghosts. The interlayer distance
shown on the x-axis refers to the same distance indicated in the top-figure,
while the corresponding BN–BN distance is indicated in parenthesis. A
structural model of the BN/Graphane/BN trilayer system is shown in the inset
of the top-figure for clarity.

contributions remains small which is to be expected due to
the large BN–BN interlayer spacing. Upon comparing the two
figures we notice that the differences between the multilayer
binding curves are smaller than the BN–BN interaction energy.
This is likely due to partial screening of the BN–BN interaction
by the Graphane sheet as well as small artifacts arising from
the chosen method of BSSE correction (see supplementary
material32).

To summarize this part, while the interaction between
the Graphane and the BN has been shown to be dispersive
in nature, the preference of the Graphane for different
BN-adsorption sites is caused by static repulsion mainly
attributable to the N-atom. We further showed how, even given
the large partial charges within the BN-layer, net electrostatic
interaction between two BN-layers in a BN/Graphane/BN
trilayer structure is insignificant, and the interaction energies
between BN-sheets on opposite sites of the Graphane layer
are largely additive in the trilayer system.

B. The effect of external-electric fields

As briefly mentioned in the Introduction, the effect of
an external electric field has been addressed in the literature,
mainly due to the potential use of electric fields for controlling
the bonding of molecular hydrogen to BN substrates.20 Our
discussion here will focus on the band structures, dipole

FIG. 6. Energy (E(Fz)) of an isolated BN and Graphane sheet as a function
of the external electric field. Points show the results from the ab-initio calcu-
lations, while the lines where obtained by fitting a second order polynomial
to the ab-initio data. Dashed and full lines indicate results at the HF- and
LMP2-level of theory, respectively. For convenience, E0 as defined in Eq. (1)
has been set to 0 in all cases.

moments and polarizabilities of BN and Graphane, and how
these properties are affected by multi-layering as well as the
respective role of HF- and LMP2 contributions.

The change in the energy E of a system as a function
of an external electric field along the z-direction (Fz) can be
expressed as a Taylor-type series in the field as

E(Fz) = E0 − µzFz −
1
2
αzzF2

z + · · ·, (1)

where E0 is the energy of the system at zero-field, µz

is its dipole moment along the z-direction, and αzz the
diagonal component of the polarizability tensor along the same
direction. Note that for consistency we will always use meV
as well as Å as units of energy and length, respectively. µ is
therefore given in units of e · Å ≈ 1.890 a.u., where e is the
elementary charge, while α will be given in units of Å3. The
polarizability units do not correspond to the direct results of
the fitting procedure (eÅ2/mV) but were chosen for both ease
of conversion to the commonly used polarizability volume
given in units of a3

0 as well as the convenient numerical values
they yield.

Figure 6 shows E(Fz) for both the isolated BN as well
as the isolated Graphane sheet. Two curves are shown for
each system, corresponding to pure HF as well as total
LMP2 energy. As can be seen from Figure 6, correlation-
contributions to the polarizability are very small at low to
moderate field intensities in both cases and become relevant
only at high field strengths around ≈800 mV/Å. Upon second-
order polynomial fit of the data shown in Figure 6, values for
αzz can be obtained and the results are shown in Table I. Note
that µz is zero for both BN as well as Graphane.

TABLE I. Polarizability (αzz) values for an isolated BN and Graphane sheet,
respectively, as obtained from a second-order polynomial fit of the data shown
in Figure 6. Values are given in Å3.

Graphane BN

HF HF+LMP2 HF HF+LMP2

αzz 1.34 1.40 0.81 0.86
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FIG. 7. F+ and F− field-orientations for the Graphane/BN bilayer system as
used throughout this work.

If we now move from the simple monolayer to the
bilayer system, an interesting effect occurs. We will focus
here on the S2 and the S4 systems as the S4 system shows
the strongest binding, while the S2 system shows almost
identical binding to the S3 system while retaining the same B
adsorption site as present in the S4 case. The discussion for
other systems proceeds along parallel lines. The application
of an external electric field introduces directionality along the
surface-normal causing the existence of two different types of
adsorption for each of the six systems. The two orientations are
indicated as F+ and F−, respectively, and shown schematically
in Figure 7. As seen in Figure 8, the two orientations show
significantly different binding energies as their dipole moment
(see Table II) is either aligned or anti-aligned with the field.

While this effect of the dipole alignment/anti-alignment
can very clearly be seen from the right-hand side of Figure 8,

TABLE II. Dipole moments (µz) and polarizability (αzz) values for the
bilayer and trilayer S2 and S4 systems as well as isolated BN and Graphane
sheets, respectively, as obtained from a second-order polynomial fit of the
data shown in Figure 8. Values for polarizabilities are given in Å3 while dipole
moments are given in units of Å ·e.

S2 S4

BL TL BL TL Graphane BN

µz 0.003 0.000 0.002 0.000 0.000 0.000
αzz 2.28 3.14 2.27 3.12 1.40 0.86

the binding energy curves on the left-hand side do not show an
equal energy change for the two field directions with respect
to the zero-field case. The origin of this difference lies in the
combined effect of dipole alignment/anti-alignment and the
polarizability of the system, which almost perfectly cancel
out for the F− case at the electric field strength used for the
PES-calculations.

Figure 8 also shows the results obtained from introducing
a second BN layer into the system. As explained above, we
have only considered the case in which the second BN layer
is connected to the first by inversion symmetry. This has the
consequence of again forcing the dipole moment of the system
to be zero by symmetry. As seen from comparing the curves for
the bilayer- and trilayer-systems, the non-zero dipole moment

FIG. 8. PES and electric field response for the S4 and the S2 systems. The left-hand figures show the potential energy curve for the respective bilayer system
under an external electric field of 514 mV/Å. Both the F+ and F− field orientations as defined in Figure 7 as well as the field-free (NO-FIELD) case are shown.
The right-hand figures on the other hand show the energy (E(Fz)) (at the LMP2-level) of these same systems as a function of the external electric field, calculated
at the equilibrium distance at zero-field, as well as the corresponding curve for the trilayer systems (Trilayer). For comparison, the data for an isolated Graphane
and BN sheet as seen in Figure 6 are also shown. Points indicate the results from the ab-initio calculations, while the lines were obtained by fitting a second
order polynomial to the ab-initio data. For convenience, E0 has been set to 0 in all cases.
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FIG. 9. HF and PBE0 band structures and projected DOS for the S4 bilayer system. The bands forming the VBM and CBM have been color-coded in red and
blue, respectively, for emphasis.

of the bilayer system is too weak to dominate the response,
compared to the higher polarizability of the trilayer system
(≈3.1 for the trilayer vs. ≈2.3 for the bilayer system) even at
low field values.

The weak nature of the interlayer binding now leads us
to suspect that polarizabilities, just as the aforementioned
binding energies, should largely be additive. Indeed, we see
from Table II that αzz(Bilayer) ≈ αzz(BN) + αzz(GrH) and
αzz(Trilayer) ≈ αzz(GrH) + 2 × αzz(BN).

It is clear from the above discussion that, while binding
in all structures is mainly due to dispersive interactions, as
in the system’s preference for adsorption-sites, its response
to an external electric field is largely captured at the HF-
level with correlation at the LMP2-level providing only small
corrections.

To conclude let us now discuss the effect of the application
of an external electric field on the band structure of the S4
system. As HF is known to overestimate band gaps, band

structure calculations have been performed using the PBE0
hybrid functional. To show the effect of this choice of method,
Figure 9 shows the zero-field band structure of the S4-system
as calculated by both HF as well as PBE0. Apart from the
above-mentioned reduction in band gap, the most striking
difference between the two band structures is the reduction
in the energy-splitting between the lowest unoccupied states
at Γ and K/M, respectively, whereas the dispersion-behavior
of the occupied bands is only slightly altered.

Let us now consider the effect of applying an external
electric field. PBE0-band structure plots for the S4 bilayer
system in both the F− and F+ cases (see Figure 7) as well
as the field-free case are shown in Figure 10. The plot
further indicates projected DOS for the Graphane and BN
contributions as well as the ghost-atoms used to improve
the virtual-space description. Upon considering the projected
DOS in the top-image in Figure 10, we indeed notice the
large contribution of the ghost atoms to the virtual bands of

FIG. 10. PBE0-band structures for the
S4 system in the field-free case as well
as under an external electric field of
669 mV/Å. For the field-free case (top),
projected DOS are shown on the both
sides of the band structure plot with
the left-hand side corresponding to BN
(yellow) and ghost-Graphane (green)
contributions and the right-hand side
indicating Graphane (gray) as well as
ghost-BN projections (turquoise) of the
DOS. In the bottom plots, contribution
from ghost-atoms has been added to the
associated atoms and indicated in yel-
low (BN) and gray (Graphane), respec-
tively. In all cases the bands forming
the VBM/CBM have been color-coded
in red/blue, respectively, for emphasis.

FIG. 11. PBE0-band structures for the
S4-bilayer system for an external field
of 669 meV/Å and 1286 meV/Å respec-
tively, applied along the F+-direction.
Local DOS are shown for both cases
and refer to projections on Graphane
(gray) and BN (yellow) atoms including
ghost atoms (see Figure 10).
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FIG. 12. PBE0-band structures for the S4-trilayer system in the field-free case and under an external field of 669 meV/Å respectively. Local DOS are shown for
both cases and refer to projections on Graphane (gray) and BN (yellow/green) atoms including ghost atoms as shown in the central figure where the direction of
the external field has further been indicated. For the field-free case, only one set of projections is shown as both sides are symmetry-equivalent.

both Graphane as well as BN. While isolated Graphane has
a direct-Γ-centered band gap and monolayer BN shows an
indirect, K → Γ gap, the S4 system shows a direct Γ → Γ
gap, associated with a Graphane to BN charge transfer. Note
that the conduction-band minimum (CBM) located on the BN-
layer lies only slightly lower in energy than the lowest-energy
Graphane-band at the Γ-point.

The picture changes though when an external electric field
is applied. For the F+ field-direction, the field causes BN-bands
to shift upwards in energy. For fields up to ≈669 meV/Å,
this causes the CBM to shift from BN to Graphane, while
the VBM remains located on the Graphane-layer. The band
gap of the S4-system is thereby changed from a Graphane-BN
charge transfer to a Graphane-centered gap. For fields stronger
than ≈669 meV/Å, BN-bands at the K-point move above the
Graphane VBM at Γ and the band gap shifts to an indirect
K → Γ gap with the direction of the charge transfer being
reversed with respect to the zero-field case (see Figure 11).
If the field is applied in the F− direction on the other hand,
BN-bands are shifted down in energy, causing no change in
band-gap character but a stronger splitting of the conduction
bands.

Finally, let us consider the effect of an external field on the
trilayer band structure. Figure 12 shows the S4-PBE0 trilayer
band structure in both the field-free case as well as under
an external field of 669 meV/Å. In the zero-field case, the
same behavior as in the bilayer is observed with the band gap
corresponding to a Graphane-BN charge transfer transition at
the Γ-point. As an external field is applied, both effects seen
in the bilayer-cases combine leading to a spreading of the
conduction bands as well as an upwards-shift of the K-point
occupied BN-bands moving them closer to the VBM, located
on the Graphane-layer. Even stronger fields could accordingly
be used to induce a BN–BN charge transfer for the trilayer-
system band gap created between K and Γ with the direction
of the charge transfer being controlled by the direction of the
external field.

IV. CONCLUSIONS

Herein, we have presented the to the best of our knowledge
first full ab-initio study of combined Graphane/BN structures
and their response to static external electric fields applied
along the surface-normal direction.

We have shown how HF/LMP2 calculations can be
applied to gain a detailed understanding of the effects causing
preferential binding sites in terms of relative contributions

from static repulsion and electron correlation. We have
further demonstrated the effects of multilayering of the
aforementioned systems on their polarizability as well as the
consequences of an external electric field on the interaction
energy of these multilayered structures.

Finally, we investigated the effects of an external electric
field on the band structures of Graphane/BN bilayer system.
While the band gap has the character of a direct Γ-centered gap
associated with a Graphane to BN charge transfer in the field-
free case, the application of an external electric field allows
to shift the gap to a Graphane-centered gap and subsequently
to an indirect K → Γ gap associated with a BN to Graphane
charge transfer, depending on the field strength. Finally, in the
trilayer case, the external field can induce a BN–BN charge
transfer between the BN-layers located on either side of the
Graphane-layer; the direction of this charge transfer can be
controlled by the direction of the external field.
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