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#### Abstract

We consider a normal lead coupled to a Majorana bound state. We show that the spin-resolved current correlations exhibit unique features which distinguish Majorana bound states from other lowenergy resonances. In particular, the spin-up and spin-down currents from a Majorana bound state are anticorrelated at low bias voltages, and become uncorrelated at higher voltages. This behavior is independent of the exact form of coupling to the lead, and of the direction of the spin polarization. In contrast, an ordinary low-energy Andreev bound state gives rise to a positive correlation between the spin-up and spin-down currents, and this spin-resolved current-current correlation approaches a nonzero constant at high bias voltages. We discuss experimental setups in which this effect can be measured.


PACS numbers: 71.10.Pm, 74.45.+c, 74.78.Na, 72.25.-b

Introduction.-Majorana fermions in condensed matter systems [1, 2] are zero-energy excitations which behave as particles which are their own antiparticles. The interest in phases which host such Majorana bound states (MBSs) stems largely from their topological nature; such a state stores information nonlocally. A consequence of this property is that such systems are insensitive to local perturbations and to decoherence [3]. This, along with their non-Abelian exchange statistics [4-7], makes them a potential platform for fault-tolerant quantum information processing [8].

In recent years various mechanisms have been proposed theoretically for realizing MBSs [4, 9-16]. Specifically, it was predicted that a semiconductor nanowire with strong spin-orbit coupling in proximity to an $s$-wave superconductor and subject to a magnetic field can host localized MBSs $[15,16]$. This proposal prompted a series of transport experiments [17-21] reporting the observation of a zero-bias conductance peak (ZBCP), consistent with the presence of a MBS [22-24]. Very recently zero-energy states have also been detected at the ends of a ferromagnetic atomic chain deposited on a superconductor [25]. While these experiments are promising, it has been suggested that the ZBCP can also appear in the absence of a MBS as a result of other mechanisms [26-31]. It is therefore crucial to have a physical signature beyond the ZBCP, which will be able to distinguish the MBS from other possible physical scenarios.

In this Letter, we discuss the signatures of MBSs in spin-resolved current correlations. Consider a normal metallic lead coupled to a topological superconductor with a MBS at its end. A bias voltage is applied between the lead and the superconductor, driving a current from the lead. We are interested in the spin-resolved current correlations in the lead, defined as

$$
\begin{equation*}
P_{s s^{\prime}}=\int_{-\infty}^{\infty} d t\left\langle\delta \hat{I}_{s}(0) \delta \hat{I}_{s^{\prime}}(t)\right\rangle, \quad \delta \hat{I}_{s}=\hat{I}_{s}-\left\langle\hat{I}_{s}\right\rangle \tag{1}
\end{equation*}
$$

where $\hat{I}_{s}$ is the spin- $s$ current operator $(s=\uparrow, \downarrow)$. We concentrate on the cross correlation term $P_{\uparrow \downarrow}$ and compare between two cases: with a MBS present, and with


FIG. 1: A semiconductor nanowire proximity coupled to an $s$-wave superconductor. Under certain conditions the system hosts Majorana bound states at its ends. The system is tunnel coupled on the left to a normal lead which is biased at a voltage $V$. The correlations between the spin-resolved currents ( $I_{\uparrow}$ and $I_{\downarrow}$ ) in the normal lead have features which are unique to the Majorana bound state. To measure these correlations we suggest implementing the system in a $T$-shaped junction and placing a "spin filter" at each of the arms of the $T$. This may be done by defining quantum dots using gate voltages. In the presence of a magnetic field the resonance level of each dot can be tuned by back gates to have opposite spins.
an "accidental" low-energy Andreev bound state (ABS) but without a MBS. Both cases lead to a similar ZBCP.

As we will show, in the presence of a MBS, the cross term $P_{\uparrow \downarrow}$ carries unique signatures, that are strikingly different from the case of an ABS: In the MBS case, $P_{\uparrow \downarrow}$ is negative in sign, and approaches zero as $P_{\uparrow \downarrow} \propto 1 / V$ with increasing bias voltage $V$. In contrast, an ABS generically gives rise to a positive $P_{\uparrow \downarrow}$, that approaches a nonzero constant at high voltages. Notice that a lowenergy ABS can be viewed as a pair of overlapping MBSs. Crucially, however, unlike the case of two spatially separated MBSs, in this case both MBSs are coupled to the lead with comparable strengths.

As a prototypical setup for measuring this effect, we consider a long semiconductor nanowire proximity coupled to a conventional bulk $s$-wave superconductor (Fig. 1). Under the right conditions, a MBS is formed at the end of the wire $[15,16]$. The wire is tunnel coupled to a normal lead forming a $T$ junction; a bias voltage is applied between the lead and the superconductor. At
the two arms of the $T$ junction, there are "spin filters" that allow only electrons of a certain spin polarization to pass. Physical ways to implement such spin filters will be discussed below. This setup allows measurement of the correlation functions defined in Eq. (1), including $P_{\uparrow \downarrow}$ for oppositely polarized spin filters.

Intuitive analysis. - The behavior of $P_{\uparrow \downarrow}$ can be understood from qualitative considerations. We assume that the bias voltage is smaller than the gap of the superconductor, such that only Andreev reflection [32] in the lead contributes to the conductance. Consider first the case $V \gg \Gamma$, where $\Gamma$ is the width of the ZBCP (originating either from a MBS or an accidental low-energy ABS near the end of the wire). In this limit one can discuss sequential single-particle tunneling events. As Cooper pairs are transported from the superconductor to the lead, they split such that one electron goes to the lead while the other electron changes the occupation of the low-energy resonance [33].

A change in the occupation number of an ordinary ABS is generically accompanied by a change in local physical observables near the edge, e.g., the local spin and charge densities. As a result, the spin density near the edge changes each time an electron is transmitted and the spin of the transmitted electron tends to be antialigned with the spin of the preceding transmitted electron. (If the $z$ component of the spin is conserved, this correlation is perfect.) Such a correlation corresponds to $P_{\uparrow \downarrow}>0$.

On the other hand, a change in the occupation number of a MBS cannot be detected in any local observable near a single edge. In particular, the local spin densities of the two degenerate ground states (associated with the occupation number of the fermion formed by the MBSs at the two ends) are identical [34]. It follows that the spins of consecutive electrons are uncorrelated; hence $P_{\uparrow \downarrow} \rightarrow 0$.

Next, consider the case $V, T \ll \Gamma$ (where $T$ is the temperature). In the MBS case, the total shot-noise power $P=\sum_{s, s^{\prime}=\uparrow, \downarrow} P_{s s^{\prime}}$ goes to zero as a result of the total transmission approaching unity [22-24]. Since $P_{\uparrow \uparrow}$ and $P_{\downarrow \downarrow}$ are positive definite quantities, we must have $P_{\uparrow \downarrow}=P_{\downarrow \uparrow} \leq 0$.

Simple model.-With this qualitative picture in mind, we calculate $P_{s s^{\prime}}$ for a general low-energy model $H=$ $H_{L}+H_{T}$ of a normal lead coupled to a MBS, where

$$
\begin{equation*}
H_{L}=\sum_{k, s} \epsilon_{k} \psi_{k s}^{\dagger} \psi_{k s}, H_{T}=i \gamma \cdot \sum_{k, s}\left(t_{s} \psi_{k s}+\text { H.c. }\right) \text {. } \tag{2}
\end{equation*}
$$

Here $\psi_{k s}$ describes the lead modes with spin $s, \epsilon_{k}$ are the energy levels in the lead, and $t_{s}$ is the coupling constant of these modes to the Majorana state described by $\gamma$ [35]. The form of $H$ is quite general and stems solely from the Hermitian nature of $\gamma$.

At energies below the superconducting gap only reflection processes are possible, and the scattering matrix is given by $[36,37]$

$$
\left(\begin{array}{ll}
r^{e e} & r^{e h}  \tag{3}\\
r^{h e} & r^{h h}
\end{array}\right)=1-2 \pi i W^{\dagger}\left(E+i \pi W W^{\dagger}\right)^{-1} W
$$

with $W=\sqrt{\nu_{0}}\left(t_{\uparrow}, t_{\downarrow}, t_{\uparrow}^{*}, t_{\downarrow}^{*}\right)$, and where $\nu_{0}$ is the density of states in the lead. This yields

$$
\begin{equation*}
r_{s s^{\prime}}^{e e}=\delta_{s s^{\prime}}+\frac{2 \pi \nu_{0} t_{s}^{*} t_{s^{\prime}}}{i E-\Gamma}, r_{s s^{\prime}}^{h e}=\frac{2 \pi \nu_{0} t_{s} t_{s^{\prime}}}{i E-\Gamma} \tag{4}
\end{equation*}
$$

where $r^{h h}{ }_{(E)}=\left[r^{e e}{ }_{(-E)}\right]^{*}, r^{e h}(E)=\left[r^{h e}{ }_{(-E)}\right]^{*}$ as dictated by particle-hole symmetry, and $\Gamma=2 \pi \nu_{0}\left(\left|t_{\uparrow}\right|^{2}+\right.$ $\left|t_{\downarrow}\right|^{2}$ ).

The spin-resolved currents and their correlation functions are given by [38]

$$
\begin{align*}
& \left\langle\hat{I}_{s}\right\rangle=\frac{e}{h} \sum_{\substack{s^{\prime} \in \uparrow, \downarrow \\
\alpha, \beta \in e, h}} \operatorname{sgn}(\alpha) \int_{0}^{\infty} d E A_{s^{\prime} s^{\prime}}^{\beta \beta}(s, \alpha ; E) f_{\beta}(E), \\
& P_{s s^{\prime}}=\frac{e^{2}}{h} \sum_{\substack{\sigma, \sigma^{\prime} \in \uparrow, \downarrow \\
\alpha, \beta, \gamma, \delta \in e, h}} \operatorname{sgn}(\alpha) \operatorname{sgn}(\beta) \int_{0}^{\infty} d E \\
& \quad \times A_{\sigma \sigma^{\prime}}^{\gamma \delta}(s, \alpha ; E) A_{\sigma^{\prime} \sigma}^{\delta \gamma}\left(s^{\prime}, \beta ; E\right) f_{\gamma}(E)\left[1-f_{\delta}(E)\right] \\
& A_{\sigma \sigma^{\prime}}^{\gamma \delta}(s, \alpha ; E)=\delta_{s \sigma} \delta_{s \sigma^{\prime}} \delta_{\alpha \gamma} \delta_{\alpha \delta}-\left[r_{s \sigma}^{\alpha \gamma}\right]^{*} r_{s \sigma^{\prime}}^{\alpha \delta}, \tag{5}
\end{align*}
$$

with $f_{e}(E)=1-f_{h}(-E)$ being the distribution of incoming electrons in the lead. Here $\operatorname{sgn}(\alpha)=+1$ for $\alpha=e$ and $\operatorname{sgn}(\alpha)=-1$ for $\alpha=h$. Inserting the reflection matrices of Eq. (4), one obtains at zero temperature

$$
\begin{equation*}
P_{\uparrow \downarrow}=-\frac{2 e^{2}}{h} \Gamma_{\uparrow} \Gamma_{\downarrow} \frac{e V}{(e V)^{2}+\Gamma^{2}} \tag{6}
\end{equation*}
$$

where $\Gamma_{s}=2 \pi \nu_{0}\left|t_{s}\right|^{2}$. As anticipated, $P_{\uparrow \downarrow}$ is negative and goes to zero at high voltages as $1 / V$ (assuming $e V$ remains smaller than the superconducting gap). We note that summing $P_{\uparrow \downarrow}$ with the rest of the spin-resolved terms gives the total shot noise power [23, 39-41].

The result of Eq. (6) does not depend on details such as the particular system hosting the MBS, the nature of the coupling to the lead, or the particular spin polarization axis. One can change the spin axis by transforming the coupling constants according to

$$
\begin{equation*}
\left(t_{\uparrow}^{\prime}, t_{\downarrow}^{\prime}\right)=\left(t_{\uparrow}, t_{\downarrow}\right) \cdot \exp (-i \theta \hat{\mathbf{n}} \cdot \boldsymbol{\sigma} / 2) \tag{7}
\end{equation*}
$$

where $\boldsymbol{\sigma}$ is a vector of Pauli matrices, $\hat{\mathbf{n}}$ is a unit vector and $\theta$ is a rotation angle. We note in passing that by varying both $\hat{\mathbf{n}}$ and $\theta$ one can always find a spin axis such that $t_{\downarrow}^{\prime}=0$ [42], resulting in a spin-polarized current [43].

Next, we consider an accidental low-energy ABS. For simplicity we shall temporarily assume that spin in the $z$ direction is conserved [44]. Under these assumptions the most general tunneling Hamiltonian is given by [45]

$$
\begin{equation*}
\tilde{H}_{T}=a^{\dagger} \sum_{k}\left(\tilde{t}_{\uparrow} \psi_{k \uparrow}+\tilde{t}_{\downarrow} \psi_{k \downarrow}^{\dagger}\right)+\text { H.c. } \tag{8}
\end{equation*}
$$

where $a$ is the annihilation operator for the ABS. (Notice that if one writes $a$ in terms of two Majorana operators, then both of them are coupled to the lead with equal strength.) One can now use Eq. (16) with

$$
W=\sqrt{\nu_{0}}\left(\begin{array}{cccc}
\tilde{t}_{\uparrow} & 0 & 0 & \tilde{t}_{\downarrow}^{*}  \tag{9}\\
0 & \tilde{t}_{\downarrow} & \tilde{t}_{\uparrow}^{*} & 0
\end{array}\right)
$$

to obtain the reflection matrices

$$
\begin{equation*}
r^{e e}=\frac{i E}{i E-\tilde{\Gamma} / 2}+\frac{\left(\tilde{\Gamma}_{\uparrow}-\tilde{\Gamma}_{\downarrow}\right) / 2}{i E-\tilde{\Gamma} / 2} \sigma^{z} \quad, r^{h e}=\frac{2 \pi \nu_{0} \tilde{t}_{\uparrow} \tilde{t}_{\downarrow}}{i E-\tilde{\Gamma} / 2} \sigma^{x} . \tag{10}
\end{equation*}
$$

These reflection matrices are written in the basis of the spin in the $z$ direction. To obtain them for a general spin direction, we perform a transformation on $r^{e e}, r^{h e}$ which rotates the spin axis by an angle $\theta$ away from the $z$ axis [45]. Upon doing so, and then using Eq. (5) one has

$$
\begin{align*}
& P_{\uparrow \downarrow}=\frac{2 e^{2}}{h} \frac{\tilde{\Gamma}_{\uparrow} \tilde{\Gamma}_{\downarrow}}{\tilde{\Gamma}}\left\{\left[\frac{\left(\tilde{\Gamma}_{\uparrow}-\tilde{\Gamma}_{\downarrow}\right)^{2}}{\tilde{\Gamma}^{2}}+\cos ^{2} \theta\right] \cdot \arctan \frac{2 e V}{\tilde{\Gamma}}\right. \\
&\left.+\left[\frac{\left(\tilde{\Gamma}_{\uparrow}-\tilde{\Gamma}_{\downarrow}\right)^{2}}{\tilde{\Gamma}^{2}}-\cos ^{2} \theta\right] \cdot \frac{2 e V / \tilde{\Gamma}}{1+(2 e V / \tilde{\Gamma})^{2}}\right\} \tag{11}
\end{align*}
$$

This should be compared to Eq. (6). Unlike the MBS scenario, $P_{\uparrow \downarrow}$ is now positive for all $V$ and monotonically approaches a finite value at $e V \gg \tilde{\Gamma}$.

Microscopic model. -Next we verify our conclusions using a numerical simulation of an experimentally realizable microscopic model [17-20]. We consider a nanowire having Rashba spin-orbit coupling, proximity coupled to an $s$-wave superconductor, with an applied Zeeman field. The wire is tunnel coupled to a normal lead from the left, as depicted in Fig. 1. The Hamiltonian for the system (not including the spin filters) is $H=H_{L}+H_{\mathrm{nw}}+H_{T}$, with $H_{L}$ being the isolated lead Hamiltonian in Eq. (2), $H_{\mathrm{nw}}$ is the Hamiltonian for the nanowire given by

$$
\begin{gather*}
H_{\mathrm{nw}}=\int_{-L / 2}^{L / 2} d x \Phi^{\dagger}(x) \mathcal{H} \Phi(x)  \tag{12}\\
\mathcal{H}=\left(\frac{-\partial_{x}^{2}}{2 m_{\mathrm{e}}}-\mu\right) \tau^{z}+i \alpha_{R} \tau^{z} \sigma^{z} \partial_{x}+\mathbf{B} \cdot \boldsymbol{\sigma}+\Delta(x) \tau^{x},
\end{gather*}
$$

where $\Phi^{\dagger}(x)=\left(\phi_{\uparrow}^{\dagger}(x), \phi_{\downarrow}^{\dagger}(x), \phi_{\downarrow}(x),-\phi_{\uparrow}(x)\right)$ are the electron creation and annihilation operators in the wire, and $H_{T}$ describes the coupling of the nanowire to the lead

$$
\begin{equation*}
H_{T}=-\sum_{k, p, s} t_{k p} \phi_{p s}^{\dagger} \psi_{k s}+\text { H.c.. } \tag{13}
\end{equation*}
$$

Here $\phi_{p s}$ denotes an eigenmode of the decoupled wire, $t_{k p}$ are the hopping matrix elements between the lead and the wire, $m_{\mathrm{e}}$ is the effective electron mass, $\mu$ is the chemical potential, $\alpha_{R}$ describes the spin-orbit coupling, $\mathbf{B}$ is the Zeeman field, and $\Delta(x)=\Delta_{0} \theta\left(L_{\mathrm{S}} / 2-|x|\right)$ is the induced pair potential in the wire, with $L_{\mathrm{S}}$ being the length of the section of the wire which is covered by the superconductor (cf. Fig. 1).

As we shall now show, this system can exhibit either a zero-energy ABS or a zero-energy MBS at the end of the wire, depending on the value of $B$. The differential conductance spectra in the two cases are similar. The spin-resolved current correlations, however, are qualitatively different. By discretizing $H$ on a lattice we numerically obtain the scattering matrix [45], from which the spin-resolved currents and their correlations are obtained with the help of Eq. (5).

In Fig. 2a the differential conductance $d\langle\hat{I}\rangle / d V$ is presented as a function of bias voltage $V$ and Zeeman energy


FIG. 2: Numerical simulation of the system described in Eq. (12) and depicted in Fig. 1. The parameters of the system are taken to be in accordance with a recent experiment [17], namely $E_{\text {so }}=m_{\mathrm{e}} \alpha_{R}^{2} / 2=50 \mu \mathrm{~V}, \Delta_{0}=250 \mu e V$, and $l_{\mathrm{so}}=1 /\left(m_{\mathrm{e}} \alpha_{R}\right)=200 \mathrm{~nm}$. We take the length of the wire to be $L=2.5 \mu \mathrm{~m}$ with $L_{\mathrm{S}}=1.4 \mu \mathrm{~m}$. Similar results are obtained for parameters taken from a different experiment [19, 45]. The magnetic field $\mathbf{B}$ is applied at an angle of $60^{\circ}$ from the $z$ axis in the $x z$ plane. (a) Differential conductance as a function of bias $V$ and Zeeman energy $B$ for $\mu=125 \mu \mathrm{eV}$ and at $T=30 \mathrm{mK}$, in units of $G_{0}=e^{2} / h$. A zero-bias conductance peak appears both as a result of a Majorana bound state (MBS) at $B>B_{c}$, and as a result of a trivial Andreev bound state (ABS) at $B<B_{c}$. (b) Local density of state at zero energy for $B=350 \mu e V$ and for $B=90 \mu \mathrm{eV}$, where the system hosts a localized MBS and an ABS , respectively. In both cases the density of states is significant only near the ends of the wire. (c),(d) Spin-resolved currents correlation $P_{\uparrow \downarrow}$ vs $V$ at different temperatures for (c) the MBS and (d) the ABS. For the Majorana case, $P_{\uparrow \downarrow}$ is negative and goes to zero at large $V$. This is in striking contrast to the case of an ABS, where $P_{\uparrow \downarrow}$ is positive and approaches a finite constant value at large $V$.
$B$, for a value of $\mu=125 \mu \mathrm{eV}$ and at a temperature of $T=30 \mathrm{mK}$. The magnetic field $\mathbf{B}$ is applied at an angle of $60^{\circ}$ from the $z$ axis in the $x z$ plane. The dashed white line signifies the critical Zeeman energy $B_{c}=\sqrt{\mu^{2}+\Delta_{0}^{2}}$ above which the system is in the topological phase in the thermodynamic limit $[15,16]$. Beyond this a zero-energy MBS appears, and one observes a ZBCP. At even higher magnetic fields the conductance begins to oscillate due to the overlap between the MBSs at the two ends of the wire [19, 46-48].

Importantly, a ZBCP is also present at a magnetic field which is below the critical line, at about $B \sim 0.1 \mathrm{meV}$, even though the system is in the topologically trivial phase. This ZBCP is due to a trivial ABS which is localized at the left end of the wire. In Fig. 2b the local density of states (LDOS) at zero energy $\mathcal{N}(x, 0)$ [45] is presented for two different Zeeman energies $B=350 \mu \mathrm{eV}$ and $B=90 \mu e V$, corresponding to the MBS and ABS, respectively. We note that in both cases the LDOS is
peaked at the two ends of the wire [49], making it difficult to distinguish between the ABS and the MBS via a scanning tunneling microscopy measurement.

The spin-resolved current correlation $P_{\uparrow \downarrow}$, on the other hand, is qualitatively different for the two cases. Figure 2c and Fig. 2d show $P_{\uparrow \downarrow}$ as a function of bias for the MBS $(B=350 \mu e V)$ and for the ABS $(B=90 \mu e V)$, respectively. As anticipated, in the case of a MBS the correlations are negative and approach zero at high voltages. In the case of an ABS , the correlations are positive and approach a finite value at large $V$. This is in agreement with the analytical low-energy treatment which resulted in Eq. (6) and Eq. (11).

Interestingly, the main features distinguishing a MBS from an ABS survive even at finite temperatures, as apparent in Figs. 2c, 2d. At a finite temperature, $P_{\uparrow \downarrow} \neq 0$ at zero voltage. $P_{\uparrow \downarrow}$ recovers its low- $T$ behavior at voltage $V \gtrsim T$. In particular, one can witness these distinctive features even for $T>\Gamma$. We note that Figs. 2c, 2d present results for voltages that are smaller than the excitation gap in the system (roughly $50 \mu \mathrm{eV}$ ). At higher voltages the features of $P_{\uparrow \downarrow}$ are no longer universal as $P_{\uparrow \downarrow}$ picks up contributions from higher-energy resonances [45].

The spin-resolved currents whose correlation is presented in Figs. 2c, 2d are all defined with respect to the $z$ spin axis. In Fig. 3a we present $P_{\uparrow \downarrow}$ for spin-resolved currents defined with a spin axis rotated by an angle $\theta$ from the $z$ axis in the $x z$ plane [45]. The results for the MBS (solid lines) and for the ABS (dashed lines) are obtained at zero temperature and for the same parameters as those of Fig. 2c and Fig. 2d, respectively. It is apparent that the same distinctive features persist upon rotating the spin axis. We point out the suppression of $P_{\uparrow \downarrow}$ in the MBS case for $\theta=60^{\circ}$, which is the direction of $\mathbf{B}$. This is caused due to polarization of the Majorana wave function $[50,51]$ in the $\mathbf{B}$ direction, giving rise to a nearly perfect polarization of the spin-resolved current through the MBS.

It is interesting to examine the crossover between the MBS case and the ABS case. This can be done by increasing $B$ to the point where there is a large overlap between the MBSs at the two ends of the wire. At this point, the two Majorana states are equivalent to a single ordinary ABS. In particular, they are both coupled to the lead with comparable strengths. In Fig. 3b we present $P_{\uparrow \downarrow}$ vs $V$ for various Zeeman energies $B$, corresponding to two MBSs with increasing spatial overlap. As the overlap increases, $P_{\uparrow \downarrow}$ turns from being negative to being positive for all $V$. We note that for all these values of $B$ a ZBCP is present in the differential conductance spectra [cf. Fig. 2a].

Discussion. - We have shown that a MBS has unique signatures in spin-resolved current correlations, distinguishing it from a topologically trivial ABS. These signatures are rooted in the nonlocal nature of the MBS. We expect other low-energy resonances, such as a Kondo resonance [52-54], or end modes due to smooth confinement in a nontopological state [27], to behave qualitatively like


FIG. 3: Spin-resolved current correlations $P_{\uparrow \downarrow}$ as a function of bias voltage $V$, at $T=0$. (a) The spin-resolved currents are defined with respect to an axis which is rotated by an angle $\theta$ from the $z$ axis in the $x z$ plane. The direction of $\mathbf{B}$ remains fixed at an angle of $60^{\circ}$ from the z axis. The characteristic features seem to be angle independent for both the Majorana bound state (MBS) $B=350 \mu \mathrm{~V}$ (solid lines), and the trivial Andreev bound state (ABS), $B=90 \mu e V$ (dashed lines). (b) Crossover between a MBS and an ABS. As $B$ is increased the spatial overlap of the pair of Majorana end states increases until they are indistinguishable from an ordinary ABS (cf. marked points in Fig. 2a).

## an ABS.

Finally, we discuss the proposed realization of the spin filters described in Fig. 1. Gates located underneath each of the two normal legs of the junction define two quantum dots. By varying the gate potential under the dot, one can tune a level of a certain spin to be at resonance, thereby filtering the spin-resolved current through that leg [55]. If the two dots are tuned to opposite spin resonances, $P_{\uparrow \downarrow}$ can be obtained by measuring correlations between the currents through the two normal legs. Alternatively, spin filters can be constructed by coupling the normal legs to oppositely polarized ferromagnets [43] or to a quantum spin Hall insulator [56-59].
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## SUPPLEMENTARY MATERIAL

## TIGHT-BINDING SIMULATION

To obtain the scattering matrix for the system depicted in Fig. 1 of the main text we discretize the Hamiltonian of Eq. (12) of the main text on a 1D lattice of $N$ sites, resulting in the following tight-binding Hamiltonian:

$$
\begin{align*}
H & =\sum_{i=1}^{N} \sum_{s, s^{\prime}}\left[(-\mu+2 t) \delta_{s s^{\prime}}+\mathbf{B} \cdot \boldsymbol{\sigma}_{s s^{\prime}}\right] c_{i, s}^{\dagger} c_{i, s^{\prime}} \\
& -\left[\left(t \delta_{s s^{\prime}}-i u \sigma_{s s^{\prime}}^{z}\right) c_{i, s}^{\dagger} c_{i+1, s^{\prime}}+\text { H.c. }\right]  \tag{14}\\
& +\sum_{i=1}^{N}\left[\Delta_{i} c_{i, \uparrow}^{\dagger} c_{i, \downarrow}^{\dagger}+\text { H.c. }\right]=\sum_{m, n=1}^{4 N} \Psi_{m}^{\dagger} \mathcal{H}_{m n}^{\mathrm{BdG}} \Psi_{n}
\end{align*}
$$

where $\Psi^{\dagger}=\left(c_{1 \uparrow}^{\dagger}, c_{1 \downarrow}^{\dagger}, \ldots c_{N \uparrow}^{\dagger}, c_{N \downarrow}^{\dagger}, c_{1 \uparrow}, c_{1 \downarrow}, \ldots c_{N \uparrow}, c_{N \downarrow}\right)$, and

$$
\Delta_{i}=\left\{\begin{array}{lc}
1 \leq i \leq\left(N-N_{S}\right) / 2  \tag{15}\\
\left(N-N_{S}\right) / 2<i \leq\left(N+N_{S}\right) / 2, & \Delta_{0} \\
\left(N+N_{S}\right) / 2<i \leq N, & 0
\end{array}\right.
$$

We wish to relate the tight-binding parameters $t, u, N$ and $N_{\mathrm{S}}$ in Eq. (14) to the physical parameters which appear in the main text. To this end we first note that the spin-orbit coupling energy and spin-orbit length are given by $E_{\mathrm{so}}=u^{2} / t$ and $l_{\mathrm{so}}=t a / u$ respectively, with $a=L / N$ being the lattice spacing. To adequately describe a continuous wire using a tight-binding model we require that the bandwidth $4 t$ is much larger than all other energy scales. In the present work we take $4 t=40 \Delta_{0}$. Given $E_{\mathrm{so}}, l_{\mathrm{so}}$, and the wire length $L$, the parameters $u$ and $N$ are therefore determined. Finally we have $N_{\mathrm{S}}=N \cdot L_{\mathrm{S}} / L$. For the system parameters of the present work this resulted in $u=1.4 \Delta_{0}, N=90$ and $N_{\mathrm{S}}=40$. The chemical potential used in the simulations is $\mu=0.5 \Delta_{0}=125 \mu \mathrm{eV}$.

## Scattering matrix

Using numerical matrix inversion we obtain the $4 \times 4$ scattering matrix of the system with the help of [36, 37]

$$
\begin{equation*}
S(E)=1-2 \pi i W^{\dagger}\left(E \cdot \mathbb{1}-\mathcal{H}^{\mathrm{BdG}}+i \pi W W^{\dagger}\right)^{-1} W \tag{16}
\end{equation*}
$$

where $W$ is a $4 N \times 4$ matrix given by

$$
W_{i, j}=w_{0} \cdot\left\{\begin{array}{lr}
1, & i=1, j=1  \tag{17}\\
1, & i=2, j=2 \\
1, & i=2 N+1, j=3 \\
1, & i=2 N+2, j=4 \\
0, & \text { OW }
\end{array}\right.
$$

and $S(E)$ contains four $2 \times 2$ reflection blocks

$$
S(E)=\left(\begin{array}{ll}
r^{e e} & r^{e h}  \tag{18}\\
r^{h e} & r^{h h}
\end{array}\right)
$$

In the simulations described in the main text we have used $w_{0}^{2}=0.25 \Delta_{0}$.

## Local density of states

The local density of states presented in Fig. 2b of the main text for the system of a wire decoupled from a lead is given in terms of the Green's function

$$
\begin{equation*}
\mathcal{N}\left(x_{i}, E\right)=-\frac{1}{\pi} \operatorname{Im} \sum_{\substack{\alpha \in e, h \\ s \in \uparrow, \downarrow}}\left[G^{\mathrm{R}}(E)\right]_{i i ; s s}^{\alpha \alpha} \tag{19}
\end{equation*}
$$

where $G^{\mathrm{R}}(E)$ is a $4 N \times 4 N$ matrix obtained by numerically inverting the BdG Hamiltonian:

$$
\begin{equation*}
G^{\mathrm{R}}(E)=\left[E \cdot \mathbb{1}-\mathcal{H}^{\mathrm{BdG}}+i \eta \cdot \mathbb{1}\right]^{-1} \tag{20}
\end{equation*}
$$

## MODEL FOR AN ANDREEV BOUND STATE

In Eq. (8) of the main text we introduce the general form of a tunneling Hamiltonian describing a normal lead coupled to a zero-energy Andreev bound state under the assumption of $s^{z}$ conservation. For concreteness, we shall now derive this Hamiltonian starting from a model of a single-level quantum dot coupled to a superconductor and to a normal lead. The superconductor degrees of freedom can be integrated out, resulting in an effective low-energy Hamiltonian

$$
\begin{gather*}
H=H_{L}+H_{D}+H_{T} \\
H_{L}=\sum_{k s} \epsilon_{k} \psi_{k s}^{\dagger} \psi_{k s}, \quad H_{T}=\sum_{k s} w_{s} \psi_{k s}^{\dagger} d_{s}+\text { h.c. }  \tag{21}\\
H_{D}=\sum_{s s^{\prime}}\left(\epsilon_{0} \delta_{s s^{\prime}}+B \sigma_{s s^{\prime}}^{z}\right) d_{s}^{\dagger} d_{s^{\prime}}+\left(\bar{\Delta} d_{\uparrow}^{\dagger} d_{\downarrow}^{\dagger}+\text { h.c. }\right)
\end{gather*}
$$

where $d_{s}^{\dagger}$ creates a spin- $s$ electron in the dot, $\epsilon_{0}$ is the energy of the quantum dot level, $B$ is the Zeeman field, and $\bar{\Delta}$ is the induced pair potential in the dot. We assume that the charging energy is much smaller than $\bar{\Delta}$ and is therefore neglected. Diagonalizing $H_{D}$, one has (up to a constant)

$$
\begin{equation*}
H_{D}=\left(\sqrt{\epsilon_{0}^{2}+\bar{\Delta}^{2}}-B\right) a^{\dagger} a+\left(\sqrt{\epsilon_{0}^{2}+\bar{\Delta}^{2}}+B\right) b^{\dagger} b \tag{22}
\end{equation*}
$$

where $a=\sin (\alpha) d_{\uparrow}^{\dagger}-\cos (\alpha) d_{\downarrow}, b=\cos (\alpha) d_{\uparrow}+\sin (\alpha) d_{\downarrow}^{\dagger}$, and $\cos (2 \alpha)=\epsilon_{0} / \sqrt{\epsilon_{0}^{2}+\bar{\Delta}^{2}}$. To have a single Andreev bound state at zero energy we can now tune the Zeeman field to be $B=\sqrt{\epsilon_{0}^{2}+\bar{\Delta}^{2}}$. Finally, projecting $H_{T}$ onto the low-energy subspace described by $a$ and $a^{\dagger}$ results in

$$
\begin{equation*}
H_{T} \simeq a^{\dagger} \sum_{k}\left(w_{\uparrow}^{*} \sin (\alpha) \psi_{k \uparrow}+w_{\downarrow} \cos (\alpha) \psi_{k \downarrow}^{\dagger}\right)+\text { h.c. } \tag{23}
\end{equation*}
$$

which is of exactly the same form as Eq. (8) of the main text with $\tilde{t}_{\uparrow}=w_{\uparrow}^{*} \sin (\alpha)$ and $\tilde{t}_{\downarrow}=w_{\downarrow} \cos (\alpha)$.

## SPIN ROTATIONS

The value of the spin-resolved current correlation $P_{\uparrow \downarrow}$ obviously depends on the choice of spin basis, namely the


FIG. 4: Spin-resolved current correlations $P_{\uparrow \downarrow}$ as a function of bias voltage $V$ for the case of a Majorana bound state, at $T=0$. The spin-resolved currents are defined with respect to an axis which is given by the angles $\theta$ and $\phi$. By varying both $\theta$ and $\phi$ one arrives at a spin axis in which the spin-resolved current is perfectly polarized. One observes that $P_{\uparrow \downarrow}$ vanishes for $(\theta, \phi)=\left(62^{\circ}, 17^{\circ}\right)$ and for $(\theta, \phi)=\left(118^{\circ}, 197^{\circ}\right)$. These are the axes for which $I_{\downarrow} \rightarrow 0$ and $I_{\uparrow} \rightarrow 0$ respectively.
axis along which spin- $\uparrow$ and spin- $\downarrow$ are defined. Given $P_{\uparrow \downarrow}$ in a particular spin-basis one can obtain $\tilde{P}_{\uparrow \downarrow}$, defined according to a rotated axis, by performing a unitary transformation on the scattering matrix and reinvoking Eq. (5) of the main text.

Since the scattering matrix involves both electrons and holes degrees of freedom the rotating transformation is given by

$$
\tilde{S}(E)=U^{\dagger} S(E) U \quad ; \quad U=\left(\begin{array}{cc}
e^{-i \frac{\theta}{2} \hat{\mathbf{n}} \cdot \boldsymbol{\sigma}} & \mathbf{0}  \tag{24}\\
\mathbf{0} & e^{i \frac{\theta}{2} \hat{\mathbf{n}} \cdot \boldsymbol{\sigma}^{*}}
\end{array}\right)
$$

where $\theta$ is the angle of rotation and $\hat{\mathbf{n}}$ is the rotation axis.
It was pointed out in the main text that for the case of a MBS one can always find a spin axis in which the current is completely spin polarized [43]. In that particular axis one should find that $P_{\uparrow \downarrow} \rightarrow 0$. This property can be demonstrated for the system studied in this work (cf. Eq. (12) of the main text). In Fig. 3a of the main text $P_{\uparrow \downarrow}$ was presented for a spin-axis which is rotated in the $x z$ plane. To witness perfect spin polarization of the spinresolved current, however, one must rotate the spin-axis also along the azimuthal angle. In Fig. 4 we present $P_{\uparrow \downarrow}$ in the case of a MBS $(B=350 \mu \mathrm{eV})$ for a spin axis given by the angles $\theta$ and $\phi$, defined in the usual way.

## FINITE-SIZE EFFECTS

As mentioned in the main text, an isolated MBS gives rise to a negative spin-resolved current correlation $P_{\uparrow \downarrow}$. In a long but finite wire there can be a small overlap of the wave-functions of the MBSs at the two ends of the wire. It is instructive to examine the effect of this overlap on the spin-resolved current correlations.

In Fig. 5a we present $P_{\uparrow \downarrow}$ as a function of bias voltage $V$ for different lengths of the superconducting section $L_{S}$. The system parameters are otherwise the same as those


FIG. 5: (a) Spin-resolved current correlation $P_{\uparrow \downarrow}$ vs bias voltage $V$ at $T=0$ for different lengths of the superconducting section $L_{\mathrm{S}}$ for the case of a Majorana bound state. The region of positive $P_{\uparrow \downarrow}$ at small voltages is due to the overlap between the two majorana fermions at the wire ends. As $L_{\mathrm{S}}$ increases the overlap becomes smaller. As a result the positive region becomes shorter and its maximum value becomes smaller. (b) $P_{\uparrow \downarrow}$ vs $V$ at zero and finite temperatures for a Majorana bound state (solid lines) and for an Andreev bound state (dashed lines). At voltages higher than the gap (which is about $50 \mu \mathrm{eV}$ ) the behavior is non universal as $P_{\uparrow \downarrow}$ picks up contributions from higher excited states. System parameters are the same as in Fig. 2 of the main text.
in Fig. 2c of the main text. Due to the finite overlap of the Majorana end states there is a small region at very low voltages where $P_{\uparrow \downarrow}$ becomes positive. As $L_{\mathrm{S}}$ increases, and the overlap between the MBSs decreases, the positive $-P_{\uparrow \downarrow}$ region becomes shorter and its maximum value becomes smaller.

This finite-size effect is related to the one described in Fig. 3b of the main text. There we vary the overlap between the MBSs by changing the coherence length (increasing $B$ ) until reaching the limit where the overlap is maximal. Here, on the other hand, we vary the overlap by elongating the wire until reaching the limit where the overlap vanishes. Notice that in Fig. 3b of the main text we concentrate on values of $B$ for which a zero-energy states is present inspite of the spatial overlap of the MBSs (cf. Fig. 2a of the main text). Here, on the other hand, the overlap is accompanied by an energy splitting of the MBSs.

## SUPRA-GAP VOLTAGES

In the main text we have presented results for voltages which are smaller than the excitation gap in the system, which is about $50 \mathrm{\mu eV}$ (cf. Fig. 2c and Fig. 2d of the main text). As was mentioned, at higher voltages the features of $P_{\uparrow \downarrow}$ are no longer universal as $P_{\uparrow \downarrow}$ picks up contributions from higher-energy resonances. For completeness we present in Fig. 5b the spin-resolved correlation $P_{\uparrow \downarrow}$ for higher bias voltage for both the MBS case $(B=350 \mu e V)$ and the ABS case $(B=90 \mu e V)$. All parameters are the same as in Fig. 2 of the main text.


FIG. 6: (a)-(b) Spin-resolved current correlations $P_{\uparrow \downarrow}$ for (a) a Majorana bound state and for (b) an Andreev bound state. (c)-(d) Differential conductance $d I / d V$ for (c) a Majorana bound state and for (d) an Andreev bound state. The system parameters are similar to those of a recent experiment by Das et al. [19]. We take the length of the wire to be $L=2.6 \mu \mathrm{~m}$ with $L_{\mathrm{S}}=1.3 \mu \mathrm{~m}$, and $\mu=0 \mu \mathrm{eV}$.

## ADDITIONAL RESULTS

In the main text we have presented results (cf. Fig. 2 and Fig. 3) of a numerical simulation of a system having the same parameters as those of a recent experiment by Mourik et al. [17]. The conclusions and the main features of our study are general and do not depend on the specific choice of parameters.

We have repeated the calculation for a system having parameters similar to those of an experiment by Das et al. [19], namely $E_{\text {so }}=m_{e} \alpha_{R}^{2} / 2=70 \mu e V, \Delta_{0}=45 \mu e V$, and $l_{\text {so }}=1 /\left(m_{e} \alpha_{R}\right)=130 \mathrm{~nm}$. We take the length of the wire to be $L=2.6 \mu m$ with $L_{\mathrm{S}}=1.3 \mu \mathrm{~m}$. For chemical potential $\mu=0$, the system is in its topological phase when $B>B_{c}=45 \mu \mathrm{eV}$, with two MBSs residing at each end of the wire.

In Fig. 6 we present results for $P_{\uparrow \downarrow}$ and $d I / d V$ for the case of a MBS (Zeeman field of $B=68 \mu \mathrm{VV}>B_{c}$, pointing in the $x$ direction), and for a case of an accidental ABS (Zeeman field $B=16 \mu e V<B_{c}$, pointing in the $z$ direction). While the differential conductance spectra for the ABS and for the MBS look similar, the behavior of the spin-resolved correlations is very distinct. For the MBS $P_{\uparrow \downarrow}$ is mostly negative and approaches zero at high bias voltages. The region of positive $P_{\uparrow \downarrow}$ at very small voltages is due to finite size effects as explained above. In the case of the ABS , on the other hand, $P_{\uparrow \downarrow}$ is positive and saturating at a constant nonzero value.

