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5.1 The San Andreas Fault Observatory at Depth

The San Andreas Fault system defines the boundary betwe&adtifec and the
North American Plate. The Pacific Plate moves northwestwelative to the
North American Plate which causes right-lateral strikp-$hult displacement
(see Figure 5.1). Different sections of the San AndreastFsydtem show
different behaviors. Some segments of the fault are locked several decades
while building up strain which is released during great legubkes (e.g., the
great Fort Tejon earthquake in 1857 and the great San Fcanemthquake in
1906). These sections are marked as red lines in Figure B.th®other hand,
some segments of the fault are constantly creeping (aseislip) with about
20 mml/year (the yellow marked section in Figure 5.1). Thestamt creep does
still generate earthquakes but the magnitudes of theshoemites (M:6) are
smaller than those of earthquakes originated in the faglnheats that have been
locked for decades. The San Andreas Fault Observatory athDEGAFOD)
is located near Parkfield, California, and lies in the triimsizone between a
creeping section and a section that was ruptured a few timaagla series
of moderate-size earthquakes. The San Andreas Fault afidfdils of special
scientific importance for several reasons.

Firstly, the moderate-size earthquakes mentioned abower dairly regularly.

The documented series starts in 1857 with two foreshockdtfher and Wald,
1999; Sieh, 1978a) to the great Fort Tejon earthquake thatumed the fault
from Parkfield to the southeast for about 360 km (Sieh, 197Bh¢ earthquake
sequences continued with events in 1881, 1901, 1922, 1984 (Bakun and
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5.1. The San Andreas Fault Observatory at Depth
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Figure 5.1: Modified Californian relief map (the originallief map is provided by
the U.S. Geological Survey and can be downloaded from thewinlg web page
http://education.usgs.gov/california/maps/shadedd.hRuptured segments of the San
Andreas Fault are marked as solid red lines, whereas theingesegment of the fault
is indicated by a yellow solid line.
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McEvilly, 1984), and with the most recent one in 2004 (Haamsl Arrowsmith,

2006). In addition to the statistically significant regitigrBakun and McEvilly

(1984) found a high correlation in waveforms of the earttgsarecorded
with regional seismographs in 1922, 1934, and 1966. Thisysisacould not

be performed for the events that occurred before 1922 becaluthe lack of

instrumental records. However, the waveform comparisah®fl922, 1934 and
1966 events with the 2004 earthquake also showed a largelatoon (Bakun

et al.,, 2005). This in turn suggests that these earthquakes similar focal

mechanisms and seismic moments as well as have rupturedxapptely the

same area. At the same time, differences between thesesever observed, too.
The hypocenter locations and the propagation mechanisfiesedi. The 1934
and 1966 events were initiated at the northwestern end afuiteired segment,
and propagated towards the southeast, while the 2004 ewninitiated at the
southeastern end, and propagated towards the northwestir{B# al., 2005).

In addition, the 1934 and 1966 Parkfield earthquakes shovgdyhcorrelated

foreshock sequences whereas the 1922 and 2004 earthqudkest dhow any

short-time precursory signals, neither seismic nor aseism

In any event, the apparent predictability of these eartkgsiallows to establish
a multi-stage geophysical / geochemical observatory invikaity of these
repeating earthquakes. Such iansitu earthquake laboratory opens the unique
possibility to understand the physical and chemical coonktbefore, during and
after those moderate-magnitude earthquakes in order taiexjhe similarities
and differences of those events.

In addition, numerous small earthquakes &0 to 5) can be observed along
the San Andreas Fault near Parkfield at depths of 2 km to 12 kmesd& small
magnitude earthquakes also repeat on a regular schedulecand in distinct
spatial clusters (Nadeau et al., 1994). Some events witklosder show nearly
identical waveforms (Bakun et al., 2005) with almost as heglrelation as the
moderate-magnitude earthquakes. Inspired by these dsteicroearthquakes
one of the SAFOD goals was to drill directly into the hypocahtregion
of a microearthquake cluster and to measure chemical ansigathyproperties
for a better understanding of the mechanisms of these iagenicroearthquakes.

In the summer of 2002 a 2.2 km deep vertical Pilot Hole wasadtédjacent to the
San Andreas Fault about 1.8 km southwest of the San Andredtsskgface trace.
The observations obtained in the Pilot Hole as well as sanfiagasurements have
been used to locate the drilling target for a deep deviatdbtiaa intersects the
fault within the hypocentral region of repeating~\ earthquakes (Hickman et
al., 2004). In the following these microearthquakes wilch#ed target events. In
2004 and 2005 the Main Hole was drilled vertically to a dedtamproximately
950 m below sea level (1600 m measured depth) and then detfateugh the
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5.2. Geological settings at the SAFOD site

fault zone at a approximately 50 to 60 degree inclinatiomfithe vertical to a
final depth of 2400 m below sea level.

5.2 Geological settings at the SAFOD site
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Figure 5.2: Interpreted Main Hole logs from Boness and Zkl{a606) (550 m - 3000 m
measured depth) and Zoback et al. (2007) (3000 m - 4000 m meebdapth).

At the SAFOD drill site (which is located about 1800 m soutktrfieom the San
Andreas Fault surface trace) tertiary and quaternary sausnwere encountered

78



Application to data from the San Andreas Fault Observatory & Depth

by core samples for the first depth interval of about 800 m nneakfrom the sur-
face. For these sediments the well logs showed increasisigigevelocities with
increasing depth, relatively high but altering porositives as well as comparable
constant resistivity values of about ¥®n and gamma log counts. The first litho-
logical contrast can be observed at about 130 m (bsl) wherseismic velocities
as well as the resistivity increased significantly and gartogaounts as well as
porosity decreased. From 130 m to 680 m (bsl) granitic rockeviound in the
cutting analysis of the core samples. In the first 200 m of itiisrval all geo-
physical measurements (apart from the gamma log) showerdhgjtvalues which
stabilized deeper in the granitic interval. However, Banasd Zoback (2006) as-
sociate the altering of the porosity log with borehole eyganent (this section
of the whole was washed out). A major shear zone was identiifiede Main
Hole at about 700 m (bls). Below this shear zone granodiarés found in the
core samples and also the well logs indicated a differenbgezal unit (e.g., the
gamma log increased from 50 API to 100 API). In the lower péthe granodi-
orite interval seismic velocities as well as resistivityues decrease until the next
lithological unit - a sequence of sedimentary rocks - wasitbat about 1200 m
(bsl). The encountered sediments consisted mainly of sameland siltstone with
small intervals of shale. At about 1950 m (bsl) the Main Haegtrated a 250 m
interval that consisted mainly of shale. However, the ggspal measurements
obtained in this interval indicated a highly damaged zorebék et al., 2007).
Moreover, at about 3200 m measured depth the casing alréadgdsto deform
indicating a creeping section of the San Andreas Fault.\Balud northeast of the
identified damage zone core samples consisted of siltstahelaystone. Further
major shear zones were not encountered and the well logseshaveonsistent
increase in velocities and resistivity with increasing tthe@he Main Hole ends
at about 2400 m (bsl) which corresponds to 4000 m measureti.dEfpe verti-
cal projection of the San Andreas Fault surface trace iat¢sghe Main Hole at
2370 m (bls or 3950 m measured depth). Consistent log vahaé<ould be as-
sociated with a shear zone were not measured at this dejghmtire likely that
the San Andreas surface trace is connected with the damageermwountered
between 1950 and 2100 m (bsl) which rather reflects a stegmhyng) than verti-
cal fault zone. This interpretation is also supported byltegrom active seismic
imaging presented by Buske et al. (2006) which show a bunskeebly dipping
reflectors in the vicinity of the San Andreas Fault surfaeedras well as in the
vicinity of the Buzzard-Canyon-Fault surface trace. Fenthore these reflectors
converge at a depth of about 4km forming a flower structure.
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5.3 SAFOD specific implementation of the location
procedure

The SAFOD data analyzed in this thesis were recorded withray deployed in
the SAFOD Main Hole (details are given below). As describieave the SAFOD
Main Hole was drilled vertically to a depth of about 1500 nuéimeasured depth),
at which point the borehole deviates 55 degrees towardsaheAfidreas Fault.
Moreover, the deviated borehole also points towards thedstral region of tar-
get events. An array deployed in the deviating part of thehole represents an
unfavorable acquisition geometry for the presented locatiethod in the case the
event is a target event (see Figure 5.3) because the edlifrat@ve polarization
vectors of target events will have dips and azimuths whietsanilar to the bore-
hole trajectory. Hence, the stacking of beams which are stirparallel to each
other does not result in a distinct energy maximum at the bgpter location,
but it rather results in a region of maximum energy that hasstiape of a beam
(see Figure 5.3). To overcome this problem the use addltioftamation like P-
and S-wave arrival times is required to restrict the Gaundseams. In detail, the
width of the Gaussian beamis set to zero for all ray segments where the dif-
ference between P- and S-wave arrivals do not approximatatgh the observed
one. This means that no energy is propagated from this pafteofay. In turn,
the Gaussian beam width is set equal to the size of the Fresnelfor each ray
segment where the calculated and observed arrival timerdiftes matched (see
Figure 5.3, green box).

Borehole

Restricted
beam area

¥ Receiver

Figure 5.3: SAFOD receiver geometry and its pitfall for tmegented location procedure.
A target event originates somewhere along the elongateehbte trajectory. In order
to locate this event we need to restrict the beams using zippate travel times (green
rectangle).

The calculated travel times of P- and S-waves, and hencertivaldime differ-
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enceASP can be obtained in several ways. Since ray tracing at constae
stepsdt,,, is performed through a given P-wave velocity model the Pentsavel
time for each ray segment can be calculated directly with:

tp(nray) = dtray * Npay, (51)

weren,,, is the index of the ray segment. For a given Vp-Vs-ratio thedve
travel time and the S-wave travel time are related in the@falhg way:

ty=t,- % (5.2)

Assuming a constant Vp-Vs-ratio the arrival time differermetween the S- and
P-wave can be obtained by:

ASP(nmy) = ts(nray) _tp(nray)

= )+ (12-1) (5.3)

Hence, the restriction of the Gaussian beam to the obserxigdldime difference
can be summarized as follows:
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5.4. Data set

Flowchart for beam restriction

Loop over receivers

e obtain arrival time difference of P- and S-wave (automaiekipg;
handmade picking; cross correlation)

e raytracing using bidirectional P-wave polarization and/&+e ve-
locity model

e calculate P-wave travel time for each ray segment with equa-
tion (5.1)

e calculate arrival time difference between S- and P-waveetarh
ray segment using equation (5.3)

¢ find ray segment were the calculated arrival time differena&ches
the observed one

¢ set the width of the Gaussian beam equal to the Fresnel zahis at
ray segment

End loop over receivers

In order to account for the uncertainty in the P- and S-wauveadti®n a devia-
tion of +5 ms between the calculated and observed arrival time diffas was
allowed. With this restriction of the Gaussian beams a sutomaf the back-
propagated energy over all receivers yields regions oiindisstacked energy and
the maximum is interpreted as the hypocenter of the targeitev

5.4 Data set

From April 28th, 2005 to May 11th, 2005, Paulsson Geophyseavices Inc.
(P/GSI) installed an 80 level array of 3C 15Hz seismometetise SAFOD Main
Hole to monitor the seismicity of the active fault. Duringstiperiod the array
recorded numerous events including one target event, teeamal surface explo-
sions. The array was deployed along the deviated portidmeoiell using produc-
tion tubing at depths between 878 m and 1703 m below sea latlebweceiver
spacing of about 15.24 m (see Figure 5.4, left). The recosilgithls were sam-
pled at 0.25 ms. Basic preprocessing of the data was doneé3fyi Rhd consisted
of geophone orientation using particle motions of twelvedset shots. The dis-
tribution of the far-offset shots is shown in Figure 5.4 [itlg Ten of the twelve
far-offset shot locations were performed at station laretiof the Parkfield Area
Seismic Observatory (PASO) which also has been used fordloeity model
inversion by Thurber et al. (2004).
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Figure 5.4: Geometry of the receivers deployed in the MaiteHdotted on top of the
velocity model provided by Thurber et al. (2004). Left: Tésices through the velocity
model. Right: Horizontal slice at 1700 m below sea level {day the deepest receiver).
The magenta crosses indicate the SAF surface trace as mappédidhael Rymer (U.S.
Geological Survey). The circles mark the locations of threoféset shots that have been
used to estimate the receiver orientation.

The raw data were stored as 16 s long data intervateg@ format. A reading
subroutine forseg2 was not implemented in the location algorithm. For this
reason the raw data were converted igébsmic unix format as described in
Appendix C.1. During visual inspection of some raw data fdeme electronic
noise was observed that would have triggered the detectgmritam as well
as influenced the polarization information. An analysisto$ electric noise as
well as some details about its removal can also be found ireAgix C.2. Using
the obtained receiver orientations the data were rotatedvertical-, East- and
North-components. Details for this rotation (equationd astation angles) are
given in Appendix C.3. The rotated seismograms of one eventshown in
Figure 5.5 (it is the target event of May 5, 2005). Both, theiid the S-wave are
clearly visible on almost all receivers.

5.5 Processing and Results

5.5.1 Event detection and polarization analysis

The first step in the location procedure is the event detecliberefore the single
receiver event detection algorithm described in sectiam@&s applied.

As a representative example the detection results obt&aetthe data shown in
Figure 5.5 at receiver number 55 are shown in Figure 5.6. fiteetcomponent
seismograms of the event are shown in (a). The correspostonterm-average
(STA) long-term-average (LTA) ratio versus time is shown(l). The lengths
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Receiver No. Receiver No. Receiver No.

o

Vertical-component North-component East-component

Figure 5.5: Waveforms of the target event of May 5, 2005. Flefin vertical-, East- and
North-component. Receiver No. 1 corresponds to the shalibweceiver and No. 80 to
the deepest one, respectively.
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Figure 5.6: Detection of P- and S-waves. (a): 3C traces atvecnumber 55 of the event
in Figure 5.5. (b): STA/LTA ratio versus time of the data simosbove. The gray dashed
line is a 500-times increased plot of the STA/LTA ratio shawiblue. (c): Spectrogram

of the data shown at the top. The intensity in dB is color-cbded increases from green
colors to red colors. (d): Rectilinearity versus time obhéal by equation (2.21).
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of the STA analysis window was chosen as 20 ms and the comdspLTA
window was about five times longer than the STA window. Theslgalid line
corresponds to the true STA/LTA ratio whereas the gray dhkhe is a 500 times
increased version of the true STA/LTA ratio. The blue lineegly has a maximum
that corresponds to the P-wave arrival at about 6.45 secairtie traces shown
above. Looking at the zoomed STA/LTA ratio a second signifiazgse of the
ratio occurs at about 6.63 seconds. This rise corresporttie 8-wave arrival. In
Figure 5.6 (c) the results of the frequency-content velisus &nalysis are shown.
The color-coded frequency intensity shows a sharp onseigbfeh intensities
(yellow and red colors) over a broad frequency range whePthave arrives at
about 6.45 seconds. Furthermore, a second less sharp &y clisible onset can
be seen at the S-wave arrival time. The rectilinearity valseatter around 0.55
for the first 500 ms of the shown data (see Figure 5.6 (d)) . ifkiisates that this
time interval does mainly contain noise. A very sharp rewdrity rise indicates
the P-wave arrival. A second sharp increase occurs at ab@Bitseéconds which
corresponds to the S-wave arrival.

105045ZXY6.0May5
Moving time window 12.5 ms Rectilinearity

‘F I‘ “Ii | WU I

40
Receiver No.

Figure 5.7: Rectilinearity analysis of the data shown inuFég5.5 using a moving time
window of 50 samples which corresponds to 12.5 ms length.

Polarization estimates were compared over the whole 8fl-Evay in order to
increase the robustness of the event detection as well asgiing the polariza-
tion reliability. The rectilinearity estimates of the dahown in Figure 5.5 are
shown in Figure 5.7. Two distinct onsets of remarkably higttilinearity values
are clearly visible. These onsets correlate with the P-vaaneS-wave arrival, re-
spectively. As described in section 3.1 low rectilineavidyues (below 0.5) should
be observed before the P-wave arrives. As shown in Figureebtilinearity val-

ues higher than 0.6 can be observed for about half of thevexseiThis might be
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caused by some directed noise as described in De Meersma(€06), by elec-
tronic noise or by sensitivity/coupling issues. The latteuses are excluded for
two reasons. First, high rectilinearity can only be indubgdensitivity/coupling
issues if two components are much less coupled/sensitvettte third one. This
is very unlikely for the considered geometry. If sensitilébupling issues occur
for an array with receivers clamped against the casing ofvaatieg well one
would expect it on the component in line with the boreholesTheans that only
one component is biased which would still lead to an ellgdtar circular polar-
ization (values around 0.5). The second reason is thathirssfgection of the data
did not indicate sensitivity/coupling issues.

Directed noise or electronic noise can be a major problenolarization analy-
sis for low signal-to-noise ratios. However, STA/LTA ratias well as the visual
inspection of the data have shown that the signal-to-naise is fairly high. For
this reason the distortion of the estimated polarizatiartareshould be very small.

Nevertheless, it was tested whether the orientation of tharization vector was
consistent for the dominant arrivals over the array or wethrected noise in-
terfered significantly with the signal polarization. Thiere the dip¢ (equa-
tion (2.22)) and azimutid (equation (2.23)) of the largest eigenvecter(from
equation (2.20)) of the polarization ellipsoid was caltedhutilizing a moving
time window of 12.5 ms. The resulting dip and azimuth valueseoved over the
whole array are shown in Figure 5.8.

For the P-wave arrival the estimated dip (here positive ugiram the horizontal
plane) was consistent with the geometry of the array. ltdased from the lower
part of the array to the upper part. The dip values associaigdthe S-wave
arrival were very low (around zero) over the whole lengtht@ array. For this
reason the S-wave was interpreted as an SH-wave. The azahilté P-wave ar-
rival as well as of the SH-wave arrival is also very consisterer the whole array.
Furthermore, the SH-waves azimuth is perpendicular to theawe azimuth which
would not be the case if a component was significantly lessitheg/coupled than
the others. For this reason it is possible to conclude tlee¢ stimated polarization
vectors show significantly high consistency over the array @an be considered
as highly reliable.

The next processing step was the selection of a time windowna the P-wave
onset. Therefore the single receiver detection algorittas applied as described
above. The automatic P-wave detection selected only a timeow for the
location algorithm when all three key characteristics glomaximum in the
STA/LTA ratio, sharp onset in the frequency-content vetsue and sharp rise in
the rectilinearity values) were fulfilled and if the same kegtures were observed
by the neighboring receivers in the array. The selected tinmelow was in the
order of two dominant periods of the detected event aroundriset. In order
to avoid any disturbance in the polarization analysis fer $blective raytracing
any interfering arrival was excluded from the selected twgdow. This means
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Figure 5.8: Polarization analysis of the data shown in Fdgab using a moving time
window of 12.5 ms length. Top: Dips of the dominant polaimatvector in the moving
time window. Bottom: Azimuths of the dominant polarizatieector.
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that the window length was automatically shortened if argriering arrival
was indicated by one of the key features. In the example givéigure 5.6 the
STA/LTA ratio rises again at about 6.5 seconds and hencéjrtteewindow had
to be cut at 6.5 seconds.

Prior to locating the events the receiver coordinate systamtransformed into a
system perpendicular to the San Andreas Fault to match feeenee system of
the velocity model by Thurber et al. (2004) shown in Figude $his model has its
origin at the Pilot Hole (Lat WGS 84, Long WGS 84: 35.97425120.5521071
or UTM NADZ27 Easting, Northing (m): 720810.16 3983669.9Me x-axis of
the velocity model pointed positive N4OE and the y-axis esiN130E. It was
not necessary to calibrate depth values of the receivece sirey were given in
meters below sea level in both coordinate systems. Theftnanation of the data
was straightforward. The UTM NAD27 coordinates of the reees were reduced
by the UTM NAD27 coordinates of the Pilot Hole. Afterwardsethorizontal re-
ceiver coordinates and data components were rotatedngile matrix of eigen-
vectors

u; \ _ ( sin(40°) sin(130°) \ [ w. (5.4)
u, )\ cos(40°) cos(130°) Un, '
where the first column of the eigenvector matrix represdrmgx,y)-coordinates

of the x-axis which points 40clockwise from North and the second column repre-
sents the (x,y)-coordinates of the y-axis which points®i@6ckwise from North.

Then a more detailed polarization analysis was performedhe data in the
selected time interval in order to analyze dips and azimuaththe detected
P-waves over the whole receiver array. The results obtaioedhe event in
Figure 5.5 are shown in Figure 5.9. The top plot in Figure 5@ rectilinearity
values obtained at different receiver depths. For the Pevilalue crosses) almost
perfect linear polarizationd(> 0.97) can be observed on most of the receivers.
Moreover, all P-waves clearly fulfilled the rectilinearttyesholdZ > 0.7 which

is marked by the solid red line. The S-wave rectilineari{g®en crosses) also
fulfilled the rectilinearity threshold apart from one rec®i Nevertheless, the
S-wave is not as linearly polarized as the P-wave and theesadgatter much
more between the rectilinearity threshold and a perfeeglipolarization.

The middle plot in Figure 5.9 shows the dip of the P-wave arel $Shwave
versus receiver depths as well as the dip of the boreholeaindépth interval
(magenta solid line). The estimated dip of the P-wave prddéion vector follows
the dip of the borehole for almost every receiver whereasStheave does not.
Moreover, the dip of the S-wave polarization vector variesuad a 10 degree
dip over the whole receiver array apparently independem the receiver depth.
The azimuth of the P-wave polarization vector also follows azimuth of the
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Figure 5.9: Polarization analysis of the microearthqudi@ws in Figure 5.5: rectilinear-

ity (top), dip (middle) and azimuth (bottom). Blue colorsri@spond to results obtained
from the P-wave and green colors to the S-wave. The red litieeitop plot corresponds
to the threshold set for quality control. The magenta limethe middle and bottom plot
represent the borehole dip and azimuth at the receiveridmsatThe azimuths are defined

positive clockwise from Northeast.

borehole over the whole depth interval as shown in Figure(bd®tom). This
observation together with the observation that the eséichakp is consistent
with the dip of the borehole implies that the currently amaly event (shown in
Figure 5.5) lies along the trajectory of the well.

5.5.2 Vp-Vsratio analysis

It was noted that this particular event represents one ofaifyet events and for
the location it is necessary to restrict the Gaussian bedthsapproximate travel
time information as described in section 5.3. For the catouh of the differences
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Figure 5.10: Vertical slice of the P-wave velocity modeftjland the Vp-Vs-ratio model
(right) through the hypocentral region of target-events.

of P-and S-wave arrival times (see equation (5.3)) inforomadbout the Vp-Vs-
ratio are required. The Vp-Vs-ratio model given by Thurbegrle (2004) (see
Figure 5.10, right) shows that the Vp-Vs-ratio in the aredhef expected target
events does not vary much. It can be approximated to be in rither @f 1.83
to 1.85. Nevertheless, a further analysis as proposed byadiea et al. (2004)
was performed to estimate an effective Vp-Vs-ratio fromdheéval times of this
target event. In order to obtain the highest accuracy fotdrget event location
P-wave and S-wave arrivals were picked and cross-corcklagng these arrival
times the moveouts with distance to a reference receivee \&ealyzed. Such
an analysis provides estimates of apparéhtand S-wave velocities along the
instrumented portion of the Main Hole. Figure 5.11 (leftpsis moveout delays
for P- and S-waves from receiver 20 to 77. One of the deepesidgsest to the
event) receivers was selected as the reference receivaeb@r/7) and distances
were calculated from it to every receiver.

The picked data seemed more reliable than the results ebtdimom cross-
correlation, especially for the S-wave. The moveout cuckearly show changes
in the slope. For this reason the array was divided into 6 segsrand a linear fit
to the moveout delays was applied to each of these segmeilitslifses in Figure
5.11, left). Afterwards apparent velocities of the P- and&e were calculated.
The result is shown in Figure 5.11 (middle). Note that valoletined at small
distances from the reference receiver correspond to theedgart of the array.
Apparent velocities obtained at small receiver distanapgq 50 m) are not very
reliable since the picking precision limits the resolutidhe local decrease of the
apparent P- and S-wave velocity correlates with a suddextigldecrease in the

!For true velocities a correction of the obtained valueslieirtassociated emergence angles is
required.
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Figure 5.11: Estimation of apparent velocities and effec¥p-Vs ratio from P- and S-
wave arrival time data of the target event from May 5.

sonic log data (at a measured depth of 2550 m) as shown in BamesZoback
(2006) (see also Figure 5.2). As described in Chavarria €@04) the emergence
angle dependence of the apparent P- and S-wave velocities ssme as long as
P- and S-waves have a similar travel path. Hence the anglendepce can be
removed by taking the ratio of the apparent velocities aratal [Vp-Vs-ratio can
be estimated. The corresponding result is shown in Figure Gight) and it can
be seen that the Vp-Vs ratio is higher than 1.8 for the whotestigated portion
of the array. From this analysis as well as from the Vp-V&ratodel given by
Thurber et al. (2004) an effective Vp-Vs ratio of 1.83 is estied.

5.5.3 Target event location and uncertainty estimates

For the location of this target event an effective constgm\é ratio of 1.83, the
P-wave velocity model from Thurber et al. (2004), the selé®-wave interval as
well as the picked P-and S-wave arrival times were inputtinéolocation proce-
dure that uses polarizations averaged in the selected B-wtarval. In order to
account for possible errors in the P-and S-wave picks a tlemiaf +5 ms was
allowed between the calculated and observed arrival tifferdnces. This means
that the restricted area of the Gaussian beams along théaayits center where
the calculated and observed arrival time differences ares#me and is extended
to segments of-5 ms along the traced ray. The obtained image of the targettev
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using the velocity model from Thurber et al. (2004) is showfrigure 5.12. The
back-propagated energy clearly focuses at the hypocestatibn at a depth of
z=1970 m below sea level=1410 m northeast and=¢120 m southeast from
the Pilot Hole.

Stacked
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z=1950m
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Figure 5.12: Resulting image for the target event. Black bln@ colors correspond to
small values of stacked energy and red to white colors in #rgec of this image to
large values. The maximum value marks the event locatiohowealiamonds mark the
receivers used for location.

The accuracy of this location depends on the accuracy of élexity model as
well as on uncertainties in the data set. The latter con$ist@ possible errors.
The first one is defined by the accuracy of the arrival time fiéls stated above
our location method for the target accounts#fdr ms picking uncertainty. Assum-
ing a P-wave velocity of about 5000 m/s in the target evenbreg propagation
time of 5 ms corresponds to a ray lengths of about 25 m. Heheeb¢am re-
striction of +5 ms limits the location accuracy along the rays to abhbRb m.
The second data related error is induced by the error in tever orientation
and defines the uncertainty in two dimensions perpenditoldre ray. This angle
dependent uncertainty increases with increasing distahttee hypocenter from
the array. The uncertainty of the orientation of the vetticanponent is assumed
to be smaller than of the horizontal components becauseitiea vertical com-
ponent was always in-line with the borehole and hence igdithby the casing.
The error was approximated to be in the ordee¥ degrees. With a mean dis-
tance of 850 m between the lower third of the array and thedoldarget event an
uncertainty of+50 m can be estimated in the vertical direction perpendidola
the ray. For the orientation of the horizontal componentsraertainty of about
+5 degrees is assumed. Consequently, the location undgriditne target event
in the horizontal plane perpendicular to the ray is abbédd m. Note that these
estimates are only valid for target events (less than 850 aydwm the lower
third of the array) and the values increase with increasistadce.
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The location uncertainty related to the accuracy of theamtanodel is much
more difficult to estimate. In the following section six difent velocity models

have been used to locate the target event.
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Figure 5.13: Vertical slice of different P-wave velocity deds across the San Andreas
Fault (N40E) at 200 m distance N50W from the Pilot Hole. Thecklline represents the
SAFOD Main Hole and the black diamonds the 80-level P/GSiyanespectively.

93



5.5. Processing and Results

5.5.4 Target event location with different velocity models

Many different velocity models are available for the SAFO®@.dHowever for this
work only 3D models were used to test the robustness of thedeyger location;
one from Haijiang Zhang, two from ClIiff Thurber, and threerfr Steven Roecker.
The models from H. Zhang and C. Thurber were given in a coatdiaystem al-
most perpendicular to the San Andreas Fault surface traested the same way
as described above with its origin at the SAFOD Pilot HoledGizes and spacing
differed and details about the data extraction as well aghinterpolation on a
regular grid are described in Appendix C.4. The velocity gledrom S. Roecker
differ in orientation as well as origin from the other thresacity models. Details
about the data transformation and coordinate rotation igemgn Appendix C.4.
A vertical slice across the San Andreas Fault 200 m northefetste Pilot Hole
of each velocity model is shown in Figure 5.13. The model rdafirreir ber 2006
was provided by Cliff Thurber in 2006 and corresponds to tloeleh published
in Thurber et al. (2004). A newer model was provided in 200Tctvhliffers es-
pecially northeast of the Pilot Hole from the former one. §&énvo models were
obtained using both, earthquake and shot data (pers. carifihurber, 2007).
The velocity model namedhang 2007 was provided by H. Zhang in 2007. The
models provided by S. Roecker were also obtained using leattthquake and
shot data, although the model nantakcker 2007 Altmod2 is more weighted to-
wards earthquake data and the other two models are weightedds shot data
(pers. comm., S. Roecker, 2007). The difference betweelattes two is the iter-
ation step, with IT6 being the latest one. The shot data wedyR-wave velocity
models show lower velocities compared to the other modeishwhight be due to
the different frequency content of shot and earthquake ddésa the P-wave ve-
locity model from H. Zhang shows lower velocities espeyiailthe region where
the target events are expected.

A list of the obtained hypocenter coordinates using theedzfit models is given in
Table 5.1. The estimates for the location uncertainty gaieove apply to all the
location results. As shown in Figure 5.14 the hypocenterswihin the estimated
3D error boxes.

Velocity model x (m) y (m) z (m) UTM (m) UTM (m) Lat Long
N40E from | N130E from below NAD83 NAD83 WGS84 WGS84
Pilot Hole PilotHole | sealevel Northing Easting
Thurber2006 1410 -120 1970 | 3985021.18| 721529.86| 35.9844969| -120.542759
Thurber2007 1430 -110 1920 | 3985030.07| 721550.38| 35.9845724| -120.542529
Zhang2007 1370 -130 1940 | 3984996.96| 721496.49| 35.9842864| -120.543135
Roecker2007altmod? 1400 -120 1970 | 3985013.52| 721523.43| 35.9844294| -120.542832
Roecker20071T5 1360 -120 1980 | 3984982.88| 721497.72| 35.9841592| -120.543126
Roecker20071T6 1350 -100 1960 | 3984962.36| 721506.61| 35.9839724| -120.543033

Table 5.1: Hypocenters of the target event from May 5 200Bguthe P-wave velocity
models shown in Figure 5.13.
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Figure 5.14: Locations of the target event from May 5, 200&giin Table 5.1. The
rectangular boxes represent the 3D error estimates. (avidap (b) Side view including
borehole lithology information from Zoback et al. (2007)
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5.5.5 Correlation with Main Hole logging data

As indicated by the seismic imaging results from Buske €R8l06) as well as by
the previous event locations from Thurber et al. (2004) gassible to assume a
subvertical orientation of the different branches of thdtfaystem. A vertical pro-
jection of the obtained hypocenters would intersect thenNtthle at about 2080 -
2100 m below sea level which corresponds to 3400 - 3410 m mesdepth. The
Main Hole logs show a significant decrease in P- and S-wawitss as well as
a resistivity increase at this measured depth (see Figt€lH). These observa-
tions might indicate a connection between the damage zo3¥(& m measured
depth and the located target event. However, dependingeprtijection angle
from 90 (vertical) to about 70the target event can be associated with any fault
branch indicated in the well log at measured depths betw2é@ 6 and 3400 m.
It is not possible to assign the target event to an individaalt branch in the
damage zone as long as the dip of these branches is not eactiy.

5.5.6 Complex waveforms

After the basic preprocessing (that consisted of raw dataersion and data ro-
tation into geographical coordinates) the files were sadrioeevent detection.
For all detected events a rectilinearity analysis was peréadl in order to test,
whether the detected event passed the rectilinearityhiblésWhen inspecting
the detected events some very complex waveforms were adusekn example is

shown in Figure 5.15. Overall, a change in the slope of theeooican be clearly
observed for both, the P- and the S-wave. In fact, threendisinoveout slopes
can be estimated: (1) from receiver 1 to 30, (2) from receB@to 50 and (3)

from receiver 50-80. A different moveout slope for the upp@meceivers could
be explained by the change in the geometry of the array (tileikithe borehole).

Nevertheless, the move out changes in the lower part of thg arere completely
unexpected and were not observed in the waveforms of thettevgnt (see Fig-
ure 5.5). Comparing the polarization attributes (dip anchaih) of the P-wave of

this detected event with the orientation of the boreholev&ubthat this event has
its origin somewhere north or northwest of the array. Thisnsethat this event
is not a target event. For this reason a comparison with thef@ems from the

target event cannot help to understand the complexity cetheveforms.

The application of the location procedure to the event irufgd.15 provided a
distinct energy maximum which was interpreted as the hypi@ceSome further
investigations showed that mainly rays traced from the uppd of the array con-
tributed to the hypocenter location. In contrast, the resgsgtd from the deeper part
of the array did not intersect each other but rather the Saireas Fault itself at
different coordinates. This can be caused by wrong estswdtine starting direc-
tion of the ray (wrong polarization) or by errors in the vatgenodel (responsible
for ray bending). Another possibility is that the wave forthat were interpreted
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Figure 5.15: Seismograms of a non-target event.

as the direct P-wave are actually reflections from the fallie obtained loca-
tion of the events hypocenter was used as a source in ordientitese reflections
from a vertical reflector at horizontal coordinates of tha 8adreas Fault surface
trace. The reflections were simulated using the seismic $bh@deling software
from NORSAR and the same velocity model as used for the location proegdur
From the simulated reflections arrival times were handgicio provide most
reliable information) and the picks were converted inteémoveout slopes (1)
from receiver 1 to 30, (2) from receiver 30 to 50 and (3) froroereer 50-80.
These slopes can be compared with the moveout slopes otisartle data. In
Figure 5.16 such a comparison is shown.

It can be seen that the moveout slopes from receiver 1 to 3Ccehss/from re-
ceiver 30 to 50 observed in the data do not perfectly matchmbeeout of the
simulated reflection. Consequently, the P-wave moveoutrobd at the upper
part of the array does not correlate with the P-wave movebilhiteosimulated re-
flection (at least not for the assumed source - reflector vecgeometry). In
fact, this comparison was performed for three differentnévavith completely
different located hypocenters. For all three events of wiffgrent source loca-
tions (one horizontally in-line with the array but much deemne northwest of
the array and one southeast of the array) the simulated mostapes of reflec-
tions did not match the observed moveout at the upper raseilvecontrast, the
moveout observed in the data and obtained from the reflestronlation shows
some consistency for the deeper 30 receivers (at least tootwhe three simu-
lations). Even if this analysis does not provide a prove theaffirst arrivals at the
deeper receivers belong to a reflection from a certain brahtie San Andreas
Fault some conclusions can be drawn. Firstly, the arrivakhe upper part of
the array do not match the behavior of a simulated reflecMoreover, the rays
traced away from these receivers intersect and provide adeyyer location. For
this reason it is reasonable to assume that the arrivalg aigher receivers repre-

2The simulation was performed in cooperation with Dr. Alexe®&a from P/GSI.
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Figure 5.16: Comparison of the moveout observed in the dat@ta simulated reflection
at the San Andreas Fault.

sented the direct P-wave of the event. Secondly, it was fthetdhe arrivals at the
deeper part of the array do not contribute to the hypoceatation because their
polarization information does not lead to intersectingsréyr Gaussian beams).
The cause of the complexity of these arrivals is still undscuksion; e.g., it is
still possible that they correspond to a direct P-wave wipicddpagated through
a complex velocity structure which is not captured by theoe#y model. Two
further tests were performed to ensure that the obtaineditots were robust and
were not disturbed by back-propagated energy from the deegey part. For the
first test, the deeper receivers were simply excluded froenldbation process.
The resulting hypocenter estimation was the same as fonttial location. For
the second test the SAFOD specific implementation of usiagdPS-wave arrival
times to restrict the Gaussian beams was utilized. Aga hifpocenter corre-
lated with the initial location. Hence it is reasonable todode that the location
algorithm provides good estimates of the hypocenters.

5.5.7 Location of detected events

The location procedure was applied to all detected evenishwbassed the
polarization rectilinearity threshold as mentioned abdwerder to ensure robust
location results automatically picked P-and S-wave ariivaes were used to
restrict the Gaussian beams for all event locations. Thaidd locations are
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shown in Figure 5.17 projected onto a Vp-Vs-ratio slice pegpcular to the fault
(left) as well as on a map view at about 3000 m depth (righte Wap view
shows that the majority of events is located near to the Sadfréas Fault surface
trace (magenta crosses) mapped by Michael Rymer (U.S.3.s) map view
indicates that the Southeast axis of the migration modebislA0 % parallel to
the mapped surface trace. For this reason the event disbnlprojected onto the
vertical slice appears more scattered around the San-Asdhault surface trace
than it actually is.
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Figure 5.17: Obtained event locations projected on sli¢éiseoVp-Vs-ratio model. Left:
Vertical slice about 300 m Northwest of the Pilot Hole. Righorizontal slice in 3000 m
depth.

5.5.8 Waveform correlation

Furthermore, a waveform correlation analysis was apphbetthé¢ located events
in order to identify multiplets similar to those describedBakun et al. (2005).
The resulting cross-correlation coefficients are showrigafe 5.18. Two subsets
of events were observed that occurred within hours in twardisregions have
highly correlated waveforms. Firstly we can identify a d@ibwith a cross
correlation coefficient as high as 0.95 on May 1 which ocalae about x =
1600 m, y = 150 m from the Pilot Hole and z = 2500 m below sea l&&tondly,
a triplet occurred on May 8 about x = 2000 m, y = -650 m from thetRilole
and z = 2900 m below sea level. The cross-correlation coefisifor this triplet
are 0.85 and higher. The three-component waveforms of tiplett are shown
in Figure 5.19. Even if the waveforms of this triplet are Higleorrelated it
was found that the amplitudes are smaller by a factor 10 antbdthe later
events, respectively. This in turn suggests that theseteVvave similar focal
mechanisms and have ruptured approximately the same ardfaabthe seismic
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moment of the events decreased with time.

Cross—correlation
coefficient

2L T TTT LD COCOR TR Ree80R9338
T T S T I S S T TS ST T TTTTTTTITIITTTIT >> > >
2222222222222222222222222222;%%%
TNOLTDVONODO ANNTWOWONDDO AN OO I~ ®©

Figure 5.18: Waveform correlation of the located events.

Triplet from May 8, 2005

P O Bk N

Particle velocity
V-component

|
N

o B N

Particle velocity
E-component
AN

J
N

Particle velocity
N-component
o B N

3
Time (s)

Figure 5.19: Three-component waveforms of the triplet Magd®rded at receiver no. 78.
The data are filtered with a zero-phase 100 Hz Butterwortlpéss filter. The waveforms
of the event shown in blue are original, whereas the wavefarhthe event shown in red
(black) are 10 (40) times increased.
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On the other hand, Figure 5.18 also shows that doublets caur @gth larger
time delays. The highly correlated event pair of May 4 and Mayccurred with
a delay of 4 days and did even show the same amplitude rangbstto P- and
S-waves indicating that this doublet had not only the sarsalfmechanism but
also the same seismic moment. This doublet was located \@sg to the event
pair with similar waveforms from May 3 in a region below thenSendreas Fault
surface trace where the Vp-Vs-ratio from Thurber et al. @&Mhows clearly in-
creased values which is probably related to fluid filled fuees in the shear zones
(Chavarria et al., 2004). Interestingly, both event paiffedin their waveforms
so much that the cross-correlation between them giveslatioe coefficients be-
low 0.4 (see Figure 5.18). This implies that the doublet of/Naliffered in focal
mechanism and/or rupture plane from the event pair of May\ay 8. Unfor-
tunately, the aperture is not suitable to resolve focal raems or rupture planes
and consequently it was not possible to interpret the oleskedifferences in the
waveforms of the two doublets any further. However, the aence of doublets
and triplets during two weeks of continuous recording in N2@p5 supports the
observation of Bakun et al. (2005) that clusters of micrtheprakes repeatedly
rupture small, fixed parts of the complex fault system.

5.6 Discussion

The principle aim of the SAFOD project was to provide locaticof events
recorded with an 80 level borehole seismic receiver arragpnfPaulsson Geo-
physical Services Inc. deployed in the SAFOD Main Hole in20Dhe data set
contained several events including the target event of M&085. The location
of the target event required special attention because eurae location was
aimed for the precise determination of the next SAFOD dulliarget (PHASE3).
Target events provide a pitfall for the location method digwed in this work.
Nevertheless, the described SAFOD specific implementatwarcame the prob-
lem and allowed a precise location of the target event. Maeohe robustness of
the location was evaluated using six different availablev@édcity models. The
uncertainty of the target event locations was estimateldrgetdimensions taking
into account the picking errors, and errors in the receivientation. It was found
that the six hypocenter estimates from the different vé&yaniodels match within
the estimated 3D uncertainty.

The data set also contained events that occurred outsidartiet region. These
events were also located and the obtained locations aréstemiswith the San-
Andreas Fault surface trace. Some further investigatitst @lowed the iden-
tification of some doublets and even one triplet in the lataarthquakes. The
consistency in waveform similarity and earthquake logatiot only confirms the
functional capability of the developed location procedliralso supports earlier
multiplet observations but this time the data quality is mingher due to the
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small distance between the recording network and eartlegs@lrces as well as
the fact that the borehole recordings provide a much beijeakto-noise ratio
than the surface stations used for earlier analyses.

From the observation of the complex waveforms as well as fifuarreflections
often observed after P- and S-wave arrivals the conclusidovis that future work
should include further investigations of these data chargtics. For example,
the located earthquakes could be treated as active souncesflection seismic
imaging in order to illuminate the complexity of the San Aeals Fault System in
great detail and refine large scale seismic imaging redBitske et al., 2006).
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