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We consider an overdamped Brownian particle moving in a confining asymptotically logarithmic potential,
which supports a normalized Boltzmann equilibrium density. We derive analytical expressions for the two-time
correlation function and the fluctuations of the time-averaged position of the particle for large but finite times.
We characterize the occurrence of aging and nonergodic behavior as a function of the depth of the potential, and
we support our predictions with extensive Langevin simulations. While the Boltzmann measure is used to obtain
stationary correlation functions, we show how the non-normalizable infinite covariant density is related to the

superaging behavior.
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I. INTRODUCTION

Ergodicity is a central concept in the theory of stochastic
processes. A random variable A is said to be ergodic when its
time average A(t) = (1/t) fot dt’ A(t') over a single realization
in the limit of infinitely long times is equal to the equilibrium
ensemble average (A) = f dA AP(A) over many realizations
of the process [1]. Here P(A) is the equilibrium probability
density for the random variable A. For ergodic variables,
the width of the probability distribution of the random time
average vanishes in the long-time limit, and the distribution
reduces asymptotically to a § function centered on the
ensemble average, Q(A,t) — 8(A — (A)). For nonergodic
variables, the time average remains a stochastic quantity even
in the infinite time limit. A general criterion for the ergodicity
of a process is given by the Khinchin theorem [2], which
asserts that a stationary process is ergodic if its autocorrelation
function (A(t)A(fy)) — (A)? when |t — fy] — co. However,
for processes for which a stationary autocorrelation function
does not exist, we cannot use the Khinchin theorem to predict
the ergodic properties of the process. For specific systems,
there are generalizations of the Khinchin theorem to the
nonstationary case [3,4], but for a general system, the ergodic
properties are not straightforward to predict. Meanwhile, for
finite times, the time average will be a random variable for
any process, ergodic or not. Since in all experiments the
measurement time might be large, but is always finite, it
is essential to determine the properties of the distribution
of the time average, as the latter cannot be evaluated using
the equilibrium measure P(A). The distribution of the time
average has been investigated for continuous-time random-
walk models [5], but no general theory exists. In Ref. [6],
we have provided a general expression for the variance of
the time-averaged position x(¢) for an overdamped Brownian
particle in a binding field and showed that, in the special case
of alogarithmic potential, the ergodic hypothesis breaks down.

In the present paper, we study in more detail the variance
&2(t) = (X%(t)) — (¥(1))? of the time-averaged position of an
overdamped Brownian particle moving in a confining potential
that is asymptotically logarithmic. This system defines an
important class of processes which has found widespread
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applications in the description of the dynamics of particles
near a long, charged polymer [7], momentum diffusion in
dissipative optical lattices [8—15], probe particles in one-
dimensional driven fluids [16], self-gravitating Brownian
particles [17], long-range interacting systems [18-20], and
diffusion of fractals [21], as well as the dynamics of bubbles
in DNA molecules [22-25], of vortices [26], and of trapped
nanoparticles [27]. A striking characteristic of these systems is
that the equilibrium probability distribution possesses a power-
law tail which may lead to diverging moments and ergodicity
breaking [28]. Their anomalous behavior is controlled by a
single parameter that is related to the depth of the potential.
In the following, we derive explicit long-time expressions for
the two-time correlation function and for the time-averaged
variance of the position of the particle, and we investigate in
detail the diffusive and ergodic properties of the system for
large but finite times. We show how a superaging correlation
function describes this system, even when the stationary
Boltzmann distribution is normalizable.

Figure 1 shows a typical trajectory of a Brownian particle
in a logarithmic potential in the nonergodic phase, obeying the
overdamped Langevin equation

dx _ 1 aU(x)
dt ~ my dx

+ F(1) 1)

with U(x) = (Up/2) In(1 4 x2) and the fluctuating Gaussian
noise F(t), (F@t)F(t')) = [2kgT /(my)]18(t — t’). Here, m is
the mass of the particle, y is the friction coefficient, kp is the
Boltzmann constant, and T is the temperature. Obviously the
time average xX(t) = (1/1) f(; dt’x(t") does not converge to the
ensemble average (x) = 0 even for long times. The reason for
this behavior is the long excursions of the particle into the tails
of the potential, where the slope and thus the restoring force
tend to zero for x > 1. On average, these excursions get ever
longer as time increases and thus dominate the time average for
all times. Our goal is to characterize the nonergodic behavior
of this process.

The outline of the paper is as follows. In Sec. II, we solve
the Fokker-Planck equation corresponding to Eq. (1) for the
Brownian particle by transforming it into a Schrodinger-like
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FIG. 1. (Color online) Typical trajectories (thin gray) and their
time average (thick red) for the Brownian particle moving in an
asymptotically logarithmic potential U (x) = (Uy/2) In(1 + x2) (top
panel, inset). The parameter o measures the ratio of the depth of
the potential U, and the temperature [see Eq. (10)]; here we used
kgT = 0.5, y = 1. The top panel shows the nonergodic phase (U =
2kpT), where the time average X(¢) does not converge to the ensemble
average (x) (which is zero, dashed line). The bottom panel shows the
ergodic phase (Uy = 4kpT); here the time average does tend to the
ensemble average for long times. Also note the different scales for
the x axes.

equation and using an eigenfunction expansion. In Sec. III, we
explicitly construct the conditional probability density from
the eigenfunction expansion and determine its asymptotic
long-time behavior, as well as those of the first and second
moments of the position variable. We then use the conditional
probability density in Sec. IV to compute the two-time position
correlation function, which exhibits either stationary behavior
or nonstationary, superaging behavior, depending on the depth
of the potential. Finally, in Sec. V, we evaluate the variance
of the time-averaged position and show the existence of a
threshold for the potential depth below which ergodicity is
broken. Parts of our results were obtained in Ref. [6] with the
help of a scaling ansatz. We provide here a complementary
and more detailed derivation.

PHYSICAL REVIEW E 85, 051124 (2012)

II. FOKKER-PLANCK EQUATION FOR THE
LOGARITHMIC POTENTIAL

We consider an overdamped Brownian particle moving in
a symmetric [U(x) = U(—x)] potential U(x) that is asymp-
totically logarithmic for large |x| > a, U(x) ~ Uy In(|x|/a);
during the calculation, we will set a = 1. For a # 1, the
variable x in our results should be replaced by x /a. An example
for such a potential is U (x) = (Uy/2) In(1 4 x?), which is what
we use for our numerical Langevin simulations. The dynamics
of the particle is governed by the Fokker-Planck equation for
the probability density W (x,¢) corresponding to the Langevin
equation (1),
2

bl D 0
—W(x,t) = ——[U OW(x,n] + D8 W(x,t), (2)

at ' kpT 0x
where D = kpT /(my) is the diffusion coefficient. In the
following, we set the mass of the particle to m = 1. The
stationary equilibrium solution to Eq. (2) is given by Weq(x) =
exp[—U(x)/(kgT)]/Z with the normalizing partition function
Z = fdx exp[—U(x)/(kgT)]. As we will see, the partition
function Z and thus the stationary probability density do
not always exist for the logarithmic potential. Since for the
logarithmic potential we have asymptotically U’(x) >~ Uy/|x|,
both the first (drift) and second (diffusion) term on the
right-hand side of Eq. (2) scale as 1/x? [29]. This scaling
is responsible for the interesting effects discussed in the
following. The addition of a linear force to the logarithmic
potential breaks this scaling and leads to a very different
behavior [30-33].

Our goal is to evaluate the long-time behavior of the
variance of the time-averaged position, x(t) = fot dt' x(t")/t,
which is given by

G2(1) = (F2(1)) — (x(1))?

¢ 2
=5 [/ dt”/ dt’' c(t",t') — (/ a’t’(x(t’))) }
0
3)

For an ergodic system, we expect ¥(f) — (x)eq =0 and
thus 62(r) — 0. The two-time position correlation function
C(t,t9) = (x(t)x(tp)) in Eq. (3) can be expressed in the form
[34]

00 00
C(t,tp) = / dx / dxg xxo0P(x,t|x0,t0)W(x0,10), 4)
—00 —00

where P(x,t|xo,%) is the conditional probability density. This
expression is correct for a prior initial condition of a narrow
diffusing packet (e.g., a Gaussian distribution centered on the
origin) and sufficiently long times #y. For power-law initial
conditions, a different behavior is expected; see Refs. [35,36].
For most potentials U (x) (e.g., harmonic), W(x,#;) in Eq. (4)
can be replaced by the stationary probability density Weq(x).
For the logarithmic potential, however, it turns out that the
integrals in Eq. (4) do not always converge and we need to use
the explicitly time-dependent probability density W (x,z). In
order to solve the Fokker-Planck equation (2), we transform
it into a Schrodinger equation and employ an eigenfunction
expansion. Writing the probability density as W(x,t) =
x(xX)¥(x,t) with the function y(x) =exp[—U(x)/(kpT)],
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we obtain the following equation for v (x,t) [34]:

L2y = -y
DoV =TV

1 n” 1 /"
+ <4k§T2 U~(x)+ MU (X)> Y(x,1).
(5)

Equation (5) has the form of an imaginary-time Schrodinger
equation with the effective potential

U”(x) + ;U”(x). (6)

Ueff(x) = kT
B

4k2T?

Its general solution is given by the expansion

Y =Y myax)e ", (7)
)
where 1; (x) are the eigenfunctions of Eq. (5),
82
[—@ + Ueff(x)] PYa(x) = A (x). 3

Since the Hamiltonian is symmetric in x, we look for solutions
of the eigenvalue equation (8) that have either even or odd
parity [37]. To simplify the calculations, we use the potential

U(x) = UpIn(lxDO(|x| — 1), ©))

which has the desired asymptotic form U (x) >~ Uy In |x|, |x| >
1, and is zero for |x| < 1. The asymptotic long-time behavior
of the system is up to a constant factor independent of the
potential near the origin, and our calculation can be generalized
to arbitrary, asymptotically logarithmic potentials [38]. For
|x| > 1, the eigenfunctions are given by [9]

Ve (0) = Agy/Ixl [anJo(kx]) + ancJ o (kx D],
Yol = A (@rlx] 7 + arfe[*) (10)
Vo) = By sgn(kx)y/[x] [bucJokx]) + baid a(lkx ]
with k = £4/4 and

Uy 1 1

o= Wl + 5 (11)
The subscript e (0) refers to the even (odd) solutions; J,(x)
denotes the Bessel function of the first kind; A, Ay, and By
are normalization constants; and a;, a;;, and b, (i,j € {1,2})
will be determined by the boundary conditions at x = 1. The
spectrum for @ > 1 consists of a single discrete ground state for
k = 0, Yo(x), which is an even function of x, and a continuum
of excited states for k > 0. For o < 1, the discrete solution
Yo(x) is non-normalizable (see below) and the spectrum is
thus pure continuous. The parameter @ > 1/2, which measures
the ratio of the potential depth U, and the temperature 7T,
will turn out to be the key quantity controlling the long-time
behavior of the particle. The structure of the spectrum with the
continuum of excited states starting at k = 0 and thus no gap to
the bound state [39] is responsible for the anomalous behavior
and sensitive dependence on «. Using the eigenstates (10),
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the solution of the Fokker-Planck equation (2) is

Wx,t) = CL()X(_X)I//()(X) =+ X(_x)/ dk akwk,e(-x) e—Dkzt

+ () / dk b o) e, (12)

For convenience, we sum over £k with a;x = a;—x) and by, =
bi_). The coefficients a; and by are determined by the initial
condition. For |x| < 1, the potential vanishes and thus the
corresponding eigenfunctions are

Yo (x) = Ay cos(kx),
Do(x) = A, (13)
Vk.o(x) = By sin(kx),
with the boundary conditions at x = 1,

wk,e(l) = Il;k,e(l)v
WIQ,L)(I) - Iplée(l) -

Us (14)

2kpT

The last term on the right-hand side stems from the discontinu-
ity of U’(x) at x = 1 (similar boundary conditions are obtained
for the ground state and the odd eigenfunctions). From this, the
coefficients for the ground state are easily seen to be a; = 1
and a, = 0.

The two integrals in the solution (12) can be regarded as
Laplace transforms. The large ¢ behavior of the system is then
determined by the small k expansion of the eigenfunctions,
according to the final value theorem [40]. Using the Taylor
expansion of the Bessel function [41] [Eq. (9.1.7)],

Jou(k) ~ ; (E) , (15)
Clx+1)\2

and those of the sine and cosine, we find from Egs. (10), (13),
and (14) the coefficients of the excited states to leading order

in k,
an = -T2 ('f)“,
a—1 \2
r'a—ow (E)a ,
2
PR
by ~ I'(a) (5) ,

20 — 1 k a+1
by ~ T(1 — )2 (—) .
o 2

V(D).

12

12

ay
(16)

The probability density W(x,t) should be properly nor-
malized at all times. For the discrete ground state, the
normalization integral reads

1 o)
2/ dx Jfg(x)+2/ dx Yi(x) = 1. (17)
0 1

As it turns out, the ground state is only normalizable foro > 1.
The corresponding normalization constant is

) a—1 _ 1 (18)
-1 Z
Thus the discrete solution is ¥o(x) = (1/+/Z) |x|~¢*1/2, which
is precisely the square root of the normalized stationary
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solution of the Fokker-Planck equation (2) for |x| > 1. For
o < 1, there is no normalizable ground state and thus no
stationary probability density. Since the excited states form
a continuum, they need to be normalized to a § function,

1
2/ dx 1;/~/‘k,e/o(x)l,zk’,e/o(x)
0

+2/] dx Yoo (X)W efo(x) = 8k — k). 19)

Realizing that the main contribution to the normalization
integral (19) comes from large values of x, we use the
asymptotic expansion of the Bessel function [41] [Eq. (9.2.1)],

2
Jo(kx) >~ | —— cos | kx — ™.z ) (20)
wkx 2 4

to obtain the expressions

k 1
Ai =1 2 7\’
4 ay +ay + 2a,as; oS (2¢a - 7) 1)
.k 1

Bl ~ - ’
C T 4D+ bY + 2biba cos (24, — )

where ¢, = am/2 + /4. Since the coefficients a;; and by
are only known up to leading order in k, we further need to
expand the normalization constants A and By, to leading order
in k in order to be consistent. Since o > 1/2, by, will always

dominate by, and we have
k1
B>~ - —. 22
T4, (22

However, the relative magnitude of aj; and ay; depends on the
value of «. For o > 1, aj; dominates ay;, and vice versa for
o < 1. This leads to

for a>1,

Al ~ (23)

N E N ko

1

a2
2

4 for a<1.

Ay

The final pieces of information needed to fully determine the

solution (12) are the expansion coefficients a; and by. They

are related to the initial condition W (x,0) by

ap = / dx Wk,e(x)M,
—% x(x)

a0 = / dx o) L0 24)
—00 X(x)

by = f " dx po o 0,
—o0 x(x)

III. CONDITIONAL PROBABILITY DENSITY

The evaluation of the correlation function (4) requires
the computation of the conditional probability density
P(x,t|x9,ty), the solution of the Fokker-Planck equation (2)
with the initial condition P(x,ty) = §(x — xg) [34]. Accord-
ingly, it is of the form (12) with the time variable ¢ replaced
by the time difference

T=1t—1. 25)
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The expansion coefficients are then, from Eq. (24),

1ﬂk,e(x())
ar = ,
x(x0)
0 = Yo(xo) _ 4 26)
X (xo0)
bk — wk,u(XO)
x(x)

As a result, we have for x > 1 and xy > 1 (the behavior for
negative x and x( follows from symmetry)

P(x,t]x0,t0) = Ax(x)¥o(x)

2 XD oo ()P
x(x0) Jo
22D G (e P

x(x0) Jo
o0
~ A2y 2x1_°‘x8‘/ dk
0

x [ A} [a1xJa(kxo) + azeJ—a(kxo)]

X [a Jo(kx) + azJ_q(kx)] e KT

+ B [bi Ju(kxo) + box J o (kX0)]

X [ Ju(kx) + by o (kx)] e~ P¥T]. (27)

For completeness, the discussion of the cases where either x
or x( is smaller than 1 is given in Appendix A. The very first
term on the right-hand side of Eq. (27) is the contribution of
the stationary state and only appears for « > 1 (since A =0
for o < 1). The expansion of the product in the integral yields
four terms for the even contributions (those containing the a;;
coefficients) and four terms for the odd contributions (those
containing the b j; coefficients). Since the leading order of the
normalization constant Ay is different depending on whether
« is larger or smaller than 1 [see Eq. (23)], we have to examine
12 integrals in total (some of which are fortunately the same).
However, all these integrals share the same basic structure:

je/o.u,v(zvy) = Ce/(),u,u(za)’)

o0
X / du v J,Quy)J,(2uz)e ™, (28)
0

where © and v are equal to =« and both the u-independent
factor ¢,/ ,,v(2,y) and the exponent A, , , are different
depending on the combination of u and v. Here we have
introduced the variables u = k(D1)'/?, z = x/(4D71)'/?, and
y = x0/(4D7)'/?. We can then write Eq. (27) as

P(x,t|x0,f0) >~ AZx~20H!

+Z Z (\/D_T)z_}wo'wvje/a,p,,v(z»y)'

e,0 u,v==ta

(29)

Itis important to note that the main contribution to the integrals
Je/o,u,v(2,y) comes from small values of u as the exponential
factor causes the integrand to vanish exponentially for large
values of u and all other functions increase at most as a power
of u. Table I gives a summary of all the values of u, v, and
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TABLE I. Prefactors and parameters for the integrals appearing in the conditional probability density, Eq. (29).

Prefactor ¢, /o, ., (z,y) Aejo.uv n v
1
220 1 o o
o T(a)(2a—1) 200 — 1 o —a
Even contribution, o > 1 Yy 70 {22210y
T(@)2a—1) 200 — 1 (%4 o
222 (2—q) da —3 —a —a
T(@)(2a—1)
2
22027 ()2 —1)
T2—«a) —4do +5 o o
o 22 M(@)Qa—1) —2a +3 a —a
Even contribution, o < 1 ez % T2—a)
2202 (@) (2a—1) —20 +3 —a o
T 1 —o —a
1
272 (1—a)Qa—1) 1 o o
o C(a+1) 2a + 1 o —a
Odd contribution @zt § a2 _w)e—1) +
y 2771 —a)a—1)
T(a+1) 20 + 1 — o
2721 (1—q)2a—1) da + 1 —o —a
F(a+1)

Aejo,u,v» as well as the prefactors ¢ o, v (2, ) of the respective
integrals.

A. Probability density function

For very large times and fixed x, the conditional probability
density loses its dependence on the initial condition and
reduces to the probability density, P(x,t|xg,t) =~ W(x,7) [see
Eq. (31) below]. In this limit, the variable y = xo/(4D1)"/? is
small, and the Bessel function containing y in Eq. (29) can be
expanded using Eq. (15) to get

je/o,u,v(zay) =~ Ce/o,,u,,v(zvy) yM

1
Fu+1)

o0
x/ duul“/“”-““““JV(Zuz)e_”z. 30)
0

Note that the variable z = x/(4D7)!/? is not necessarily small,
since we are interested in the large x regime. Equation (30)
allows us to find the leading-order contribution to W(x,t)
at very large times without having to compute explicitly all
the integrals. Comparing the values for p and A/, ;,,, for the
different integrals, one finds that the leading contribution stems
from the even terms with 4 = —« and v = « for @ > 1, and
from the even terms containing 4 = —« and v = —« for o <
1. Evaluating the respective integrals using Eq. (6.631.1) of
Ref. [42], we obtain the asymptotic behavior of the probability
density for x > 1,

1 1—2« x2
ANCIRd F(O“ 4Dr)

fora > 1,
W(x,7) >~ (€29

Y2
ﬁ(wz)a—lxl—%—m fora < 1.

Here I' (o, x) is the incomplete Gamma function. Equation (31)
for > 1 is the infinite covariant density (ICD) [29,36,38].
This result depends on the specific form of the potential U (x)
only through the partition function Z, as long as it is regular
at the origin and has the same asymptotically logarithmic
behavior as Eq. (9). The ICD is non-normalizable, but allows us
to compute the asymptotic long-time behavior of the moments
(|x]7) of order g > 20 — 2 [29]. The lower-order moments are

finite for the equilibrium density Weq(x) = e~V®/®s7) /7 and
thus can be obtained from the latter. For « < 1, the asymptotic
form (31) of the probability density is normalizable and can
be used to calculate all moments. The asymptotic behavior of
the second moment is given by

(x*(7)) = 2/000 dx x>W(x,7)

a—1

o for o > 2,
>~ mMDI)Z_”‘ forl <a <2, (32
(1 —-a)4Dt fora < 1.

For o > 2, the second moment tends to a constant which
depends explicitly on the specific shape of the potential for x
of O(1) and can be obtained from the equilibrium distribution.
For o < 2, the second moment increases with time and
diverges in the infinite time limit. In the range 1 < o < 2, we
observe subdiffusive behavior, which depends on the shape of
the potential for x of O(1) only through the partition function
Z. When o < 1, the diffusion is normal and asymptotically
independent of the potential at small x. As it turns out, the
ICD Eq. (31) not only governs the time dependence of the
higher-order moments, but is also crucial for the calculation
of the correlation function (see Sec. IV).

B. Conditional probability density

In order to calculate the conditional probability density,
we consider times long enough that we can use the small-k
expansion of the coefficients, while not necessarily so long
that we can ignore the initial condition. In this regime, neither
7z =x/(4D1)"/? nor y = x¢/(4D1)'/? appearing in Eq. (29)
is small. In the case of both z and y (and thus x and x)
being of the same order, not all the integrals can be explicitly
evaluated. However, we can estimate the term which is of
leading order for large times by evaluating the integrals for
z = y. Fortunately, the integrals for the leading-order term can
be computed explicitly. For both z and y at least of order unity,
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the leading-order term for long times is then [see Ref. [42],
Eq. (6.633.2) for the computation of the integrals]

Pe(x,t|x0,fo)
1 20{~|—(4D‘L’) 1 lotg

B XGXP( )l (352) fora > 1. .
- |épo i

X exp( 42:0)1_0, (;g"t) fora <1

for the even contribution, /,(x) is the modified Bessel function
of the first kind, and

Py(x,t]x0,19)

Il-a,a x% + x5 XXo

~ @4Dt)” X €Xp < AD7 ) Ia(ZDr> (34)
for the odd contribution. The latter is the same as the
probability density for the Bessel process with an absorbing
boundary condition at the origin [26,43]. The Bessel process
describes diffusion in a purely logarithmic potential (and thus
a 1 /x force) which is not regular at the origin. While the Bessel
process correctly describes the asymptotic behavior of the odd
moments, its Green’s function is well defined only for o < 1,
when the singularity on the origin is integrable. Thus for the
calculation of the even moments (including normalization) for
o > 1, the regularization of the potential on the origin is vital,
since only then do we have a finite partition function Z. The
odd part of the probability density does not depend on Z at all
and is identical to that of the Bessel process.

If one of the variables z and y is much bigger than the
other, the Bessel function containing this variable will oscillate
rapidly [see, e.g., Eq. (20)] for all but very small values of the
variable of integration u. We may then expand the Bessel
function containing the other variable for small arguments.
For the leading-order even contribution, we obtain the ICD
Eq. B1)if z > y (x > xp), and

Po(x,t]x0,10)

112 5
AN “T (. 77) fora > 1, 35
>~ (35)

T @D x Ix1=200=35:  fora < 1

l"(l —a

if y > z (xo > x). Note that Egs. (31) and (35) are not limiting
forms of Eq. (33), since the leading-order term is different
depending on the size of z and y. The leading-order odd
contribution is always given by Eq. (34). Using the odd part
of the conditional probability density (34), we can directly
calculate the average E(x¢,7) of the position x (for xg > 1),

E(xp,7) = 2/ dx x P,(x,t|xo,ty)

Vo

2 3
~ VT (4pryiox2e i F
2T (a+1)

2% ap

Here Fi(a;b;x) is the conﬁuent hypergeometric function.
For long times, 4Dt >> x7, the hypergeometric function is
approximately unity, and we thus find

JT

f—a 201
—ZF(ot n l)(4D1’) . (37

E(xp,7) >
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For o« =1/2 (Uy=0), we recover E(xp,7) = x9, which
corresponds to free diffusion. For « > 1/2, on the other
hand, we observe an algebraic dependence on the initial
position xg.

IV. CORRELATION FUNCTION

Having derived the asymptotic behavior of the conditional
probability density and of the probability density function,
we can next evaluate the correlation function (4). Since the
probability density W(xo,%), as given by Eq. (31), is an
even function of xo, only the odd part of the conditional
probability density contributes to the integral of the correlation
function:

00 0
C(t,ty) =~ 4/ dx f dxo xxg P,(x,t|x0,t9) W(xo,t0) .
Bessel process ICD

(38)

This result is remarkably intuitive: For o > 1, the ICD gives
the probability for finding the particle at x, while the Bessel
process describes the relaxation of the particle’s average
position from x, toward the origin. Since we use the asymptotic
expressions for the conditional probability density and the
probability density, the resulting expression for the correlation
function is also asymptotic in the sense that we require both
T =1t —ty and # to be large. Inserting the results Egs. (31)
and (34) into Eq. (38), we obtain for o > 1,

/ dx/ dxoxz”‘z“

X exp _x 5% Ia(xxo)r‘ «, o .
4Dt 2Dt 4Dty

(39)

C(t,ty) =~

With the help of the variables z = x/(4D7)"/? and y =
xo/(4D1)"/? introduced above, Eq. (39) simplifies to

C(t,10) ~ (4D7)*¢

4
ZT'(a)

00 00
% / dZ / dy Z27u¢ y27a
A

X e @ (2zy)T <a, yzti) . 40)
0

For long times, T > 1, we may take the lower boundary of
the integrals to 0, since the integrand vanishes as z> and
y? [note that I,(x) ~ (x/2)*/T(a + 1) when x — 0]. The
integral over z can then be evaluated using Eq. (6.631.1) of
Ref. [42], together with I,(x) = (—i)* J,(ix), to give

JT

N7 (4Dr)*
ZT(a + DIN(a)

00 N 3 2 T
X dyye” Fi| z;a+1L;y" )T {a,y"— ).
0 2 fo

(41)

C(t,ty) ~
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At the same time, for « < 1, we have the integral

C(t,1p) ~ (4D7)*%(4D1to)* !

Tl —a)
00 [}

% / dZ dy Z2—ay2—a
o

x e EENL, 2zy) e, 42)

For large 7, the latter expression reduces to

N ﬁ T l—a
€)= T ra — oy PV (5)

&0 2_2 3 2 _VZL
x/ dyy-e " 1F; E;a—i—l;y e~ 0. (43)
0

Using T = ¢ — fy, the structure of the results (41) and (43) can
be summarized in the compact form

N
ZT @Dl @ [4D(t — 1to)]* ozfa(t to)

Clti) fora > 1, 44
1,ty) =~
JT
Fat I (—a) 4D(1 — 1) ga( )
fora <1,
where we have introduced the two functions
* 3
Jals) = / dy y?e™" |Fy (5;01 + l;yz) T (%),
’ (45)

00 , 3
ga(s)=s1‘“/ dy y*e™ |F, <§;a+ 1;y2> e,
0

Note that the correlation function depends on the specific shape
of the potential for [x| < 1 only via the partition function Z
(fora > 1)ornotatall (for@ < 1). These results are thus valid
for arbitrary (regular) potentials with the same asymptotic
behavior as Eq. (9). The behaviors of f,(s) and g,(s) for
small and large arguments (corresponding to fy > t — f( and
t —ty > ty) are given in Appendix B. For ¢t — #y > 15, we
obtain

ﬁl‘(ot-ﬁ-%)
m
11— lg 2—a
C(t,ty) X( ) “(4D1y) fora > 1, 46)
m
X(I ZU) “(4Dty) fora < 1.

In both cases, the correlation function is nonstationary; its
value increases with the initial time fy and decays as (f —
to)!/2~%. We note that this is the same time dependence as the
first moment E(xo,7), Eq. (37). For ty > t — ty, on the other
hand, we find

C(t,t)
%[40@ — 1) fora > 2,
m@Dt@)z « forl <a <2, 47)
(1 — )4 D1y fora < 1.

For @ > 2, the correlation function is stationary in this limit.
This is illustrated in Fig. 2: For times ¢ — #; that are short
compared to 7y, we observe the stationary behavior Eq. (47).
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10° E
10"
2
:-":ED 10 _ a=25
5} simulation, t; = 1000 %
10° 3 simulation, t, = o :
—— correlation function, tO =1000
10° _ ———————— stationary correlation function
E --——--- non-stationary asymptote
i L L1031l L 2041l L PR |
10° 10’ 10? 10°

t-t,

FIG. 2. (Color online) The correlation function C(t,t)) for
U(x) = (Up/2)In(1 + x?) [thus Z = /7T (a — 1)/ T'(a — 1/2)] and
a=25WUy=1, kgT =0.25, and y = 1). The solid black line is
the analytical expression (44). The red (dark gray) and green (light
gray) dots are the results of Langevin simulations for two different
times, #, = 1000 and 7, = oo (i.e., starting from the equilibrium
distribution). For 7, = 1000, we observe a transition from the
stationary behavior Eq. (47) to the aging form Eq. (46). For 7y = oo
we observe the stationary correlation function (47) at all times 7.

For longer times, there is a transition to the nonstationary
behavior Eq. (46), though this is difficult to observe in
our Langevin simulations. If we start out in the stationary
state (which corresponds to 7y = 00), we have the stationary
behavior Eq. (47) at all times for o > 2.

For a < 2, the asymptotic behavior of the correlation
function is nonstationary and is dominated by the increase of
the second moment (x2(ty)), Eq. (32), which means that using
the stationary distribution Weq(x) to calculate the correlation
function gives an infinite value. In this case, the correlation
function can be expressed in a convenient way by normalizing
it to the value of the second moment (x2(;)):

JT2—a) fa (ﬂ)

C(t,to) N T tD) o forl <o <2, @8)
2(ty)) JT =
(x*(t)) Farras & (%) fora <1,
with

Fals) = 7% fuls),
Zu(s) = 584(5). (49)

In this regime, the system exhibits aging. However, contrary
to usual aging behavior, which is of the form C(t,#) =
(xD)eq [t — 10)/10] [3,44,45], Eq. (49) shows that here
C(t,t9) = (x%(ty)) f((t — t9)/10). Since the prefactor increases
with time, we call this behavior superaging. A similar behavior,
albeit with a logarithmic time dependence, has been observed
for Sinai’s model for diffusion in a random environment [46].
The stationary correlation function for o > 2 (47) agrees
with the result derived using the equilibrium solution of the
Fokker-Planck equation [9]. However, neither the superaging
behavior nor the long-time limit Eq. (46) can be obtained from
the equilibrium distribution: both require the infinite covariant
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o
N

C(tt,) / <X(t)>

a=1.5

simulation, t, = 300
simulation, t, = 3000

normalized correlation function

P | " " i aoa ol " " " PR TR,
0.1 1 10
(t-t)/t,

FIG. 3. (Color online) The normalized correlation function
C(t,1y)/(x*(ty)) for U(x) = (Up/2)In(1 +x>)and o = 1.5 (Uy = 1,
kgT = 0.5, and y = 1). The solid black line is the analytical
result (48). The numerical simulations for #, = 300 (red/dark gray)
and 7y = 3000 (green/light gray) perfectly confirm the superaging
behavior.

density (31). Figure 3 shows the normalized correlation
function (48) for different values of #y. It clearly illustrates
the superaging behavior of the correlation function.

V. VARIANCE OF THE TIME AVERAGE

We are now in a position to evaluate the long-time behavior
of the variance &2(¢) of the time-averaged position (3),

G2(t) = (FA(1) — (F(1))*. (50)

We begin with the second term,

1o ?
[*/ dt’E(xo,z/)) , (51)
— ).

involving the integral over E(xo,?) = (x(xo,t)). Taking the
time average of the first moment (37), we obtain

..
W) = 3 54Dt — )

_ 2
(X)) = (r

xe[@pry: .. (52)

Since we only know the asymptotic long-time behavior of
quantities like the first moment E(x(,t) and the correlation
function C(t,fy) [the short-time behavior will in general
depend on the shape of the potential U(x) for small x], we
calculate the time average starting at some time ¢*, which we
assume to be large enough that the asymptotic expressions are
valid. For large times, ¢ >> t*, we then have

3

E(0)? ~ —(3_7£a)zxg°’(4Dt)172°‘ for o < 3, -
T | o @D 24D fora > 3.

The analysis of the first term,

wan=— [(ar [[arcarn. oo
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FIG. 4. (Color online) Power-law exponent of the long-time
variance &2(t) >~ t*, Eq. (55) (red solid line), and numerical data
obtained from Langevin simulations by fitting the long-time behavior
up to t = 4000 (black dots), as a function of the parameter o =
Uy/(2kpT) + 1/2, for the potential U(x) = (Uy/2) In(1 + x2).

is carried out in detail in Appendix C. We obtain

@4Dt)™'  forua > 3,
G2(t) ~ (X2(1)) ~ co { (4D1)>™® forl <a <3,  (55)
4Dt fora < 1,

with

JT ) §2-a
Zrarir@a=a Jo 95 G Ja(s)
for 1 <o <3, s
o= (56)
N
3 (1—a) Jo ds iy 8e(®)

for o<1,

which dominates the contribution from Eq. (53) for long times
and thus determines the behavior of &2(z). The prefactor ¢,
for « > 3 depends on the specific choice of the potential (see
below). Note that the asymptotic result for 5%(¢) is independent
of t*, as it should be.

The explicit expression (55) for the time-averaged variance
&2(t) gives important information about the ergodicity of the
diffusion process in a logarithmic potential: the process is
(mean) ergodic if and only if &2(¢) vanishes at long times [1].
An analysis of Eq. (55) reveals that 52(¢) ~ t*X whent — oo,
withX =1fora < 1, X =2 —aforl <o <3,and X = —1
for @ > 3 (see also Figs. 4 and 5). Accordingly, the process is
ergodic for o > 2 (kT /Uy < 1/3) while ergodicity is broken
fora <2 (kgT /Uy > 1/3). The ergodicity of the process for
o > 2 is in agreement with the Khinchin theorem [2], since in
this case there exists a stationary correlation function Eq. (47)
which vanishes as time tends to infinity. For2 < o < 3(1/5 <
kT /Uy < 1/3), even though the system is ergodic, the slow
decay of 52(¢) means that ergodicity is reached anomalously
slowly. The nonergodic behavior for « < 1 is not surprising,
since in this regime there exists no stationary equilibrium
state. For 1 < a < 2, on the other hand, we observe broken
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FIG. 5. (Color online) Asymptotic long-time behavior of the
variance &2(¢) simulated for various values of the parameter o =
Uy/(2kT) + 1/2 for the potential U(x) = (Up/2)In(1 + x?). The
dashed lines are the analytical predictions given by Eq. (55). The
simulation data are for k3T =1,y = 1.

ergodicity even though the Boltzmann equilibrium distribution
is normalizable. This is due to the fact that the second moment
increases with time [29] and thus diverges for the equilibrium
distribution. The asymptotic power-law exponent of &2(¢)
is shown in Fig. 4. The analytic prediction (55) perfectly
matches the numerical results, except near the points o = 1
and 3, where the convergence of the Langevin simulations is
very slow and we expect transient logarithmic corrections.
The asymptotic algebraic behavior of the time-averaged
variance is further confirmed in the double-logarithmic plot
presented in Fig. 5. We again observe perfect agreement
between analytics and numerics for different values of the
parameter o.

For « < 3, the results in Eq. (55) can be fully obtained
from our asymptotic analysis and depend on the explicit form
of the potential U (x) only through the partition function Z (for
1 < a < 3) or not at all (for « < 1). For @ > 3, on the other
hand, the contribution we get from the asymptotic behavior of
the potential is of the same order as the one stemming from
the behavior of the potential for x ~ O(1). The asymptotic
analysis, while correctly predicting the 52(¢) o ! behavior,
thus fails in reproducing the prefactor c,. In terms of the
asymptotic analysis, ¢, appears to depend on the time scale
A (see Appendix C), which determines how long it takes for
the asymptotic results to accurately describe the behavior of
the system and thus can only be obtained by comparing the
asymptotic results to the exact solution. However, ¢, can be
obtained from the Boltzmann equilibrium distribution Weq(x)
(we give a general expression valid for « > 3 and potentials
that are more strongly binding than the logarithmic one in [6]),
which by definition depends on the shape of the potential U (x)
in the whole space. Figure 6 shows the prefactor of &2(¢) for
the specific choice of the potential U(x) = (Up/2) In(1 + x2).
This can be interpreted as a generalized diffusion coefficient
for the time average: 6%(t) >~ c,(4Dt)*.
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o

prefactor ¢ _of 52(t)

FIG. 6. (Color online) Prefactor ¢, of &2%(t) ~ c,(4Dt)*,
Eq. (55), as a function of & for U(x) = (Uy/2) In(1 + x?). Note that
it is zero at the transition from normal to subdiffusion (¢« = 1) and
diverges at « = 3. Inset: Detail for & < 2. The result for « > 3 was
taken from [6].

VI. CONCLUSION

We have performed a detailed analysis of Brownian motion
in an asymptotically logarithmic potential. We have obtained
explicit expressions for the position correlation function (44)
and the variance of the time-averaged position (55). The
asymptotic time dependence of these quantities is determined
by the single parameter « = Uy/(2kpT) + 1/2, which mea-
sures the ratio of the potential depth U, and the temperature.
Both diffusion and ergodic properties are controlled by ¢, and
the system exhibits a surprising variety of different behaviors.
The ergodic and aging properties of the system are closely
related to the occurrence of the non-normalizable infinite
covariant density (ICD). We note that the dependence of the
asymptotic dynamics on the potential depth Uy is a peculiarity
of the logarithmic potential, and is not obtained for general,
e.g., power-law, potentials.

For shallow potentials, « < 1, diffusion is normal, which
implies (x2(t)) o t, a nonstationary aging position correlation,
and broken ergodicity &2(t) oc t. In this case, there is no
stationary distribution, so the time-dependent solution de-
termines all moments. For medium strength potentials, 1 <
a < 2, the system exhibits subdiffusion [16], (x>(¢)) oc 127,
while the correlation function is still aging and ergodicity is
broken, &2(z) o 2. In this regime, the non-normalizable
ICD determines the second moment of the position. The ICD
is also essential for determining the correlation function, as the
Boltzmann equilibrium density yields an infinite value for the
latter. We find a superaging correlation function C(¢,#;), which
behaves as C(t,t9) >~ (x*(ty)) f[(t — t9)/to] with a prefactor
(x2(ty)) which increases with time. For deep potentials, 2 <
o < 3, diffusion freezes, (xz(t)) o const, and the correlation
function has a stationary limit C(t,#y) >~ C(¢t — ty), which can
now be determined from the Boltzmann equilibrium distribu-
tion. In this regime the process is ergodic, although the decay
of &2(t) o« 1>~ is slow. Only for very deep potentials, o > 3,
do we obtain 52(¢) o t~!, which is the behavior expected from
the usual (e.g., harmonic) confining potentials [6].
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APPENDIX A: DISCUSSION OF THE CENTER
PART OF THE PROBABILITY DENSITY
AND CORRELATION FUNCTION

In the main body of the work, we only discussed the tail
part, that is, the case x > 1 and x¢ > 1, of the probability
density P(x,t|xg,?), arguing that the contribution of the other
cases (x < 1 or xg < 1, or both) to the correlation function is
negligibly small. In order to determine the probability density
for those cases, we have to use expression (13) instead of (10)
for the wave functions including the respective variables in the
expansion (27). So for the case x > 1 and xy < 1, for example,
we have for Eq. (27),

P(-xvt|.X(),[0)
xl—ot 00
~ A7 0 / dk
0(x0) Jo
X [Ail/}k,e(xo)[alk-]a(kx) + a2k~La(kx)]e_Dsz
+ Bk o(xo)[b1x Jo (kx) + bag ]7a(kx)]e—Dk2r]'
(A1)

We now employ the same analysis as we have used for the
tail part [see Sec. III, and in particular Eq. (29)] in order to
determine the leading order for long times. We then use a
small-k expansion of the even and odd wave functions in the
center, Eq. (13),

Vie(x0) = Ak, W o(x0) = Bikxo. (A2)

Using Eq. (A2) [with the coefficients given by Egs. (16), (22),
(23), and [42], Eq. (6.631.1)], we obtain for x > 1, xo < 1
to leading order in 7, once again dividing into even and odd
contributions,

Pe(xa”x()’t())

L 1-2 >
7rm® T (o) fora > 1, A
- 2
1 -1, 120 ,— 75
m(“-DT)a X “e~wr  foroa < 1,

2 2
Py(x,t]x0,10) = m(‘tDr)_l_“xxoe_m X

The other cases can be obtained in the same way and we find
forx < 1,x > 1,
Pe(x,1]x0,1)
1 x2
zr(a')r(a,ﬁ) foroa > 1,
B (Ad)
r(11_a)(4DT)°’_1€_ﬁ fora < 1,

2 3
P,(x,t|x0,t0) == @(4Dt)_l_“xx§“e‘ﬁ ,
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andforx < 1,xy < 1,

Py (x,t]x0,10)

% fora > 1,
~ . (A5)
m(4D1:)°‘_1 fora <1,

Pyt out0) = — (4 D7)
o\X,T|X0, >~ — T XX0.

0,10 o) 0
The even part of Eq. (A5) also yields the long-time limit of
the probability density P(x,t) for x < 1. Using the above
expressions for the probability density, we can calculate
the three remaining contributions to the correlation function
Eq. (39) for long times and « > 1,

00 1
4/ dx/ dxo xx0 Py(x,t]x0,10) W (x0,10)
1 0

27

=37 1,(()[)[4D(l —)]>7",

1 o)
4/ dx/ dxy xxoP,(x,t|xg,t0) W (x9,to) (A6)
0 1

[4D(t — 10)]>“hy (t — to) ,
Io

T 3ZT(a)

1 1
4 / dx f dxo x:x0 Py .11 0u10) W (x0110)
0 0

8a

~ _ —l-a
~ 97T [4D(t — 1)1,

with

o0
he(s) =/ dy yze_yzl"(oz,yzs), (A7)
0
which is approximately constant for small s and behaves as
5732 for large 5. For o < 1, we then have

00 1
4 / dx / dxo 30 Py (x.1 [x0:10) W (x0110)
1 0

Ladm
= @ —o P~ @D

1 00
4/ dx/ dxg xxoP,(x,t|x0,t0) W (x0,10)
0 1

27

~ _ %—a oa—1 - ﬂ
~ (AP0 — 1 @D ]a( )

fo

1 1
4/ dx/ dxg xxo P,(x,t|xg,10) W (xg,0)
0 0

8a

o Bx I .
= @I — g *PU — ] @D

(A8)

with j,(s) = (1 +5)"*2. In order to compare the above
expressions to the contribution from the tail part of the
probability densities Eqgs. (46) and (47), we summarize the
dependencies on T = ¢ — t; and %, relative to the contribution
from x > 1, xg > 1 in Table II. The contributions for x < 1
or xo < 1 are negligible for long times t and #y and Eq. (44)
indeed gives the leading order of the correlation function.
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TABLE II. The contributions from the different parts of the correlation function relative to the contribution from x > 1, xo > 1.

x> 1,x)>1 x>1,x<1

x<l1l,xg>1 x<l,xy<1

3
T3>0 1 t '’

Ih>1 1

a>2
, oa<?2

3
2, oa>2 T

s
—l—a a2
a <2 T a%

APPENDIX B: DISCUSSION OF THE FUNCTIONS f,(s)
AND g.(s)

In Eq. (45), we introduced the two functions f,(s) and
th(s)9

o > 3
fuls) = / dy y*e™ |F (§;a+1;y2> T(a,y%s),
0 (B1)

o 2 2 3 2 2
ga(s)=/ dy y-e™ |F, §;a+1;y e .
0

We now want to find simpler expressions for these functions
that are valid in the limit of small and large s, respectively, and
thus give us the limiting behavior of the correlation function
Eqs. (46) and (47). First, we divide the integral at y = 1 into

Ja(s) = T1(s) + Ta(s)

1 [e%e) ) 3
= [/ +/ }dy ye ¥ |F <E;a+1;y2) T(a,y%s).
0 1
(B2)

For small s, the argument of the incomplete I" function in the
first integral is small and we may approximate I'(c,y%s) =~
I'(«), so that

2

which is a constant independent of s. In the second integral,
we introduce the variable z = /s y to get

! 3
31(S)2/ dy y?e™ |F (—;a+1;y2> '), (B3)
0

Jo(s) = s% / dz72e™ v 1Fq <§;a +1; %) F(a,zz).
J5
(B4)

Since the argument of the hypergeometric function is large
except for very small z (which gives us another constant
contribution), we may use the large-argument expansion [41],
Eq. (13.5.1),

3 a+1) (., =
Fi|Sia+ 13y ) > ———=—y'"%%”, B5
1 1<2 o+ Y) N y e (BS)
to write
2T 1 o
jz(s):MsH / dzz27%T(a,z?). (B6)
v 5

This integral can be calculated and yields in the limit of
small s,

C(o + 1)
VT2 —a)

The limiting behavior of this expression now depends on the
value of «: For ¢ > 2, the second term dominates for small s

To(s) ~ 9721 = T(a)s>™). (B7)

and J,(s) is constant, while for ¢ < 2, the first term dominates
and we have J5(s) oc s*~2. For small s, we thus have

V7 T+ DI (@) (a—2)

) ~ a2 (a1 for o > 2, .
T redd) a2 " 2
Weoarod or o <?2.

The value of the constant for « > 2 is obtained by evaluating
f+(0) using MATHEMATICA.
For large s, we introduce the variable z = /s y in J;(s),

3 VG ﬂ 3 Z2
Ji(s) =52 / dzz%e” 5 |F <—;a + 1 —) NCEDY
0 2 N
(B9)

The argument of the exponential and hypergeometric functions
now is small except for very large z, for which the incomplete
" function is exponentially small (see below). For small
arguments, both the exponential and hypergeometric functions
are approximately 1, so we have

. Vs
() = 5 / dz 22T (@2, (B10)
0
which for large s reduces to
[ (a+3 3
TJi(s) =~ %rl. (B11)

In J,(s), we expand the incomplete I' function for large
arguments [41], Eq. (6.5.32)],

T(a,y) ~y* e, (B12)
and use Eq. (B5) to get
e +1) .y [ 2
Tp(s) > ——s“ dyye . (B13)
NEd |
Evaluating the integral gives
r 1

3as) = L8 LD oz (B14)

which vanishes exponentially for large s. So, for large s, we

have
T(a+3
fuls) = %

From Egs. (B8) and (B15), we have for f,(s),

V7 D@+ D) (@) (a—2)
ari(a—y)
Fa+l) a—2
JTQ2—a)
3
F(a;z)sfg

_3
s 2.

(B15)

fors < 1l and @ > 2,
Ja(s) fors <« land o < 2,

fors > 1.
(B16)
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In a similar manner, we obtain

e+ DM2—a) —1
TS fors <« 1,

*f —3— fors > 1.

8a(s) = (B17)

)

APPENDIX C: DISCUSSION OF THE INTEGRAL OVER
THE CORRELATION FUNCTION IN EQ. (54)

Before evaluating the double time integral over the corre-
lation function C(¢”,t') in Eq. (54), we have to address the
problem that there are regions where t = t” — ¢’ is not large
and thus the approximate expression Eq. (44) is not valid. In
these regions, we make use of the fact that C(t",¢') < (x(¢')?)
for t” > ¢’ to provide an upper bound on the value of the
correlation function. We write

t t
/dt”/ dr' ct”,t)
t* t*
t t"—A
=2/ dt”/ dr' c”,t)
t*+A t*
, o
+/ dt”/ dt' Cc(t’,t)
t* t"—A
t"+A t*

- / dt" / dt'C(t”,t’):|. (C1)
r 1"—A

The first of the three integrals on the right-hand side now
satisfiles T =¢” — ¢ > A with A chosen such that the ap-
proximation (44) of the correlation function is accurate. The
time scale A can in principle be obtained by comparing the
result (44) with the exact correlation function (obtained, e.g.,
numerically). However, the asymptotic behavior will turn out
to be independent of A in most cases. In the remaining
two integrals, we use the estimate C(t”,¢') < (x(¢')*) and the
expression (32) for the second moment to obtain

t t" A *

|:/ dt”f dt’—f dt”/ dt’] ci’,t)
r N r* t"—A

20—1 tA

- for o > 2,

< Zremaas @D A forl <a <2, (C2)

L2@DniA fora < 1

in the limit of large ¢ (specifically ¢ > ¢* and t > A). Using
the general form of the correlation function (44),

C(t”,t’):(t”—t’)"d)(t —! ) (C3)

t/

we can express the first integral in Eq. (C1) as

t t"—A
/ dt”/ dr' c”,t)
* t*
t t"—A "
:/ dr”[ dt’(t”—t’)“qb( Y
t* t*

) . (C4)
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Making the change of variable s = (" —¢')/t’ in the ¢’
integral, we further have

o

t . w1 sH
dt"t"mr ds ——— C5

t"—A

where the function ¢(s) is given by Eq. (45),

Jy~dy e Fy (G + 1557)
x T (a,y*s) foroa > 1,
o) = l—a [0 7 2 & (3 2
s'7 [ dy y2iF (5 + 15 y7)

2
xe YV 6t+Dh fora <1,

(C6)

with the asymptotic behavior (see Appendix B)

573 fors > landa > 1,

s737% fors >landa < 1,

const fors < landa > 2, (C7
§92 fors < land 1 <o < 2,

57! fors < land o < 1.

P(s) =

Note that for now we omit any s-independent prefactors of
¢(s), these have been included in the result in Sec. V. The
exponent u is given by

(C8)

_J2—a fora>1,
=11 fora < 1.

When ¢ is close to the lower boundary, the s integral vanishes
since the lower and upper boundary are the same. For this
reason, the main contribution comes from ¢” close to the upper
boundary, that is, " & ¢. Using ¢t > A and ¢ > t*, we have
for the s integral

o "

ds ——
s Ut e

7

P(s). (C9)

We split this integral at s = 1 into

I

n

! st o s
I R M 2=

I

(C10)

In the first integral, we use the small argument expansion of
¢(s), Eq. (C7), and obtain

1 sh
i e

{ 1—(2)" fora>2,

4
A
-5

~

(C11)
fora < 2.

For large t”, the leading contribution for the case o > 2
depends on «:

1 sH
/ ds )
(%)37& fora > 3,
>~ {const for2<a <3, (C12)
const for o < 2.
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In the second integral in Eq. (C10), we use the large argument
expansion of ¢(s),

o I
SR
" —2
1— (L) 2 fora > 1,
~ (Z’?/)_E_a (C13)
1— (g) fora < 1.
So, for large ¢”, we have
% sH
/ ds m(p(&‘) >~ const. (C14)
1

In the limit # > #y, we then get for the expression Eq. (C4),

' +1 %_l st
dt’t"™ / ds ———¢(s
/to+A A (s + 1)“+2¢( )

"—A

t! for o > 3,
~ i forl <a <3, (C15)
3 fora < 1.

In order to obtain the prefactor to these asymptotic forms, we
take the limit " — oo in the s integral in Eq. (C15) fora < 3,
since the integral is constant in this limit:

1 t 00 i
@y = [t [Cas o)
0 0
‘l oo

(S+1)”’ 2
t /
,LL~|—2 0

i
For @ > 3, the s integral grows as ¢"” as the lower boundary
approaches zero [see Eq. (C12)] and we may not take the lower
boundary to zero. However, since the main contribution stems
from small values of s, we may approximate ¢(s) ~ ¢(0) and

have
1 ! 1o+l > s
— (0 dt’t ds ——
e )./0 / PeH e

7

~ ¢(0) l/tdt//t//;ﬁ-l t_” !
T —u—112), A

_9Oart
TR

~

P(s). (Cl6)

ds ———
G
7”3

(**(1))

12

(C17)
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Summarizing these results, we have
pAQ)] 2 (1)~
I3@DAy ™ (3)
ﬁ 2 o0 g2
Zrarr@as @GP0 o7 ds i fals)

forl <o <3,

N o0 s
st@ri=e 40t Jy ds iy 8a(s)

fora <1,

for o > 3,

(®2 () =~

(C18)

where we use the subscript / to denote the contribution
from the long-time behavior of the correlation function. The
functions f,(s) and g,(s) are the ones defined in Eq. (45).
The other contribution comes from the short-time correla-
tion function, which we have approximated by a constant
in Eq. (C2),

) for o > 2,
1
ZT(0)2—a)3—a)
x(4DA)(4Dt)'

=2
1)s <
&) forl <o < 2,

2@4pA) fora < 1.

(C19)
Comparing the long- and short-time contributions, Egs. (C18)
and (C19), we see that the long-time contribution dominates

for ¢ < 3, while both contributions are of the same order for
o > 3. As a consequence, we have

co(4D1)™!
ﬁ 2— %} g2
Trartr@a e P07 fo ds i fu(s)
forl <o < 3,
JT )
o 4Pt Jy ds Gm 8u(s)
fora < 1.

for o > 3,

(®2(1)) ~

(C20)

The prefactor ¢, for o > 3 cannot be obtained within this
asymptotic analysis, since it will depend in general on the
shape of the potential U (x) in the whole space instead of just
the logarithmic U (x) ~ Uy In(x) asymptotic large x behavior.
¢y can, however, be obtained from the Boltzmann equilibrium
distribution [6].
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