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#### Abstract

We present strictly efficient schemes for scalable measurement-based quantum computing using continuousvariable systems: These schemes are based on suitable non-Gaussian resource states, ones that can be prepared using interactions of light with matter systems or even purely optically. Merely Gaussian measurements such as optical homodyning as well as photon counting measurements are required, on individual sites. These schemes overcome limitations posed by Gaussian cluster states, which are known not to be universal for quantum computations of unbounded length, unless one is willing to scale the degree of squeezing with the total system size. We establish a framework derived from tensor networks and matrix product states with infinite physical dimension and finite auxiliary dimension general enough to provide a framework for such schemes. Since in the discussed schemes the logical encoding is finite dimensional, tools of error correction are applicable. We also identify some further limitations for any continuous-variable computing scheme from which one can argue that no substantially easier ways of continuous-variable measurement-based computing than the presented one can exist.
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## I. INTRODUCTION

To realize a quantum computer in the circuit model, it is crucial to have precise control over each of the carriers of quantum information. In addition to keeping the quantum state of the computer protected from unavoidable noise induced by the environment, it is necessary to implement suitable quantum gates, usually in the form of one- and two-qubit gates. The latter is of particular difficulty, especially when optical quantum systems are used because their interaction is either weak or merely induced by measurements.

The paradigm of measurement-based quantum computing (MBQC) as pioneered by Raussendorf and Briegel [1,2] and substantially generalized by Gross and Eisert [3,4] allows us to get rid of the necessity of performing unitary operations to implement a quantum circuit. Instead, the actual computation is performed by preparing a multipartite entangled state, the resource, in a first step followed by adaptively chosen local measurements on this resource. The important improvement stems from the fact that the resource is universal, i.e., it can be prepared independently of the algorithm one wants to perform. This means that the presumably difficult step, the one which involves entangling operations, can be performed off-line. This resource-preparation may also be probabilistic as it is possible to wait with the implementation of the algorithm until the resource is available. What is more, individual addressing in the final read-out step is also required in the circuit model, so this step does not add any further difficulty to the scheme.

Quantum computing based on continuous-variable (CV) quantum optical systems differs from the more conventional notion based on their discrete analogs in not making use of single photons as the carriers of quantum information [5,6]. Instead, it relies to a large extent on Gaussian states and their manipulation. The notable advantage is that Gaussian states are easier to prepare in the laboratory, the corresponding interactions are often stronger and easier to accomplish, and some measurements, e.g., homodyne detection, can be
performed with an efficiency substantially surpassing the one of single-photon measurements. However, quantum information protocols using Gaussian states only, Gaussian operations, and Gaussian measurements suffer from serious limitations as in this setting neither entanglement distillation [7-9] nor error correction against Gaussian errors [10] is possible. Also, since one can easily efficiently keep track of first and second moments, any Gaussian evolution of Gaussian states can be efficiently simulated on a classical computer [11], clearly ruling out as the possibility of universal quantum computing.

MBQC based on Gaussian resource states has been extensively discussed in the literature [12-16] due to several features: They are a direct generalization of the well-known qubit cluster state to the continuous-variable regime, they allow for universal quantum computing with Gaussian measurements and a single non-Gaussian one, and they can be prepared with present-day experimental techniques, as already demonstrated. However, if they are not formed from idealized infinitely squeezed states (ones that are not contained in Hilbert space and would require infinite energy in preparation) but rather from physical states possessing only finite squeezing, they suffer from exponentially decaying localizable entanglement. This limitation, which applies to any Gaussian resource state irrespectively of the permitted class of measurements [17], implies that full error correction and the machinery of fault-tolerant quantum computing $[18,19]$, in parts yet to be developed for such continuous-variable systems, appears to be necessary even when both state preparation and measurements are perfect. Notably, those restrictions only apply when trying to perform a quantum computation of an unbounded length. For any finite length, there exists, for any required accuracy, a physical cluster state such that any quantum operation up to this length is possible with this accuracy. Because the widely assumed superior power of quantum computers compared to classical ones manifests itself most prominently in the scaling of the runtime with the problem size, the situation of a quantum
computation with unbounded length is in the focus of attention in this work.

In addition to schemes based on Gaussian cluster states, two more classes of schemes relying on CV-quantum optics have been proposed. The first one is based on superpositions of coherent states which are called Schrödinger cat states or, when they have very low amplitude, "kitten" states [20]. They can be, in approximation, created by subtracting photons from squeezed states and allow for universal quantum computing by passive operations such as beam splitters and photon-counting detection only. However, they also suffer from quite severe problems: The probabilistic nature of the quantum operations stemming from the use of nonoverlapping basis elements seems to be the most fundamental one, giving rise to significant overheads. The second approach combines the advantageous features of both discrete and continuous-variable optics [21,22]. In these schemes, quantum information is carried by qubits and single-qubit operations are performed directly on them. Two-qubit operations, in contrast, are performed by letting both qubits interact with a strong CV-mode, the qubus.

With this article, we pursue two different, but complementary, goals: On the one hand, we aim at clarifying the boundary between settings where CV-MBQC is possible and such situations where this is not the case. For this reason, we will develop a general framework capable of describing quantum computation in the measurement-based paradigm, regardless of the dimension of the carriers of quantum information. Within this picture, we can identify some serious limitations giving rise to challenges that have to be overcome. On the other hand, we introduce a strictly efficient scheme relying only on a simple controlled rotation, which can be realized by an atom-light interaction of the Jaynes-Cummings type or purely optically by the Kerr effect, for the creation of the resource. On the measurement side, we require beam splitters, phase-space displacers, and photon counting measurements. While this scheme is not fleshed out in all detail of its concrete physical implementation, it should be clear that quantum optical implementations of such ideas are conceivable.

The present article is organized as follows: First, we discuss what operations are possible with continuous-variable quantum systems and introduce a framework based on matrix product states (MPS) to describe MBQC in a general setting. After a discussion of the properties which a CV-MBQC scheme needs to posses in order to be called theoretically efficient, we show the problems of achieving those requirements with Gaussian measurements on non-Gaussian resource states. Last, we provide an example for a feasible scheme and discuss in detail how efficient MBQC can be performed in this situation.

## II. FEASIBLE PRIMITIVES FOR CV QUANTUM COMPUTING

When performing tasks of quantum information with continuous-variable quantum optics, different classes of operations are considered to be of different difficulty. This is also true for measurements where the achievable efficiency greatly differs among the various methods.

## A. Gaussian operations

Before continuing with the discussion, we remind the reader of some basic properties of Gaussian states and operations while also taking the opportunity to set the notation. We consider a single light mode. The energy eigenvectors of the unit oscillator are denoted by $|n\rangle$ with $n=0,1, \ldots$ The annihilation operator $\hat{a}$ acts on them according to $\hat{a}|n\rangle=\sqrt{n}|n-1\rangle$. The commutator relation with its adjoint, the creation operator, is $\left[\hat{a}, \hat{a}^{\dagger}\right]=1$, setting $\hbar=1$. The eigenvectors of the photonnumber operator $\hat{n}=\hat{a}^{\dagger} \hat{a}$ with $\hat{n}|k\rangle=k|k\rangle$ are called the number states or Fock states. One can now define the canonical operators or quadratures as

$$
\begin{align*}
\hat{q} & =\frac{1}{\sqrt{2}}\left(\hat{a}+\hat{a}^{\dagger}\right),  \tag{1}\\
\hat{p} & =-\frac{i}{\sqrt{2}}\left(\hat{a}-\hat{a}^{\dagger}\right), \tag{2}
\end{align*}
$$

and for $\theta \in[0,2 \pi]$ the family of rotated quadrature operators

$$
\begin{equation*}
\hat{q}_{\theta}=\hat{q} \cos (\theta)+\hat{p} \sin (\theta) . \tag{3}
\end{equation*}
$$

The latter family of observables is the one that captures homodyne detection [23]. Gaussian unitaries are the ones which can be written as $\hat{U}=e^{i \hat{H}(\hat{q}, \hat{p})}$, where $\hat{H}$ contains no terms in higher than quadratic order in $\hat{q}$ and $\hat{p}$ (or, equivalently, in $\hat{a}$ and $\hat{a}^{\dagger}$ ). There are three classes of Gaussian single-mode unitary operators into which all Gaussian unitary gates can be decomposed. The first ones are corresponding to the application of the displacement operator $\hat{D}(\alpha)=$ $\exp \left(\alpha \hat{a}^{\dagger}-\alpha^{*} \hat{a}\right)$ for $\alpha \in \mathbb{C}$. Such a transformation is reflected in the Heisenberg picture by a map of the form

$$
\begin{align*}
& \hat{q} \mapsto \hat{q}+\sqrt{2} \operatorname{Re} \alpha  \tag{4}\\
& \hat{p} \mapsto \hat{p}+\sqrt{2} \operatorname{Im} \alpha \tag{5}
\end{align*}
$$

Optically, such a transformation can be realized by mixing the mode with a second mode, which is in a strong coherent state, on a beam splitter in the limit of vanishing reflectivity. In the second one are the transformations generated by the clockwise rotation operator $R(\theta)=\exp (-i \theta \hat{n})$, which can be realized by a phase shifter, acting on the canonical operators as $\hat{q} \mapsto \hat{q}_{\theta}$, $\hat{p} \mapsto \hat{q}_{\theta+\pi / 2}$, while in the last one are those generated by the squeezing operator

$$
\begin{equation*}
\hat{S}(\xi)=\exp \left[\frac{r}{2}\left(\hat{a}^{2}-\hat{a}^{\dagger 2}\right)\right], \tag{6}
\end{equation*}
$$

acting as $\hat{q} \mapsto e^{r} \hat{q}, \hat{p} \mapsto e^{-r} \hat{p}$. The single-mode Gaussian unitary operations form a (noncompact) group which we denote by $\mathbb{U}_{\mathrm{G}}$. To complete the set of operators, which are necessary to implement arbitrary multimode Gaussian operations, we introduce the (absorption-free) beam splitter acting on two modes 1 and 2 by

$$
\begin{equation*}
\hat{B}=\exp \left[\frac{\theta}{2}\left(\hat{a}_{1}^{\dagger} \hat{a}_{2}-\hat{a}_{1} \hat{a}_{2}^{\dagger}\right)\right], \tag{7}
\end{equation*}
$$

where $t=\cos (\theta / 2)$ and $r=\sin (\theta / 2)$ are the transmission and reflection coefficient, respectively.

The Gaussian operations can be divided into two classes: Phase shifters and beam splitters do not change the total number of photons and are called passive operations. To
implement a squeezer or a displacer, on the other hand, one does need additional photon sources which makes them more difficult to realize.

## B. Other Hamiltonian building blocks

There are also non-Gaussian operations which are within the realm of present experimental techniques: The cross Kerr effect gives rise to a nonlinear coupling between two modes; its Hamiltonian reads

$$
\begin{equation*}
\hat{H}=\chi \hat{n}_{1} \otimes \hat{n}_{2} \tag{8}
\end{equation*}
$$

It can be realized by transmitting two modes together through an optically nonlinear medium. As nonlinear optical effects are weak and absorption needs to be kept low, the achievable effective coupling strength is quite small, i.e., $t \chi \ll 1$, where $t$ is the interaction time. For the most relevant situation, where one of the modes carries a state with many photons while the other one is in the single-photon regime, the Hamiltonian (8) has already been experimentally implemented to perform quantum nondemolition measurement (QND) [24]. The related Hamiltonian

$$
\begin{equation*}
\hat{H}=\chi|1\rangle\langle 1| \otimes \hat{n} \tag{9}
\end{equation*}
$$

for a positive $\chi$ describes the coupling of a two-level atom to a light mode in the dispersive limit of the Jaynes-Cummings model. In this situation, the effective coupling strength can be increased by placing the mode and the atom inside an optical cavity. A particularly strong interaction can be achieved with a technique known as electromagnetically induced transparency (EIT), which is routinely used to exchange quantum information between between light modes and atomic vapors and for which also experiments with single atoms exist [25,26].

## C. Measurements

We now turn to the kind of measurements that we will consider feasible for the purposes of this work. The most important Gaussian measurement scheme is homodyne dectection, which correponds to the observable $\hat{q}_{\theta}$ in Eq. (3). It is realized by combining the mode with a strong laser, called the local oscillator, in an interferometer, measuring the intensities on both output ports and subtracting the results. Another important type of Gaussian measurement is eight-port homodyning corresponding to a direct measurement of the $Q$ function, i.e., $Q_{\rho}(\alpha)=\langle\alpha| \rho|\alpha\rangle$ for $\alpha \in \mathbb{C}$, where

$$
\begin{equation*}
|\alpha\rangle=e^{-|\alpha|^{2} / 2} \sum_{n} \frac{\alpha^{n}}{\sqrt{n!}}|n\rangle \tag{10}
\end{equation*}
$$

are the state vectors of the non-orthogonal and overcomplete coherent states [23].

Non-Gaussian measurements are in many instances more difficult to realize than Gaussian ones, and usually with significantly lower detection efficiencies. The most feasible instance of a non-Gaussian measurement reflects a singlephoton detector which can distinguish only between the absence of photons and the presence of one or more photons. The corresponding POVM elements are $|0\rangle\langle 0|$ and $\mathbb{1}-|0\rangle\langle 0|$. A photon-number resolving detector is more challenging to implement but, with time-multiplexing [27] or superconducting
nanowires [28], it is possible to perform photon counting for the first few number states with reasonable efficiency.

## III. FRAMEWORK FOR CV-MBQC

In this section, we introduce a general framework to describe measurement-based quantum computing. A MBQC scheme consists of two ingredients: First, a resource state and, second, a set of possible, or allowed, local measurements. We start with a description of quantum wires which are used for single-qudit processing [29] and discuss their coupling to fully universal resources afterward.

## A. Matrix product states

The formalism of matrix product states, which was originally introduced to describe a certain class of entangled one-dimensional many-body states [30,31], is extremely useful to capture the essentials of quantum computing in the measurement-based model [4]. We start by describing onedimensional continuous-variable quantum wires which can be used to carry a single qubit of quantum information. The techniques we develop are independent of the actual physical implementation but we will often describe them with terms of quantum optics and have such a system in mind.

We consider a chain of $L$ quantum systems with dimension $d_{p}$ which are called lattice sites. We also allow for the situation $d_{p}=\infty$ which describes CV light modes. We say that a state is physical if it has finite mean energy, i.e., for a single mode: $\operatorname{Tr}(\hat{n} \rho) \leqslant \infty$. We choose a basis (or a countably infinite Hilbert-space basis) $\left\{|i\rangle: i=1, \ldots, d_{p}\right\}$ of $\mathbb{C}^{d_{p}}$, which we call the computational basis, associate to any basis element a $D$-dimensional matrix $A[i] \in \mathcal{M}_{D}(\mathbb{C})$, and write a translationally invariant matrix product state (MPS) as

$$
\begin{equation*}
|\Psi\rangle=\sum_{i_{L}, \ldots, i_{2}, i_{1}=1}^{d_{p}}\langle L| A\left[i_{L}\right] \ldots A\left[i_{2}\right] A\left[i_{1}\right]|R\rangle\left|i_{L}, \ldots, i_{2}, i_{1}\right\rangle \tag{11}
\end{equation*}
$$

where $|L\rangle,|R\rangle \in \mathbb{C}^{D}$. This vector space is the one where the quantum computation will take place and is called correlation space. The matrices must fulfill the completeness relation

$$
\begin{equation*}
\sum_{i=1}^{d_{p}} A[i]^{\dagger} A[i]=\mathbb{1} \tag{12}
\end{equation*}
$$

for rendering deterministic computation feasible.
An important fact is that all physical states can be approximated arbitrary well by a finite-dimensional MPS. As any finite-dimensional state can be written as a MPS [31], it only remains to show that one can truncate states with finite energy. We write the mean total photon number of a state $\rho$ with $k$ modes as

$$
\begin{align*}
N_{\text {mean }} & =\sum_{n_{1}, \ldots, n_{k}=0}^{\infty}\left(n_{1}+\ldots+n_{k}\right) \rho_{n_{1}, \ldots, n_{k} ; n_{1}, \ldots, n_{k}} \\
& \geqslant k\left(n_{\max }+1\right) \sum_{n_{1}, \ldots, n_{k}=n_{\max }+1}^{\infty} \rho_{n_{1}, \ldots, n_{k} ; n_{1}, \ldots, n_{k}} \tag{13}
\end{align*}
$$

where the matrix elements of $\rho$ are the ones of the Fock basis.

Let $\rho_{\text {trunk }}$ be the non-normalized state obtained from $\rho$ by setting $\rho_{n_{1}, \ldots, n_{k} ; n_{1}^{\prime}, \ldots, n_{k}^{\prime}}=0$ if one of the indices is larger than $n_{\text {max }}$. This state fulfills

$$
\begin{equation*}
\operatorname{Tr}\left(\rho-\rho_{\text {trunc }}\right) \leqslant \frac{N_{\text {mean }}}{k\left(n_{\max }+1\right)} . \tag{14}
\end{equation*}
$$

Denoting the trace norm, which is the relevant norm for the distinguishability of quantum states, by $\|\cdot\|_{1}$, we get, from Ref. [32],

$$
\begin{equation*}
\left\|\rho_{\text {trunc }}-\rho\right\|_{1} \leqslant 3\left(\frac{N_{\text {mean }}}{k\left(n_{\max }+1\right)}\right)^{1 / 2} \tag{15}
\end{equation*}
$$

If we assume the mean photon number (the energy) per mode to be constant, the truncation error is independent of the system size. This means, for a given required accuracy, we can choose a cut-off number $n_{\max }$ independently of the length of the intended computation.

## B. MPS as quantum wires

We now show how single-qudit MBQC can be performed with such a matrix product state, following and extending the line of reasoning used in Ref. [4]. Let us assume that the first mode is measured in the computational basis with result $k$. The remaining system then is described by the state vector

$$
\begin{equation*}
|\Psi\rangle \propto \sum_{i_{L}, \ldots, i_{2}=1}^{d_{p}}\langle L| A\left[i_{L}\right] \ldots A\left[i_{2}\right] A[k]|R\rangle\left|i_{L}, \ldots, i_{2}\right\rangle . \tag{16}
\end{equation*}
$$

This can be viewed as the action of the matrix $A[k]$ on the right boundary vector $|R\rangle$. To interpret this as the action of a quantum gate it is necessary that $A[k]$ is proportional to a unitary matrix, i.e., $A[k]^{\dagger} A[k]=p(k) \mathbb{1}$, where $p(k)$ is the probability with which the measurement result $k$ is obtained. When the measurement basis is continuous, we denote by $p$ the probability density while $P$ denote the corresponding probability measure. Because we will also discuss measurements where the corresponding matrices are not proportional to unitary ones, we note that the probability in this more general situation is $p(k)=\| A[k]|\psi\rangle \|^{2}$, where $|\psi\rangle$ is the state vector of the correlation system. If the measurement is not performed in the computational basis but in another one and the result corresponds to a projection to the state vector $|x\rangle$, the matrix applied on $|R\rangle$ reads

$$
\begin{equation*}
A_{\mathcal{B}}[x]=\sum_{i=1}^{d_{p}}\langle x \mid i\rangle A[i] . \tag{17}
\end{equation*}
$$

Note that the basis $\mathcal{B}=\{|x\rangle\}$ may be continuous and/or overcomplete and that measurements in such bases naturally occur in CV-quantum optics. We also allow this basis to consist of improper eigenstates reflecting an idealized homodyne detection. We can now already note an almost trivial but very important necessary requirement for a single-qudit MBQC scheme: If there exists no allowed measurement basis such that $A[x]$ is proportional to a unitary matrix for almost all $x$, it is not even possible to transport a single $D$-dimensional qudit. An equivalent formulation is that $p(x)$ must not depend on the state vector $|\psi\rangle$ of the correlation space. If this was the case, a


FIG. 1. Interpretation of single-qudit MBQC as sequential interaction with an ancilla. The physical sites are initially in the state vector $|\Psi\rangle$ and interact with the correlation system through $\hat{U}$. Depending on the measurement results in $M_{1}$ and $M_{2}$, the unitary gate $U$ is applied on $|\phi\rangle$.
measurement would yield information about $|\psi\rangle$, which would clearly destroy coherence.

## C. Sequential preparation

A possible way of preparing a matrix product state with bond dimension $D$ is a sequential interaction with a $D$ dimensional auxiliary system $[31,33]$. This picture proves to be extraordinarily useful when discussing quantum wires. Let the interaction between this auxiliary system and a local physical system be described by

$$
\begin{equation*}
\hat{U}: \mathbb{C}^{D} \otimes \mathbb{C}^{d_{p}} \rightarrow \mathbb{C}^{D} \otimes \mathbb{C}^{d_{p}} \tag{18}
\end{equation*}
$$

and assume the physical system to be initialized in the state vector $|\Psi\rangle$. The matrix elements of the MPS matrices then read

$$
\begin{equation*}
A[i]_{j, k}=(\langle k| \otimes\langle i|) \hat{U}(|j\rangle \otimes|\Psi\rangle) . \tag{19}
\end{equation*}
$$

In this picture, which is sketched in Fig. 1, the correlation system is identified with the auxiliary system, and a singlequdit gate is performed by first letting the auxiliary system interact with a mode in a known state and then measuring the mode. It is important to note that this picture works regardless of the actual way the resource state is prepared. For this reason, we will use the picture of sequential preparation to be more intuitive while maintaining full generality. For example, resource states can also arise as ground states of local Hamiltonians or be prepared by the action of translationally invariant quantum cellular automata $[34,35]$.

## D. Encoding of quantum information in correlation spaces

If the goal is not to process a $D$-dimensional qudit but only a $d$-dimensional one with $d<D$, the above requirement is too strong. The $d$-dimensional space is called the computational subspace. We introduce the encoding

$$
\begin{equation*}
V: \mathbb{C}^{d} \rightarrow \mathbb{C}^{D} \tag{20}
\end{equation*}
$$

with $V^{\dagger} V=\mathbb{1}_{d}$ and the encoded matrices

$$
\begin{equation*}
B[i]=V^{\dagger} A[i] V, \quad B \in \mathcal{M}_{d}(\mathbb{C}) \tag{21}
\end{equation*}
$$

If they are proportional to unitary matrices for all $i$, it is possible to process a single $d$ dimensional qudit. One can
observe that

$$
\begin{equation*}
\langle\phi| V^{\dagger} A_{b_{L}}\left[i_{L}\right] \ldots A_{b_{1}}\left[i_{1}\right] V|\psi\rangle=\langle\phi| B_{b_{L}}\left[i_{L}\right] \ldots B_{b_{1}}\left[i_{1}\right]|\psi\rangle \tag{22}
\end{equation*}
$$

where $|\phi\rangle,|\psi\rangle \in \mathbb{C}^{d}$. The subscripts $b_{i}$ denote the chosen measurement bases. This means, for all measurements, the state with the matrices $B$ behaves exactly like the one with the matrices $A$. Thus, we can just proceed as if we had a state with a $d$-dimensional correlation space from the very beginning.

This situation is not the most general one. The isometry (20) can depend on the measurement basis and the outcome of the previous steps. In this case, the computational subspace is not fixed but changes during the computation. It is reasonable to demand that at least the initial and the final encoding coincide so it is possible to work with a fixed in- and out-coupling, provided by $V$. In this case Eq. (21) becomes

$$
\begin{align*}
& \langle\phi| V^{\dagger} A_{b_{L}}\left[i_{L}\right] V_{b_{L-1}}\left[i_{L-1}\right] \ldots V_{b_{1}}\left[i_{1}\right] V_{b_{1}}^{\dagger}\left[i_{1}\right] A_{b_{1}}\left[i_{1}\right] V|\psi\rangle \\
& \quad=\langle\phi| B_{b_{L}}\left[i_{L}\right] \ldots B_{b_{1}}\left[i_{1}\right]|\psi\rangle \tag{23}
\end{align*}
$$

where $B\left[i_{k}\right]=V_{b_{k}}^{\dagger}\left[i_{k}\right] A\left[i_{k}\right] V_{b_{k-1}}\left[i_{k-1}\right]$. When several quantum wires are used to perform a quantum computation, it is also necessary to demand the changing encoding to return to the initial encoding given by $V$, whenever a coupling occurs. If this was not the case, the couplings would have to depend on the history of measurements and their results in both of the wires. This would clearly be against the spirit of a measurementbased protocol, where all the adaptation lies in the choice of measurement bases only.

The infinite-dimensional matrix product states used in this work bear some resemblance to the continuous matrix product states which were introduced in Refs. $[36,37]$ to describe one-dimensional bosonic quantum fields. In contrast to the discrete structure of bosonic modes described here, they are formulated without an underlying lattice. However, such cMPS can be obtained as a suitable continuum limit from infinite-dimensional matrix product states. In this limit, only two independent MPS matrices remain while the rest can be calculated from them, which is an important difference to the present situation.

## E. Coupling of wires

To go beyond single-qudit processing and achieve quantum computational universality, wires have to be coupled. Physically, this can be performed in different ways. One possibility is to let the auxiliary systems of the sequential preparation scheme interact. However, this might be very challenging to do in reality, both when working with atoms, due to the difficulty of controlling them, and with light, due to weak nonlinear interaction. For this reason, joint measurements are preferable to couple two wires which is also shown in Fig. 2. In an optical situation, this could mean to combine two modes belonging to two different wires on a beam splitter and measuring both output ports. This is a broadening of the usual definition of MBQC where only local measurements are performed while we now also allow for two local ones. On the other hand, there also exists a closely related third way which is also based on the beam-splitter interaction but strictly stays within the measurement-based paradigm. The idea is to perform the


FIG. 2. Coupling of two quantum wires. The interaction of two physical systems through $\hat{W}$ and the subsequent measurements ( $M_{1}$ and $M_{2}$ ) induces a entangling gate on the two correlation systems.
coupling independently of the executed algorithm according to some fixed scheme. This step then belongs to the preparation of the resource while the subsequently performed measurements are purely local.

Let $\hat{W}$ be the coupling between the two modes, $\left\{\left|x_{1}\right\rangle\right\}$ and $\left\{\left|x_{2}\right\rangle\right\}$ the measurement bases after interaction. The applied operation then reads

$$
\begin{equation*}
A\left[x_{1}, x_{2}\right]=\sum_{i, j}\left\langle x_{1}, x_{2}\right| \hat{W}|i, j\rangle A[i] \otimes A[j] \tag{24}
\end{equation*}
$$

## IV. REQUIREMENTS FOR EFFICIENT MBQC SCHEMES

In this section, we give three condition a MBQC scheme has to fulfill to be called efficient and comment on their importance. To facilitate the derivation, we restrict ourselves to the arguably most important case of $D=2$ while stressing that the requirements for universal computing on qudits with larger dimension are completely analogous. When discussing requirements, one has to distinguish between two different notions: One the one hand, there are theoretical requirements, of the kind that, if they are met, efficient scalable quantum computing is possible in the absence of noise. Going away from this idealized situation, on the other hand, two new features arise. First, in practice, any quantum operation is affected by noise, which error correction may counter to some extent. Second, any actual quantum computation is, needless to say, finite. Thus, the practical requirements that might be sufficient to sustain a computation may differ from the theoretical ones. However, as we are primarily interested in scalable quantum computing, for reasons of clarity we will focus on the theoretical requirements and comment on other practical implications whenever it is in order.

## A. Conditions

We start with the theoretical requirements for quantum wires (which process single qubits) and state the first necessary condition.

Requirement 1 (Transport). Let $\left|\psi_{n}\right\rangle$ be the state vector of the correlation system after $n$ steps in the quantum wire when the initial state vector was $|\psi\rangle$. We say that transport of a single qubit is possible if there exists some $\varepsilon>0$ such that for all $n$

$$
\begin{equation*}
\left.F_{\min }:=\max _{U \in \mathbb{S} \mathbb{U}_{2}} \min _{|\psi\rangle}|\langle\psi| U| \psi_{n}\right\rangle\left.\right|^{2} \geqslant \frac{1}{2}+\varepsilon \tag{25}
\end{equation*}
$$

Here, $U$ is the best attempt at undoing the action of the quantum wire on $|\psi\rangle$. This requirement ensures that computations are not limited in length. If encodings of single logical qubits in multiple wires are used, this requirement can be weakened to $1 / \varepsilon=\operatorname{poly}(n)$.

For universal single-qubit quantum computing to be possible, it is not enough to merely transport quantum information. It is also necessary that any one-qubit unitary $U \in \mathbb{S U}_{2}$ can be efficiently approximated. Because it depends on the measurement outcome which operation is applied, we cannot hope for this to be possible deterministically. Instead, the measurements induce a random walk on $\mathbb{S} \mathbb{U}_{2}$ which can be controlled by choosing the measurement basis in the next step depending on the gate implemented so far. For efficient quantum computing, the average number of steps must not increase too fast with the desired accuracy. We set

$$
\begin{equation*}
\bar{A}_{\mathcal{B}}[k]:=p(k)^{-1 / 2} A_{\mathcal{B}}[k] \tag{26}
\end{equation*}
$$

where $\mathcal{B}$ denotes the measurement basis and define

$$
\begin{equation*}
\bar{A}_{\mathcal{B}}[\mathbf{k}]=\prod_{i=1}^{n} \bar{A}_{\mathcal{B}_{i}}\left[k_{i}\right] \tag{27}
\end{equation*}
$$

Requirement 2 (Single-qubit universality). Let $U \in \mathbb{S U}_{2}$ and $\varepsilon>0$. There exits a sequence (possibly adaptive) of bases $\mathcal{B}_{i}$ such that the expectation value for an approximation $\tilde{U}=$ $\bar{A}_{\mathcal{B}}[\mathbf{k}]$ fulfilling

$$
\begin{equation*}
\|\tilde{U}-U\| \leqslant \varepsilon \tag{28}
\end{equation*}
$$

after at most $n$ measurements in the wire satisfies

$$
\begin{equation*}
\mathbb{E}(n)=O\left[\operatorname{polylog}\left(\frac{1}{\varepsilon}\right)\right] \tag{29}
\end{equation*}
$$

Here, $\|\cdot\|$ denotes the operator norm, which is the meaningful figure of merit in this case. Of course, single-qubit operations are not sufficient for universality but an entangling operation is also needed:

Requirement 3 (Coupling). Denote with

$$
\begin{equation*}
C_{Z}=\operatorname{diag}(1,1,1,-1) \tag{30}
\end{equation*}
$$

the controlled- $Z$ gate. The expectation value for an approximation $\tilde{C}_{Z}$ fulfilling

$$
\begin{equation*}
\left\|\tilde{C}_{Z}-C_{Z}\right\| \leqslant \varepsilon \tag{31}
\end{equation*}
$$

after at most $n$ measurements on both of the quantum wires involved, where both single-site and two-site measurements are allowed, must satisfy

$$
\begin{equation*}
\mathbb{E}(n)=O\left[\operatorname{polylog}\left(\frac{1}{\varepsilon}\right)\right] \tag{32}
\end{equation*}
$$

Requirements 2 and 3 guarantee that every quantum circuit can be simulated in correlation space with a polylogarithmic overhead. This is the commonly used requirement in quantum computing. When one is content with a polynomial overhead, (29) and (32) can both be relaxed to

$$
\begin{equation*}
\mathbb{E}(n)=O\left[\operatorname{poly}\left(\frac{1}{\varepsilon}\right)\right] \tag{33}
\end{equation*}
$$

for some constant $c>0$. A computational model fulfilling only this weaker condition is still of interest when the ultimate
aim is to perform a quantum algorithm which provides exponential speed-up over the corresponding classical one (like Shor's algorithm). However, whenever the speed-up is only polynomial (like in Grover's search algorithm), the stronger polylog scaling is clearly necessary for the quantum algorithm to have any advantage. When one aims at the implementation of constant size quantum circuits only, Requirements 2 and 3 are not necessary as one does not need to implement the quantum gates to arbitrary accuracy but only to some $\varepsilon>0$ which is determined by the total length of the computation.

The last feature to demand from a MBQC model is the ability to initialize the correlation system into some known state and to perform a measurement of the correlation space in the computational basis.

Requirement 4 (Initialization and read-out). For efficient initialization of the correlation system to be possible, there must exist some measurement sequence such that, independently from its initial state vector $|\psi\rangle$,

$$
\begin{equation*}
\|\left|\psi_{n}\right\rangle-|0\rangle \| \leqslant \varepsilon \tag{34}
\end{equation*}
$$

Here $\left|\psi_{n}\right\rangle$ is the state vector after $n$ steps in the wire and it must be true that $\mathbb{E}(n)=O($ polylog$(1 / \varepsilon))$.

For read-out, it is necessary that after $n$ steps with

$$
\begin{equation*}
\mathbb{E}(n)=O\left[\operatorname{polylog}\left(\frac{1}{\varepsilon}\right)\right] \tag{35}
\end{equation*}
$$

the combined normalized action

$$
\begin{equation*}
\bar{A}_{\mathcal{B}}[\mathbf{k}]=\prod_{j=n}^{1} \bar{A}_{\mathcal{B}_{j}}\left[\boldsymbol{k}_{j}\right] \tag{36}
\end{equation*}
$$

fulfills either $\| \bar{A}_{\mathcal{B}}[\mathbf{k}]-|0\rangle\langle 0| \| \leqslant \varepsilon$ or $\| \bar{A}_{\mathcal{B}}[\mathbf{k}]-|1\rangle\langle 1| \| \leqslant \varepsilon$.
The first requirement just means that one can approach one of the computational basis states fast enough, while the second one ensures an efficient implementation of an approximative measurement in the computational basis. While measurement-based computational schemes that do not respect these requirements may be conceivable in principle, within the framework presented here they are very natural indeed and necessary for universal quantum computing.

## B. Consequences

In the previous section we have discussed the requirements a MBQC scheme has to fulfill in order to be called efficient. We now show some consequences of these requirements, which will help us find classes of schemes that cannot be efficient and some that are. This seems an important enterprise in order to arrive at "no-go results" to identify serious limitations that have to be circumvented in one way or the other. For many important situations, $F_{\text {min }}$ in Requirement 1 vanishes exponentially in $n$ as the following observation shows, which by virtue of the above statement implies that efficient quantum computing is not possible.

Observation 5 (Impossibility of transport). Given a basis $\mathcal{B}$, let $\mathcal{C} \subset \mathcal{B}$, with $P(\mathcal{C})>0$. If for all $x \in \mathcal{C}, A[x] \not \propto U$ with $U \in$ $\mathbb{S} \mathbb{U}_{2}$, transport is impossible when measuring in this basis.

Proof. We calculate the fidelity

$$
\begin{equation*}
f_{\min }(x):=\max _{U[x] \in \mathbb{S} \mathbb{U}_{2}} \min _{|\psi\rangle} \frac{|\langle\psi| U[x] A[x]| \psi\rangle\left.\right|^{2}}{p(x)} \tag{37}
\end{equation*}
$$

Because $P(\mathcal{C})>0$ and $f_{\min }(x)<1$ for all $x \in \mathcal{C}$, there exists a nonempty compact interval $\mathcal{I} \subset \mathcal{C}$ such that there is some $\delta<1$ with $f_{\min }(x) \leqslant \delta$ for all $x \in \mathcal{I}$. Using an argument from Ref. [17], one can show that this implies the exponential decay of $F_{\text {min }}$, showing that Requirement 1 is not satisfied. Thus, for transport to be possible, there must exist a basis such that almost all measurement outcomes correspond to some $A[x]$ with $A[x]^{\dagger} A[x] \propto \mathbb{1}$. For transport over a fixed length, Observation 5 does not apply because even if the fidelity decays exponentially fast, it might be still large enough for the task under question.

We show a simple sufficient condition, which will be used later when discussing examples for which Requirement 2 is true.

Observation 6 (Condition for an efficient random walk). Assume that for any target gate $U \in \mathbb{S} \mathbb{U}_{2}$ there exists some basis $\mathcal{B}$ and some $\mathcal{C} \subset \mathcal{B}$ for any $P(\mathcal{C}) \geqslant p(\varepsilon)$ with $1 / p(\varepsilon)=$ $O$ (polylog$(1 / \varepsilon))$ where $\varepsilon$ is the desired accuracy. When

$$
\begin{equation*}
\left\|\bar{A}_{\mathcal{B}}[k]-U\right\| \leqslant \varepsilon \tag{38}
\end{equation*}
$$

for all $k \in \mathcal{C}$, Requirement 2 is fulfilled.
Proof. The expected number of tries can be bounded by

$$
\begin{align*}
\mathbb{E}\left(n_{\varepsilon}\right) & \leqslant \sum_{k=1}^{\infty} k p(\varepsilon)[1-p(\varepsilon)]^{k-1}=\frac{1}{p(\varepsilon)} \\
& =O\left[\operatorname{polylog}\left(\frac{1}{\varepsilon}\right)\right] . \tag{39}
\end{align*}
$$

The most important important situation covered by Observation 6 is the one where the measurements have discrete results and for every $U \in \mathbb{S} \mathbb{U}_{2}$ a basis exists which contains at least a single element which fulfills the requirements of Observation 6. Sufficient conditions for initialization and read-out of the correlation system to be possible are provided by the following observation:

Observation 7 (Sufficient conditions for Requirement 4). Let there exist some $\delta>1$ and a basis $\mathcal{B}$ containing some subset $\mathcal{C} \subset \mathcal{B}$ of "nonunitary measurements." Assume that

$$
A[x] \propto U[x]\left[\begin{array}{cc}
s_{1}(x) & 0  \tag{40}\\
0 & s_{2}(x)
\end{array}\right] V^{\dagger}
$$

for all $x \in \mathcal{C}$, where $U[x], V \in \mathbb{S U}_{2}$, and $s_{1}(x), s_{2}(x)$ are the (not necessarily ordered) singular values of $A[x]$ which fulfill either $s_{1} / s_{2}>\delta$ or $s_{2} / s_{1}>\delta$. In this case, efficient read-out and initialization of the correlation system is possible.

Proof. The situation is most transparent when $s_{2}(x)=0$. In this case, a measurement result $x$ corresponds to a projection of the correlation space state to the state vector $V|0\rangle$. In the more general case the measurement is not projective but merely weak. By performing the unitary operation $V U^{\dagger}[x]$, which is efficiently possible due to Requirement 2 , and repeating the measurement, a projective measurement in the basis $\{V|0\rangle, V|1\rangle\}$ can be approximated. This approximation is efficient, due to the existence of a finite gap between $s_{1}$ and $s_{2}$ occurring with finite probability. The independence of $V$ of $x$ is
crucial: If this is not the case, the basis in which the correlation space measurement will occur cannot be fixed. This will lead to a destruction of quantum information resulting in a failure of the MBQC scheme. Initialization of the correlation system in the state vector $|0\rangle$ can be performed in the very same manner. One just performs the measurement procedure outlined above after which the correlation system is in $U[x]|0\rangle$ or $U[x]|1\rangle$, depending on the outcome. Applying now the gates $U[x]^{\dagger}$ or $X U[x]^{\dagger}$, respectively, achieves the required initialization.

## V. LIMITATIONS

When devising a MBQC scheme, there are several fundamental limitations concerning the use of Gaussian states and Gaussian measurements. The first important fact is that all protocols involving only Gaussian measurements on Gaussian states can be simulated efficiently on a classical computer, ruling out the possibility for any quantum speed-up [11]. However, for an ideal Gaussian cluster state, universality can be achieved by adding a single non-Gaussian measurement to the toolbox [12]. On the other hand, any physical Gaussian quantum wire, including an one-dimensional Gaussian cluster state cannot fulfill Requirement 1 even when allowing for non-Gaussian measurements [17].

## A. Controlled Gaussian operations

We now discuss further limitations and consider the situation where the interaction (18) can be written as

$$
\begin{equation*}
\hat{U}=|0\rangle\langle 0| \otimes \hat{G}_{0}+|1\rangle\langle 1| \otimes \hat{G}_{1} \tag{41}
\end{equation*}
$$

up to local unitaries on the correlation system, where $\hat{G}_{0}, \hat{G}_{1} \in$ $\mathbb{U}_{G}$. This class contains states which allow for transport of a qubit in a wire by Gaussian measurements only. An example is given by

$$
\begin{equation*}
\hat{U}=|0\rangle\langle 0| \otimes \exp (-i \theta \hat{n})+|1\rangle\langle 1| \otimes \exp (i \theta \hat{n}) \tag{42}
\end{equation*}
$$

where $\theta>0$ is a parameter characterizing the interaction strength. Taking a coherent state vector $|\alpha\rangle$ with $\alpha \in \mathbb{R}, \alpha>0$ as input, $q_{0}=\sqrt{2} \alpha \cos (\theta), p_{0}=\sqrt{2} \alpha \sin (\theta)$, a $q$-quadrature measurement with result $x$ applies in correlation space

$$
\begin{equation*}
\bar{A}[x]=\operatorname{diag}\left(e^{i p_{0}\left(x-\frac{q_{0}}{2}\right)}, e^{-i p_{0}\left(x-\frac{q_{0}}{2}\right)}\right) \tag{43}
\end{equation*}
$$

with probability $p(x)=\exp \left(-\left(x-q_{0}\right)^{2}\right) / \sqrt{\pi}$. Thus, Requirement 1 is fulfilled. However, efficient single-qubit gates are impossible due to the lack of control. The only possible measurement (up to squeezing) for which $\bar{A}[x]$ is unitary are phase-space displacements followed by $q$-quadrature homodyne detection as for all others, the projectors do not fulfill

$$
\begin{equation*}
\left|\left\langle\psi(x) \mid e^{i \theta} \alpha\right\rangle\right|=\left|\left\langle\psi(x) \mid e^{-i \theta} \alpha\right\rangle\right| \tag{44}
\end{equation*}
$$

which implies that the probabilities of the measurements depend on the state of the correlation system and, therefore, the applied matrix is not unitary. Writing the displacement as $\Delta=\left(\Delta_{q}+i \Delta_{p}\right) / \sqrt{2}$, we get

$$
\begin{equation*}
\bar{A}_{\Delta}[x]=\operatorname{diag}\left(e^{i\left(p_{0}+\Delta_{p}\right)\left(x-\frac{q_{0}+\Delta_{q}}{2}\right)}, e^{-i\left(p_{0}-\Delta_{p}\right)\left(x-\frac{q_{0}+\Delta_{q}}{2}\right)}\right) \tag{45}
\end{equation*}
$$

with probability $p_{\Delta}(x)=\exp \left(-\left(x-q_{0}-\Delta_{q}\right)^{2}\right) / \sqrt{\pi}$. Up to a redefinition $q_{0} \mapsto q_{0}+\Delta_{q}$ and some global phase, (45) is
constant in $\Delta$, i.e., there is no way of controlling the random walk, making it impossible to meet Requirement 2. The same argument holds for any controlled Gaussian operation and for any Gaussian input state.

When allowing for non-Gaussian input states, some amount of control is indeed possible, as the following example shows: Consider the interaction of Eq. (42) together with a superposition of two different photon numbers as an input, $|\psi\rangle=(|0\rangle+|2\rangle) / \sqrt{2}$. Choosing $\theta=\pi / 4$, the postinteraction state reads

$$
\begin{equation*}
a|0\rangle \frac{1}{\sqrt{2}}(|0\rangle-i|2\rangle)+b|1\rangle \frac{1}{\sqrt{2}}(|0\rangle+i|2\rangle) \tag{46}
\end{equation*}
$$

and the normalized matrices $\bar{A}_{q}$ and $\bar{A}_{p}$ for the $q$ - and $p$ quadrature measurements are

$$
\begin{align*}
& \bar{A}_{q}[x]=\operatorname{diag}\left(e^{-i \phi(x)}, e^{i \phi(x)}\right),  \tag{47}\\
& \bar{A}_{p}[x]=\operatorname{diag}\left(e^{i \phi(x)}, e^{-i \phi(x)}\right), \tag{48}
\end{align*}
$$

with

$$
\begin{equation*}
\phi(x)=\arctan \frac{2 x^{2}-1}{\sqrt{2}} \tag{49}
\end{equation*}
$$

and

$$
\begin{equation*}
p(x)=\left(4 x^{4}-4 x^{2}+3\right) \exp \left(-x^{2}\right) /(4 \sqrt{\pi}) . \tag{50}
\end{equation*}
$$

Thus, there exist two Gaussian measurements which allow to control the random walk but even this control is not enough to meet Requirement 2. Because this is a general feature of any MBQC-scheme relying solely on Gaussian measurements we will discuss it in detail.

## B. General resource states with Gaussian measurements

We consider an MPS with $D=2$ with the continuous family of matrices $A_{q}[x]$ with $x \in \mathbb{R}$. As the projectors describing eight-port homodyning are not orthogonal, they will turn the state of the remaining system into a mixed one when measuring a mode, and we do not need to consider this measurement. Because all relevant Gaussian measurements can be expressed as the application of squeezing, rotating, and displacing, followed by a $q$-quadrature measurement, we can write

$$
\begin{align*}
& A_{\theta, \Delta_{q}, \Delta_{p}, \lambda}[x] \\
& \quad=\cos (\theta) A_{q}\left[\lambda x+\Delta_{q}\right]+\sin (\theta) A_{p}\left[x / \lambda+\Delta_{p}\right] \tag{51}
\end{align*}
$$

where

$$
\begin{equation*}
A_{p}[q]=\frac{1}{\sqrt{2 \pi}} \int d x A_{q}[x] e^{i q x} \tag{52}
\end{equation*}
$$

and where we have omitted global phase factors. If singlequbit transport is possible in this wire, we can, without loss of generality, assume that $A_{q}[x]:=A_{0,0,0,0}[x]$ is proportional to a unitary matrix for all relevant $x$. As both squeezing by a finite $\lambda$ and shifting in phase space merely results in a redefinition
of $x$ in Eq. (51), we can restrict ourselves to the discussion of

$$
\begin{align*}
A_{\theta}[x] & =\cos (\theta) A_{q}[x]+\sin (\theta) A_{p}[x] \\
& =\sum_{n=0}^{d_{p}-1} e^{i \theta n} \psi_{n}(x) A[n] \tag{53}
\end{align*}
$$

where $\psi_{n}(x)$ are the energy eigenfunctions of the harmonic oscillator. We assume that the physical dimension is finite and discuss the required changes due to an infinite physical dimension afterward.

We now argue that Requirement 2 cannot be fulfilled in the present situation:

Observation 8 (Impossibility of control). Let $A_{\theta}[x]$ be as in (53) with finite $d_{p}$. Then, there exist some constants $C>0$, $\lambda>0$, and $\varepsilon_{0}>0$ such that for all $U \in \mathbb{S} \mathbb{U}_{2}, \theta \in[0, \pi]$, and all $0<\varepsilon \leqslant \varepsilon_{0}$

$$
\begin{equation*}
\mathbb{P}_{\theta}\left(\left\|\bar{A}_{\theta}[x]-U\right\| \leqslant \varepsilon\right)<C \varepsilon^{\lambda} \tag{54}
\end{equation*}
$$

where $\mathbb{P}_{\theta}$ denotes the probability for the random variable $x$ which corresponds to a quadrature measurement with angle $\theta$.

If this is true, the expected number of tries to implement any unitary is bounded as $\mathbb{E}\left(n_{\varepsilon}\right)>C^{-1}(1 / \varepsilon)^{\lambda}$ for $0<\varepsilon \leqslant \varepsilon_{0}$, and Requirement 2 is not fulfilled. The proof is given in the appendix.

This result, which can be summarized as "no quantum computation with Gaussian measurements only" is complementary to the one reported in Ref. [17] which can, in turn, be summarized as "no quantum computing with Gaussian states only." These results apply only to the model where all operations are noiseless and error correction is not performed. Together, this means that both non-Gaussian states and non-Gaussian measurements are simultaneously necessary for continuousvariable MBQC. However, the two limitations differ markedly. For the former, not enough localizable entanglement exists, which means that the quantum information gets destroyed along the wire and transport or teleportation is not possible. The root of the latter limitation is the insufficient possibility to control what quantum gate is performed.

## C. Infinite-dimensional physical systems

Up to now, we have considered only resource states where the physical dimension is finite. We demonstrate the difference between states with and without support on a finite number of Fock states with the help of an example where the resource state is described by the matrices

$$
\begin{equation*}
A[x]=\frac{1}{\sqrt{\mathcal{N}}}(f(x) \mathbb{1}+i g(x) Z) \tag{55}
\end{equation*}
$$

with $\mathcal{N}=\int d x\left(|f(x)|^{2}+|g(x)|^{2}\right)$ to ensure the normalization condition

$$
\begin{equation*}
\int d x A[x]^{\dagger} A[x]=\mathbb{1} \tag{56}
\end{equation*}
$$

Both $f$ and $g$ are chosen to be real, even functions. Thus, also their Fourier transforms $\tilde{f}, \tilde{g}$ are real and the matrices corresponding to $\hat{q}_{\theta}$ are

$$
\begin{align*}
A_{\theta}[x]= & \frac{1}{\sqrt{\mathcal{N}}}\{[(f(x) \cos (\theta)+\tilde{f}(x) \sin (\theta)] \mathbb{1} \\
& +i[g(x) \cos (\theta)+\tilde{g}(x) \sin (\theta)] Z\} \tag{57}
\end{align*}
$$

which are all unitary. If the resource state is finite dimensional, $f, g, \tilde{f}$, and $\tilde{g}$ are of the form

$$
\begin{equation*}
h(x)=\operatorname{poly}(x) \exp \left(-x^{2} / 2\right) \tag{58}
\end{equation*}
$$

and the probability for $\bar{A}_{\theta}[x]$ to differ too much from the desired unitary is too large. If we allow the resource state to be infinite dimensional, the situation changes. In particular, it is possible that $f(x)=$ const for $|x| \leqslant c$ for some constant $c>0$. This allows us to find a resource state where a $q$-quadrature measurement implements some gate with a finite probability. This is a striking example for a qualitative difference between a proper continuous-variable state and all of its finite dimensional truncations.

One might now be tempted to use this new insight to devise a MBQC scheme which allows for theoretically efficient single-qubit processing with Gaussian measurements only, but this is impossible. This can be immediately seen by truncating the state according to (15). The above results then imply that single-qubit MBQC is impossible when the energy per mode stays constant when scaling the system. If, on the other hand, the energy per mode is increased with the length of the computation, this no-go result no longer holds.

The reasons for the existence of such a severe limitation lies in the strong notion of efficiency. If Eq. (32) in Requirement 2 is weakened to (33), this restriction is no longer present, and it is possible to devise a MBQC-scheme based on Gaussian measurements on a non-Gaussian resource. To do so, one can take the resource defined by the matrices (43). After changing the variable and neglecting global phases, one gets

$$
\begin{equation*}
\bar{A}[x]=S\left(-p_{0} q_{0}\right) S\left(-2 p_{0} x\right) \tag{59}
\end{equation*}
$$

with $p(x)=\exp \left(-x^{2}\right) / \sqrt{\pi}$, where

$$
\begin{align*}
S(\phi) & =\operatorname{diag}[\exp (-i \phi / 2), \exp (i \phi / 2)] \\
& =\exp (-i \phi / 2) \operatorname{diag}[1, \exp (i \phi)] \tag{60}
\end{align*}
$$

is the phase gate. Assume that the target gate is $S(\phi)$. Chose $q_{0}$ and $p_{0}$ such that $\theta=-q_{0} p_{0}$ and, therefore, $\bar{A}[0]=$ $S(\theta)$. Using $\|S(\alpha)-S(\beta)\| \leqslant|\alpha-\beta|$, one can bound the probability that the distance of the actually implemented gate to the desired one is larger than $\varepsilon$ as

$$
\begin{equation*}
\mathbb{P}(\|\bar{A}[x]-S(\theta)\|>\varepsilon) \leqslant \mathbb{P}\left(\left|2 p_{0} x\right|>\varepsilon\right) \leqslant C p_{0} \varepsilon \tag{61}
\end{equation*}
$$

where $C$ is some constant. This means it is possible to approximate an arbitrary phase gate in $O(1 / \varepsilon)$ steps. Changing the interaction unitary to contain an additional Hadamard gate on the correlation space and using the decomposition detailed below together with the composition law for errors, it is easy to show that any $U \in \mathbb{S U}_{2}$ can be approximated in $O\left((1 / \varepsilon)^{4}\right)$ steps.

## VI. FEASIBLE, EFFICIENT CV-MBQC SCHEMES

In this section, we present a scheme which allows for efficient CV-MBQC. The limitations discussed above force us to use both non-Gaussian resource states and non-Gaussian measurements. Even though the experimental requirements for its realization are indeed challenging, the scheme uses only primitives which all have already been demonstrated to be feasible in proof-of-principle experiments.

## A. Single-qubit operations

We choose the interaction unitary in Eq. (18) to be

$$
\begin{equation*}
U=(H \otimes \mathbb{1})(|0\rangle\langle 0| \otimes \exp (-i \theta \hat{n})+|1\rangle\langle 1| \otimes \exp (i \theta \hat{n})), \tag{62}
\end{equation*}
$$

where $\theta>0$ is a parameter. We initialize the modes in a coherent state vector $|\alpha\rangle$ with $\alpha>0$. Equation (62) describes a controlled rotation in phase space. The class of measurements corresponding to unitary evolution is given by the displaced photon-counting measurements, i.e., projections onto the state vector $|x, n\rangle:=\hat{D}(x)|n\rangle$, where $x \in \mathbb{R}$. With the help of (10), the applied gates read

$$
\bar{A}_{x}[n]=H\left[\begin{array}{cc}
e^{-i n \phi(x)} & 0  \tag{63}\\
0 & e^{i n \phi(x)}
\end{array}\right]
$$

where

$$
\begin{equation*}
\phi(x)=\arctan \left(\frac{\alpha \sin (\theta)}{\alpha \cos (\theta)+x}\right) \tag{64}
\end{equation*}
$$

The corresponding probabilities are

$$
\begin{equation*}
p_{x}(n)=e^{-\left(\alpha^{2}+x^{2}+2 x \cos (\theta)\right)} \frac{\left(\alpha^{2}+x^{2}+2 x \cos (\theta)\right)^{n}}{n!} \tag{65}
\end{equation*}
$$

and fulfill, for every $x$, the normalization condition $\sum_{n} p_{x}(n)=1$.

Any single-qubit unitary operation can be efficiently approximated with those operations: Every $U \in \mathbb{S U}_{2}$ can be written as

$$
\begin{equation*}
U=S\left(\phi_{1}\right) H S\left(\phi_{2}\right) H S\left(\phi_{3}\right) \tag{66}
\end{equation*}
$$

where $H$ is the Hadamard gate and $\phi_{i} \in[0,2 \pi]$. Rewriting this as

$$
\begin{equation*}
U=H S(0) H S\left(\phi_{1}\right) H S\left(\phi_{2}\right) H S\left(\phi_{3}\right) \tag{67}
\end{equation*}
$$

we have decomposed every gate into four applications of (63). Inverting (64) yields

$$
\begin{equation*}
x(\phi)=\frac{\alpha \sin (\theta)}{\tan (\phi(x))}-\alpha \cos (\theta) \tag{68}
\end{equation*}
$$

To implement $S(\phi)$, one only has to choose $x$ such that $-2 \phi(x) n=\phi$ for some small $n$ where $n=0$ and $n=1$ suffice and the former is only needed for $\phi=0$. For any fixed $\alpha \neq 0$ and $\theta \neq 0$, the maximally necessary shift $|x|$ is bounded and with (65) there exists a lower bound $0<p_{0} \leqslant p_{x}(n)$ for all relevant $x$ and $n$. Using (67), one can see that the probability to obtain any chosen $U \in \mathbb{S U}_{2}$ in four steps is lower bounded by $p_{0}^{4}$. Thus, the conditions for Observation 6 are fulfilled and efficient single-qubit processing is possible.

## B. Coupling of wires

We now turn to the coupling of two wires. Let the two correlation space qubits be prepared in $|\psi\rangle_{j}=a_{j}|0\rangle+b_{j}|1\rangle$ for $j=1,2$. Then, the state vectors after the interaction with the light mode reads

$$
\begin{equation*}
a_{j}|0\rangle\left|e^{-i \theta} \alpha\right\rangle+b_{j}|1\rangle\left|e^{i \theta} \alpha\right\rangle \tag{69}
\end{equation*}
$$

Displacing now both modes by $\Delta_{x}=\alpha \cos (\theta)$, rotating the second mode by an angle of $\pi / 2$, and setting $\gamma=\alpha \sin (\theta)$, the
joint state vector becomes

$$
\begin{align*}
& a_{1} a_{2}|0,0\rangle|\gamma\rangle|i \gamma\rangle+a_{1} b_{2}|0,1\rangle|\gamma\rangle|-i \gamma\rangle \\
& \quad+b_{1} a_{2}|1,0\rangle|-\gamma\rangle|i \gamma\rangle+b_{1} b_{2}|1,1\rangle|-\gamma\rangle|-i \gamma\rangle . \tag{70}
\end{align*}
$$

A balanced beam splitter transforms two coherent states as

$$
\begin{equation*}
|\alpha\rangle|\beta\rangle \mapsto\left|\frac{\alpha+\beta}{\sqrt{2}}\right\rangle\left|\frac{\alpha-\beta}{\sqrt{2}}\right\rangle \tag{71}
\end{equation*}
$$

Applying this to (70) yields

$$
\begin{align*}
& a_{1} a_{2}|0,0\rangle\left|\frac{\gamma}{\sqrt{2}}(1+i)\right\rangle\left|\frac{\gamma}{\sqrt{2}}(1-i)\right\rangle \\
& \quad+a_{1} b_{2}|0,1\rangle\left|\frac{\gamma}{\sqrt{2}}(1-i)\right\rangle\left|\frac{\gamma}{\sqrt{2}}(1+i)\right\rangle \\
& \quad+b_{1} a_{2}|1,0\rangle\left|\frac{\gamma}{\sqrt{2}}(-1+i)\right\rangle\left|\frac{\gamma}{\sqrt{2}}(-1-i)\right\rangle \\
& \quad+b_{1} b_{2}|1,1\rangle\left|\frac{\gamma}{\sqrt{2}}(-1-i)\right\rangle\left|\frac{\gamma}{\sqrt{2}}(-1+i)\right\rangle . \tag{72}
\end{align*}
$$

The matrices corresponding to a photon-counting measurement in both modes with results $n_{1}$ and $n_{2}$ respectively read

$$
\begin{align*}
A\left[n_{1}, n_{1}\right]= & \operatorname{diag}\left(e^{-\frac{i \pi n_{1}}{4}}, e^{-\frac{i 7 \pi n_{1}}{4}}, e^{-\frac{i 3 \pi n_{1}}{4}}, e^{-\frac{i 5 \pi n_{1}}{4}}\right) \\
& \times \operatorname{diag}\left(e^{-\frac{i 7 \pi n_{2}}{4}}, e^{-\frac{i \pi n_{2}}{4}}, e^{-\frac{i 5 \pi n_{2}}{4}}, e^{-\frac{i 3 \pi n_{2}}{4}}\right), \tag{73}
\end{align*}
$$

which is, up to a local unitary, a controlled phase gate, i.e.,

$$
\begin{align*}
A\left[n_{1}, n_{2}\right]= & \operatorname{diag}\left(e^{-\frac{i \pi\left(n_{1}+7 n_{2}\right)}{4}}, e^{-\frac{i \pi\left(3 n_{1}+5 n_{2}\right)}{4}}\right) \\
& \otimes \operatorname{diag}\left(1, e^{-\frac{i \pi\left(6 n_{1}-6 n_{2}\right)}{4}}\right) \\
& \times \operatorname{diag}\left(1,1,1, e^{-i \pi\left(-n_{1}+n_{2}\right)}\right) . \tag{74}
\end{align*}
$$

If $n_{1}+n_{2}$ is even, $A\left[n_{1}, n_{2}\right]$ is not entangling, and the local operations can be efficiently undone as described above. If $n_{1}+n_{2}$ is odd, a $C_{Z}$ gate is implemented up to local corrections. As this situation occurs with finite probability for any choice of $\alpha$ and $\theta$, this means that Requirement 3 is fulfilled.

It remains to show that initialization and read-out are possible. To measure in the computational basis, we shift the mode after the interaction by $\Delta=\alpha(\cos (\theta)-i \sin (\theta))$ which turns the joint state of qubit and mode to

$$
\begin{equation*}
a|0\rangle|0\rangle+b|1\rangle|2 i \alpha \sin (\theta)\rangle \tag{75}
\end{equation*}
$$

Counting the photons leads to a matrix fulfilling the conditions of Requirement 4 . Note that there is some asymmetry: If the counted number of photons is larger than one, the qubit is in $|1\rangle$. If the result is zero, one has to undo the gate $H \operatorname{diag}(1,-i)$ and repeat the procedure. Due to the gap between 1 and $|\langle 0 \mid 2 i \alpha \sin (\theta)\rangle|$, this is efficiently possible. This concludes the proof that the proposed scheme is efficient.

As already mentioned, the coupling scheme discussed so far is not completely in the MBQC paradigm because it involves the adaptive coupling of sites. However, this is not necessary: Consider two wires which are coupled every $k+1$ sites by the beam splitter described by Eq. (71). Because $C_{Z}^{2}=\mathbb{1}$, two consecutive couplings can be undone by appropriately choosing local operations between them. From Eq. (65) it follows that for every block of four sites, there exists


FIG. 3. Nonadaptive coupling of four quantum wires where the wiggly lines denote the probabilistic measurement-based $C_{Z}$ gate. By scaling the distance between the single couplings polylogarithmically in the length of the computation, the total probability of failure can be made arbitrarily small.
a probability $p_{0}>0$ that the desired gate is realized and probability of failure in at least one of the wires is upper bounded by $2\left(1-p_{0}\right)^{k / 4}$. Let $n$ be total number of gates, the total probability of failure is bounded by

$$
\begin{equation*}
p_{\text {failure }} \leqslant 2 n\left(1-p_{0}\right)^{k / 4} \leqslant c_{1} n e^{-c_{2} k} \tag{76}
\end{equation*}
$$

for suitable constants $c_{1}$ and $c_{2}$. Thus, for a fixed probability of success, $k$ has only to grow as $k=O(\operatorname{polylog}(n))$, which means that the need for two-site measurements can be removed for the price of a polylog overhead. For a quantum circuit consisting of more than two wires, as depicted in Fig. 3, every wire should be alternately coupled to its left and right neighbor. When the circuits consists of $m$ quantum wire with all have a length $n$, the respective overhead behaves as $k=O(\operatorname{polylog}(n m))$.

## C. Errors

Even if a model fulfills the theoretical requirements it will still be affected by noise. Thus, error correction will be necessary to build a scalable quantum computer. In the scheme presented above, one plausible dominant source of errors is reflecting the finite efficiency of the photon-counting measurement needed to perform both single- and two-qubit gates. If photon loss happens, a "wrong" operation is applied in the two-dimensional correlation space. When the rate of these qubit errors is low enough, techniques of error correction and fault-tolerant quantum computing may be applied to make a computation with unbounded length possible at the expense of a polylogarithmic overhead $[18,19]$. This contrasts with the errors stemming from the use of finitely squeezed states in the scheme based on Gaussian cluster states for which no method of error correction exists yet to achieve fault tolerance.

In addition to the obvious errors stemming from decoherence and imperfections in the measurement procedure, the presented continuous variable schemes have an important additional source of errors. For example, when performing a shifted photon counting, uncertainty in the parameter of the shift operator $D(x)$ results in uncertainty of the applied operator. We now investigate how those errors scale with the length of the computation. We restrict ourselves to the single-qubit case while noting that the error analysis for multiple qubits is completely analogous. Consider the situation
where the target gate reads $U=\prod_{i=1}^{n} U_{i}$ while the gate actually applied is $\bar{A}=\prod_{i=1}^{n} \bar{A}_{i}$. We assume that the error induced by a single step is bounded, i.e., for all $i$,

$$
\begin{equation*}
\left\|\bar{A}_{i}-U_{i}\right\| \leqslant \varepsilon \tag{77}
\end{equation*}
$$

If all $\bar{A}_{i}$ are also unitary, the total error grows linearly in $n$ and can be bounded as $\|\bar{A}-U\| \leqslant n \varepsilon$. If this is not the case, an tight upper bound to the error is

$$
\begin{equation*}
\|\bar{A}-U\| \leqslant n \varepsilon(1+\varepsilon)^{n} \tag{78}
\end{equation*}
$$

i.e., it grows, in the worst case, exponentially in $n$. In the MBQC-scheme based on Gaussian cluster states as discussed, e.g., in Refs. [12-15], the implemented gates are not unitary for physical resource states, which is the reason for the exponential decay of the transport fidelity [17].

## VII. CONCLUSION

In this work, we have investigated the possibilities provided by measurement-based quantum computing with continuousvariable resources. After introducing a framework allowing for the description of a huge class of possible resource states, we have clarified which conditions are necessary for a CV-MBQC scheme to be viable. Those conditions lead to new limitations. Especially, we have shown that, without the use of not-yet-developed continuous-variable error correction, scalable quantum computing with Gaussian measurements alone is impossible, even if the resource state is non-Gaussian, complementing the prior result which prohibits MBQC with Gaussian resources, even if the measurements are non-Gaussian. As the second main result, we gave an explicit example of an efficient MBQC scheme where the resource could be created by a simple interaction between light modes in coherent states and some qubit degrees of freedom. Processing is then performed by shifted photon counting while entangling two-qubit gates rely on simple beam splitters. An analysis of errors highlighted the qualitative differences of the two major kinds of errors.

Two major conclusions can be drawn from our findings: First, continuous-variable measurement based quantum computing is an extraordinarily difficult enterprise. Second, when non-Gaussian resource states are combined with non-Gaussian measurements, efficient schemes do exist, and in this work, we introduce such strictly efficient schemes. While this may be disappointing when aiming at a scalable optical quantum computer, one does need to keep in mind that our statements about efficiency address only the asymptotic behavior. Thus, the limitation do not at all rule out the usefulness of much simpler protocols in situations where only a few modes are used. Such situations include quantum repeaters and hybrid entanglement-distribution protocols for applications particularly in quantum cryptography. Hence, for such purposes, both the purely Gaussian setting as well as those non-Gaussian schemes that asymptotically do not give rise to universal quantum computing can well be feasible as elementary tools for entanglement distillation schemes. It is the hope that the framework established here fosters further such investigations.
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## APPENDIX: PROOF OF OBSERVATION 8

To find an upper bound to $\mathbb{P}\left(\left\|\bar{A}_{\theta}[x]-U\right\| \leqslant \varepsilon\right)$, we first lower bound the probability that $|x|>x_{0}$ for some suitably chosen $x_{0}$. Then, for $|x| \leqslant x_{0}$, we upper bound $\left\|\bar{A}_{\theta}[x]-U\right\|$ by a polynomial in $x$ and use that the probability for a polynomial to be larger than $\varepsilon$ cannot grow too fast for small $\varepsilon$.

We calculate

$$
\begin{equation*}
\left\|\bar{A}_{\theta}[x]-U\right\| \geqslant\left\|\frac{A_{\theta}[x]}{\sqrt{p_{\theta}(x)}}-U\right\|_{2} / \sqrt{2} \tag{A1}
\end{equation*}
$$

where $\|O\|_{2}=\sqrt{\sum_{i, j}\left|O_{i j}\right|^{2}}$ denotes the Frobenius norm. We now use (53) and the fact that

$$
\begin{equation*}
\psi_{n}(x)=\frac{1}{\sqrt{2^{n} n!\sqrt{\pi}}} H_{n}(x) e^{-x^{2} / 2} \tag{A2}
\end{equation*}
$$

where $H_{n}(x)$ denotes the $n$th Hermite polynomial. We also use $0 \leqslant \sqrt{x} \leqslant x+1$ and that $p_{\theta}(x)$ is upper bounded by a constant independent of $\theta$. This allows us to find nonnegative polynomials $f_{U, \theta}$ and $g_{U, \theta}$, where the coefficients are continuous functions of $U$ and $\theta$ with $\left\|\bar{A}_{\theta}[x]-U\right\| \geqslant$ $f_{U, \theta}(x) / g_{U, \theta}(x)$. As the probability density $p_{\theta}(x)$ is of the form $p_{\theta}(x)=\operatorname{poly}(x) \exp \left(-x^{2}\right)$ we get

$$
\begin{equation*}
\mathbb{P}_{\theta}\left[|x|>C_{1} \ln \left(\frac{C_{2}}{\varepsilon}\right)\right] \leqslant \varepsilon \tag{A3}
\end{equation*}
$$

for some suitable $C_{1}>0, C_{2}>0$. Now we assume that $|x| \leqslant$ $C_{1} \log \left(C_{2} / \varepsilon\right)$. In this case, $g_{U, \theta}$ can be upper bounded by $C_{3}\left(C_{1} \log \left(C_{2} / \varepsilon\right)\right)^{r}$ for some $C_{3}>0$ and some even $r$. Note that the maximal degree of all polynomials only depends on $d_{p}$. Assume that $f_{U, \theta}$ has $M$ zeros $x_{1}, \ldots, x_{M}$. Around any of these zeros, $f_{U, \theta}$ can be lower bounded by $C_{4}\left(x-x_{i}\right)^{s}$ for some $C_{4}>0$ and some even $s$. Using this and (A3), we chose some $\varepsilon_{0}$ such that

$$
\begin{gather*}
\mathbb{P}_{\theta}\left(\left\|\bar{A}_{\theta}[x]-U\right\| \leqslant \varepsilon\right) \leqslant \varepsilon  \tag{A4}\\
+\sum_{i=1}^{M} \mathbb{P}_{\theta}\left\{C_{4}\left(x-x_{i}\right)^{s} \leqslant C_{3}\left[C_{1} \ln \left(\frac{C_{2}}{\varepsilon}\right)\right]^{r} \varepsilon\right\} \tag{A5}
\end{gather*}
$$

for all $\varepsilon \leqslant \varepsilon_{0}$. Because $p_{\theta}(x)$ is upper bounded, there exist a constant $C_{5}$ such that

$$
\begin{equation*}
\mathbb{P}\left(\left(x-x_{i}\right)^{s} \leqslant \varepsilon\right) \leqslant C_{5} \varepsilon^{1 / s} \tag{A6}
\end{equation*}
$$

for all $\varepsilon \leqslant \varepsilon_{0}$. Inserting (A6) into (A5), one obtains (54). As all constants depend on $U$ and $\theta$ in a continuous way, and $U$ and $\theta$ are both taken from compact domains, there exist a set of constants such that (54) is simultaneously true for all $U$ and $\theta$. Thus, Observation 8 holds.
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