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Abstract
In chemistry, the electronic rearrangement accompanying nuclear motion is typically sketched

by curved arrows embedded in the Lewis structure of the reactant, indicating the net transfer of
valence electrons associated with bond making, bond breaking and shifting of specific multiple
bonds. In this thesis, molecular Quantum Dynamics is extended and related to such traditional,
qualitative descriptions, yielding new insight into adiabatic chemical processes in terms of the
underlying coupled electronic and nuclear quantum fluxes. Such processes involve the collective
rearrangement of both electrons and nuclei in specific electronic states, and are exemplified in
this thesis for a pericyclic reaction, the degenerate [3,3]-sigmatropic shift (degenerate Cope
rearrangement) of semibullvalene occurring in the non-degenerate electronic ground state. In
particular, it is shown that the directionality of the corresponding electronic bond-to-bond fluxes
may be indicated by pincer-shaped curved arrows which may be complemented both by the
number of electrons transferred from bond to bond from the reactant to the product and by
labels indicating the respective time-sequences. These time-sequences of the electronic bond-
to-bond fluxes associated with bond making and bond breaking are shown to depend on the
preparation of the reactant. In particular, the corresponding electronic fluxes are synchronous
when the reaction occurs at cryogenic temperatures corresponding to tunneling, whereas they
are asynchronous when the reaction is induced by ultrashort laser pulses, both of which is
simulated in this thesis. Analysis of the corresponding nuclear flux densities shows for instance
for the tunneling scenario the phenomenon of increasing nuclear flux density with decreasing
nuclear density, such that the nuclear flux density has its maximum at the potential barrier
of the underlying symmetric double well potential energy surface. The error robustness of the
results is tested and confirmed in detail, including the investigation of the effect of nuclear
motion on the synchronicity of the electronic bond-to-bond fluxes. Motivated by the rich
electron-nuclear flux phenomena in pericyclic reactions, discovered in the first part of the results
of this thesis, the second part involves two further studies on experimentally readily accessible
molecular systems: The first study involves a time-dependent analysis of electronic fluxes
during large amplitude vibrations of single, double and triple bonds and is partly motivated
by the objective to gain further insight into double-bond-shifting and bond making and bond
breaking studied in the first part of this thesis. This time-dependent analysis reveals that
in general, the number of electrons participating in the concerted electron-nuclear vibrations
decreases from ethane via ethene to ethyne. These counter-intuitive results should stimulate
the transfer of experiments from the domain of non-adiabatic attosecond electron dynamics to
the domain of adiabatic single-state electron dynamics, ubiquitous in thermal chemistry. Such
attosecond experiments have already been carried out for ethane and involve the preparation
of the molecular system at sufficiently high energies allowing electronic transitions. Finally,
interesting observations made in the detailed analysis of the nuclear flux densities in the
degenerate Cope rearrangement of semibullvalene in the laser-induced scenario, lead to the
extension of wave packet interferometry from nuclear densities, which was recently studied
experimentally for the diatomic molecule I2, to nuclear flux densities. Specifically, taking I2 as
particular example, it is shown that the interferences in the nuclear densities, manifested as a
chain of lobe-shaped structures of these densities corresponding to a finite set of bond lengths
of the molecule, also appear in the nuclear flux densities, with chains of lobes corresponding



to alternating bond stretches and bond compressions.



Kurzfassung
In der Chemie wird die mit der Bewegung der Atomkerne einhergehende Umlagerung der

Elektronen typischerweise durch gebogene Pfeile skizziert, welche in die Lewis Strukturen
der Reaktanten eingebettet sind, und die mit Bindungsbrüchen, Bindungsbildungen und Ver-
schiebungen von spezifischen Doppelbindungen verbundene Verlagerung von Valenzelektronen
anzeigen. In dieser Arbeit wird molekulare Quantendynamik erweitert und mit solchen tra-
ditionellen, qualitativen Beschreibungen in Beziehung gebracht, was zu neuen Erkenntnissen
in adiabatische chemische Prozesse durch die zugrunde liegenden gekoppelten quantenmecha-
nischen Flüsse der Kerne und Elektronen führt. Solche Prozesse umfassen die kollektive Um-
lagerung von Elektronen und Atomkernen in spezifischen elektronischen Zuständen und werden
in dieser Arbeit für eine pericyclische Reaktion, die entartete [3,3]-sigmatrope Umlagerung (en-
tartete Cope Umlagerung) von Semibullvalen im nicht entarteten elektronischen Grundzustand,
beispielhaft dargestellt. Im Einzelnen wird gezeigt, dass die Direktionalität der Elektronenflüsse
zwischen benachbarten Bindungen durch zangenförmige gebogene Pfeile beschrieben werden
kann. Diese Pfeile können sowohl durch die Anzahl der zwischen den Bindungen vom Reaktan-
ten zum Produkt übertragenen Elektronen als auch durch Symbole, welche die zeitliche Abfolge
der entsprechenden Elektronenflüsse beschreiben, ergänzt werden. Es wird gezeigt, dass die
zeitliche Abfolge der mit dem Bindungsbruch und der Bindungsbildung einhergehenden Elek-
tronenflüsse von der Präparation des Reaktanten abhängt. Im Speziellen sind diese Elektronen-
flüsse synchron, wenn die Reaktion bei tiefen Temperaturen abläuft (Tunnelfall), wohingegen die
Flüsse asynchron verlaufen, sofern die Reaktion durch ultrakurze Laserpulse initiiert wird. Beide
Szenarien werden in dieser Arbeit simuliert. Die Analyse der zugehörigen Kernflussdichten
zeigt unter anderem für den Tunnelfall das Auftreten von zunehmender Kernflussdichte mit
abnehmender Kerndichte, so dass die Kernflussdichte das Maximum an der Potenzialbarriere
des zugrunde liegenden symmetrischen Doppelmuldenpotenzials aufweist. Die Fehlerrobustheit
dieser Ergebnisse wird im Detail getestet und bestätigt, was eine Untersuchung des Einflusses
der Kernbewegung auf die Synchronizität der Elektronenflüsse zwischen benachbarten Bindun-
gen beinhaltet. Motiviert durch die reichhaltigen Phänomene der Elektronen- und Kernflüsse in
pericyclischen Reaktionen, welche im ersten Teil der Resultate dieser Arbeit entdeckt wurden,
beinhaltet der zweite Teil dieser Arbeit zwei weitere Untersuchungen an experimentell leicht
zugänglichen molekularen Systemen: Die erste Untersuchung umfasst die zeitabhängige Anal-
yse von Elektronenflüssen bei großamplitudigen Schwingungen von Einfach-, Zweifach- und
Dreifachbindungen und ist zum Teil durch das Ziel motiviert tieferen Einblick in den Ablauf der
Verschiebung von Doppelbindungen, sowie in die Bildung und den Bruch von Bindungen, welche
im ersten Teil dieser Arbeit untersucht wurden, zu erlangen. Diese zeitabhängige Analyse zeigt,
dass die Anzahl der Elektronen, welche bei den gemeinsamen Kern- und Elektronenschwingun-
gen beteiligt sind, von Ethan über Ethen zu Ethin abnimmt. Diese der Intuition widersprechen-
den Ergebnisse sollten den Transfer von Experimenten aus dem Bereich der nicht-adiabatischen
Attosekunden-Elektronendynamik in den Bereich der in der thermischen Chemie allgegenwärti-
gen adiabatischen, einen elektronischen Zustand umfassenden, Elektronendynamik motivieren.
Solche Attosekunden-Experimente, welche die Präparation des molekularen Systems bei genü-
gend hohen Energien voraussetzt, so dass es zu elektronischen Übergängen kommt, wurden
bereits für Ethan durchgeführt. Abschließend führten interessante Beobachtungen bei der de-



taillierten Analyse der Kernflussdichten während der entarteten Cope Umlagerung von Semibul-
lvalen beim laserinduzierten Szenario zu der Erweiterung der Wellenpaket-Interferometrie von
Kerndichten, welche kürzlich experimentell für das zweiatomige Molekül I2 untersucht wurde,
zu Kernflussdichten. Im Speziellen wird am Beispiel des I2 Moleküls gezeigt, dass die Inter-
ferenzen in den Kerndichten, welche sich durch eine Kette von “lappenartigen” Strukturen der
Kerndichten manifestieren, ebenfalls in den Kernflussdichten auftreten. Im ersten Fall entspricht
die Kette von lappenartigen Strukturen einem begrenzten Satz an Bindungslängen des Moleküls,
während diese Kette im zweiten Fall dem alternierenden Ausdehnen und Zusammenziehen der
molekularen Bindung entspricht.
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1 Introduction

Chemical reactions and molecular vibrations involve the correlated motion of nuclei and elec-
trons. The real-time observation and control of the nuclear dynamics using ultrashort laser
sources with pulse durations on the order of 10-100 femtoseconds (fs, 1fs = 10−15 s) constitutes
the established field of Femtochemistry, pioneered by A. H. Zewail and co-workers [1], see also
Refs. [2, 3]. More recently, new ultrashort pulse technologies, e.g. time-resolved photoelectron
spectroscopy [4], time-resolved X-ray methods [5], high harmonic spectroscopy [6–10], also en-
abled monitoring changes of the electronic structure in real-time. These changes might roughly
be divided into two regimes: On the one hand, non-adiabatic multi-state electron dynamics,
i.e. preparation of the atomic or molecular systems at sufficiently high energies allowing elec-
tronic transitions, leads to electronic motion on the attosecond (as, 1as = 10−18 s) timescale,
which has recently been studied both experimentally and theoretically, see e.g. Refs. [11–13]
and [11, 14–28]+[B1-B4], respectively. Such investigations provide mechanistic insight into pho-
tochemical processes. On the other hand, time-dependent adiabatic processes involve the
collective rearrangement of both electrons and nuclei in specific electronic quantum states,
most commonly the non-degenerate electronic ground state. The latter case, ubiquitous in
organic, inorganic and biochemistry, see e.g. Refs. [29–35], corresponds to the thermal regime
and is studied in this thesis. In particular, it is shown that the quantum dynamical evaluation
and analysis of the corresponding electronic and nuclear quantum fluxes provides quantitative
insight into these adiabatic processes. The reader is referred to Refs. [14, 15] and [16, 21, 25] for
investigations of electronic quantum fluxes involving degenerate and quasi-degenerate excited
electronic states, respectively, as well as to Refs. [18, 19] for analyses of multi-state non-adiabatic
electron dynamics coupled to semiclassical Ehrenfest nuclear motion in terms of electronic
quantum fluxes.
For several decades, calculations of nuclear quantum fluxes through a dividing surface which

separates the domains associated with reactants and products are used for ab-initio calculations
of chemical reaction rates [36–40]. Furthermore, analysis of the underlying nuclear current
densities was shown to provide mechanistic insight into nuclear rearrangements, exemplified
for a double proton transfer reaction [41]. The corresponding evaluation of electronic quantum
fluxes in adiabatic processes involving non-degenerate electronic states routinely calculated
within the Born-Oppenheimer (BO) approximation [42–44], however, is complicated by technical
difficulties concerning their calculation in terms of BO wave functions, see Refs. [45–52], and
section 2.1.1 in this thesis. Hence, most of the mechanistic insight into the electronic motion in
such adiabatic chemical processes is based on qualitative rules predicting the net outcome of
the reaction. Typically, electronic rearrangement accompanying nuclear motion is sketched by
curved arrows embedded in the Lewis structure of the reactant, indicating the net transfer of
valence electrons associated with bond making, bond breaking and shifting of specific multiple
bonds, see e.g. Refs. [29–31, 34, 35]. Figure 1.1 underlines the ambiguity of such qualitative
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2 Chapter 1. Introduction

Figure 1.1: Lewis structures for the degenerate Cope rearrangement of semibullvalene from the
reactant (R) over the potential barrier (B) to the product (P). In the reactant structure,
the pincer-shaped (top), counter-clockwise (middle) and clockwise (bottom) curved
arrows in red all symbolize the same net electron transfer.

representations exemplified for the degenerate Cope rearrangement (DCR) of semibullvalene
(SBV). According to convention, single headed arrows indicate the rearrangement of single
valence electrons (topmost depiction on the left), while double headed arrows indicate the
rearrangement of valence electron pairs (middle and bottommost depiction on the left). Thus,
one of the objectives of this thesis is to complement such traditional, well established depictions
of chemical reactions, yielding deeper insight into such processes based on molecular quantum
dynamics. For this purpose, the approach proposed in Ref. [53] and applied to the molecular
ion H+

2 for the calculation of electronic and nuclear quantum fluxes through dividing surfaces,
also referred to as observer planes, situated within the molecule, see section 2.1.1 for details,
is extended to larger systems, i.e. the DCR of SBV and to vibrating molecules representing
single, double and triple bonds. In parallel to this thesis, the same method has also been
applied to further studies of the single electron system H+

2 and its heavier isotopes [54, 55], to
probing electron correlation in the H2 molecule [56], to tunneling in cyclo-octatetraene [57]
and to the dynamics along the Kekulé mode of benzene [58]. The reader is also referred to
Refs. [45–52] for the calculation of electronic current densities in adiabatic processes, which have,
however, so far been limited to the single electron system H+

2 [47–49, 51, 52] or to classical [50]
or semiclassical [46] nuclear motion.
The first part of the results of this thesis deals with the mechanism of pericyclic reactions

[29–31], exemplified for the DCR of SBV, Figure 1.1. This degenerate [3,3]-sigmatropic shift and
its derivatives have been extensively studied both experimentally and theoretically since the
first preparation of the parent compound in 1966 by Zimmerman et. al [59, 60], see e.g. Refs.
[61–71] and [68–83], respectively. These investigations focused mainly on its thermochromicity
[64, 66, 67, 70, 74], quantum dynamics simulation of its laser control [73–75], as well as on the
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bishomoaromatic character of the transition state (TS) and its stabilization with respect to
the reactant and product by appropriate substitution of the parent compound, see e.g. Refs.
[68–70, 76, 78, 79, 81, 83] and Ref. [71] for a recent experimental realization of a bishomoaromatic
ground state. The issues addressed here are for instance the quantification of the electron
number participating in the electronic bond-to-bond-fluxes including their directionality, the
time scales of the electronic rearrangement from reactants (R) to products (P) as well as the
synchronicity of these fluxes [T1,T3,T5]. The latter issue, in particular the synchronicity of bond
making and bond breaking in pericyclic reactions, has been debated for almost three decades
in the literature with the sole focus on the nuclear rearrangement [84–88]. In this thesis, the
analogous question of the synchronicity of the electronic bond-to-bond-fluxes associated with
bond making and bond breaking is addressed, with special emphasis on concerted effects with
nuclear motion. Different scenarios, i.e. preparation of the reactants with energies E well
above and below the potential barrier B are compared [T1,T3], including a detailed discussion
of the nuclear flux densities [T4]. The former scenario (E > B) may be initialized by ultrashort
laserpulses as shown experimentally for the Claison rearrangement of allyl vinyl ether [89] and
allyl phenyl ether [90] and applied in this thesis in the framework of Optimal Control Theory
[T2]; see Refs. [91–99] and section 2.3.4. The latter scenario (E < B) corresponds to coherent
tunneling which was previously shown to occur within 970 s [80]. The robustness of the
discovered counter-intuitive results with respect to the employed quantum chemical method, to
the observer planes used to monitor the electron-nuclear fluxes, and with respect to different
paths along the potential energy surface (PES) for the reaction above the potential barrier, is
tested and confirmed in detail [T5].
Motivated by the rich electron-nuclear flux phenomena discovered in pericyclic reactions,

exemplified for the DCR of SBV, the second part of the results of this thesis involves two further
studies on experimentally easier accessible systems. In particular, the study on electronic fluxes
during large amplitude vibrations of single, double and triple bonds [T6] was partly motivated by
the objective to gain further insight into the involved process of double-bond-shifting and bond
making and bond breaking studied in the first part of this thesis [T1,T3,T5], c.f. Figure 1.1. This
investigation extends well-established bond-analyses in the electronic ground state focusing
primarily on stationary states on the PES [100–103] to the time-dependent domain including
nuclear quantum motion. The reader is also referred to Refs. [104,105] for time-dependent bond-
analysis involving non-adiabatic multi-state electron dynamics. Another motivation are recent
experiments on one of the investigated compounds (ethane), which involve measurements of the
multi-state electron dynamics on the attosecond time-scale using High Harmonic Spectroscopy
[13]. The results presented here should stimulate corresponding experimental investigations in
the regime of adiabatic single-state dynamics occurring in the non-degenerate electronic ground
state.
The last study presented in this thesis [T7] deals with the extension of wave packet interfer-

ometry from nuclear densities [106–130] to nuclear flux densities, exemplified for the diatomic
I2. Again, these investigations are motivated by discoveries made in the analysis of nuclear
fluxes in the DCR of SBV [T4], see also Ref [131]. In wave packet interferometry, starting from the
vibrational ground state of the electronic ground state, typically two coherent, non-overlapping,
time-delayed laser pulses excite successively two nuclear wave packets in a bound excited elec-
tronic state. These wave packets in the excited electronic state may overlap coherently, causing



4 Chapter 1. Introduction

quantum interferences. Optimization of specific laser parameters like the central laser frequency,
the carrier envelope phase, or the time-delay between the two pulses, see section 2.3.3 for de-
tails, may result in quantum carpets [132, 133] or quantum ripples [128, 130]: In these structures,
alternating constructive and destructive interferences enhance or extinguish the resulting nu-
clear densities of the total vibrational wave packet in the excited electronic state. These nuclear
densities may thus appear as a set of lobes corresponding to a finite set of bond lengths of
the molecule in the excited electronic state. The main goal of the study presented here is to
show that an analogous chain of lobes with alternating signs equally exists in the nuclear flux
densities, corresponding to alternating bond stretches and bond compressions.
This thesis is structured as follows: Chapter 2 describes the theoretical foundations, on which

the numerical quantum dynamical simulations presented in this thesis are based. The separa-
tion of electronic and nuclear motion within the Born-Oppenheimer approximation is presented
in section 2.1 including a discussion of its validity and extensions, which are important for inves-
tigations on electron-nuclear fluxes going beyond this thesis outlined in the outlook, Chapter 5.
Technical aspects of the involved calculation of electron-nuclear fluxes from Born-Oppenheimer
wave functions are discussed in section 2.1.1. Various approximate numerical solutions of the
time-independent electronic Schrödinger equation used in this thesis are discussed in section
2.2. Although a full description of the technical details involved in the implementations of these
quantum chemical methods into the employed program packages [134, 135] is not possible in
the framework of this Theory Part, in depth discussions of certain fundamental methods and
concepts are given where it is deemed to be important by the author. Finally, section 2.3 deals
with the numerical solution of the time-independent (section 2.3.1) and time-dependent (sec-
tion 2.3.2) nuclear Schrödinger equation. The interaction of molecular systems with ultrashort
laser-pulses is discussed in section 2.3.3 followed by a description of Optimal Control Theory,
section 2.3.4, an algorithm to generate an optimal laser field to reach a given “target state” from
a predefined initial state. Section 2.4 closes this Theory Part presenting the model for the simu-
lation of the nuclear quantum dynamics used in Refs. [T1-T5] including extensions presented in
Chapter 5.
Chapter 3 gives the results in the form of the published journal articles [T1-T7]. These results

are summarized in a unifying framework in Chapter 4 and an outlook is given in Chapter 5.
The Appendix, Chapter 6, gives additional details of functional derivatives (section 6.1) as well
as of Hartree-Fock theory (section 6.2), including a comparison to Density Functional Theory.



2 Molecular Quantum Dynamics

The time-evolution of a molecular quantum system interacting with an external field is given in
the non-relativistic case by the time-dependent Schrödinger equation (TDSE)1 [138–142]

i
∂

∂t
Ψ(q,Q, t) = Ĥ(r,R, t)Ψ(q,Q, t), (2.1)

where r and R denote the set of electronic and nuclear spatial coordinates, respectively, and q

and Q collectively denote the set of spatial and spin coordinates of the N electrons, q = {r,σ},
and the M nuclei, Q = {R,Σ}. The molecular wave function Ψ(q,Q, t), which completely
describes the molecular system, obeys the antisymmetry principle, i.e. it must be invariant to
any permutation of identical bosons in the molecule and to any even permutation of identical
fermions, but will be changed in sign by an odd permutation of identical fermions [143–145].
Hence, in the non-relativistic quantum mechanical treatment used throughout this thesis, the
electronic and nuclear spin as well as the antisymmetry principle are accounted for as additional
requirements on the molecular wave function, Ψ(q,Q, t), whereas the Hamilton operator,
Ĥ(r,R, t), makes no reference to spin, which is explicitly indicated by the notation used in
eqn. (2.1) and in the following.
The Hamiltonian Ĥ(r,R, t) is the sum of the time-independent molecular Hamiltonian

Ĥmol(r,R) and the time-dependent interaction Hamiltonian Ĥint(t):

Ĥ(r,R, t) = Ĥmol(r,R) + Ĥint(t). (2.2)

The explicit form of the molecular Hamiltonian, Ĥmol(r,R), for N electrons and M nuclei, is
given by

Ĥmol(r,R) =−
N
∑

i=1

1

2
∇

2
ri

︸ ︷︷ ︸

T̂el(r)

−
M
∑

A=1

1

2MA
∇

2
RA

︸ ︷︷ ︸

T̂nuc(R)

−
N
∑

i=1

M
∑

A=1

ZA

|ri −RA|
︸ ︷︷ ︸

V̂el−nuc(r,R)

+
N−1
∑

i=1

N
∑

j>i

1

|ri − rj |
︸ ︷︷ ︸

V̂el−el(r)

+
M−1
∑

A=1

M
∑

B>A

ZAZB

|RA −RB|
︸ ︷︷ ︸

V̂nuc−nuc(R)

,

(2.3)

where ZA is the atomic number of nucleus A, and MA is the ratio of the mass of nucleus A
to the mass of an electron. The Laplacian operators ∇2

ri
and ∇2

RA
involve differentiation with

1Atomic units [136, 137] are used throughout this thesis.

5
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respect to the spatial coordinates of the i-th electron and the A-th nucleus, respectively. The
first term in eqn. (2.3), T̂el(r), is the operator for the kinetic energy of the electrons; the second
term, T̂nuc(R), is the operator for the kinetic energy of the nuclei; the third term, V̂el−nuc(r,R),
involves the Coulomb attraction between electrons and nuclei and the fourth and fifth terms,
V̂el−el(r) and V̂nuc−nuc(R), represent the repulsion between electrons and nuclei, respectively,
see e.g. Ref. [136, 142]. For the explicit form of the interaction Hamiltonian, Ĥint(t), eqn. (2.2),
the reader is referred to section 2.3.3.
The time-dependent Schrödinger equation, eqn. (2.1), can only be solved in so-called exact

numerical calculations for molecular systems containing up to two electrons, see for example
Refs. [11, 53] and [B1-B4]. Consequently, for the numerical treatment of the molecular systems
investigated in this thesis, numerous approximations have to be invoked, starting with the
separation of the electronic and nuclear motion presented in the next section.

2.1 Separation of Electronic and Nuclear Motion:
The Born-Oppenheimer Approximation

The separability of electronic and nuclear motion relies on the different masses of the underlying
particles and hence on their different velocities. In this section it will be shown that in the
case of electronic states which are well separated energetically from other electronic states to
which they may couple, the electrons can instantly adjust to the slow nuclei and, consequently,
their wave function depends parametrically on the nuclear coordinates. Thus in these special
cases, the electronic and nuclear problem can be solved separately, which allows the solution of
equation (2.1) for a broad range of molecules of chemical interest. The description given in this
section follows Refs. [146] and [147]. For a historical approach, see the classical paper by Max
Born and Julius Robert Oppenheimer, Ref. [42].
Setting the nuclear kinetic energy operator T̂nuc(R) in the molecular Hamiltonian, Ĥmol(r,R),

eqn. (2.3), equal to zero, and omitting additionally the repulsion between the nuclei V̂nuc−nuc(R),
one obtains the electronic Hamiltonian [136, 137]

Ĥel(r;R) = T̂el(r) + V̂el−nuc(r;R) + V̂el−el(r), (2.4)

which depends parametrically on the set of nuclear coordinates R. This is expressed by usage of
the semicolon. For each fixed nuclear conformation R, the electronic wave functions Φi(q;R)
and electronic eigenvalues Ei(R) of electronic state i are found from the time-independent
electronic Schrödinger equation2

Ĥel(r;R)Φi(q;R) = Ei(R)Φi(q;R). (2.5)

The solution of eqn. (2.5) falls into the field of Quantum Chemistry or, more specifically,
Molecular Electronic Structure Theory [136, 137, 148–151], for details see section 2.2. The electronic

2Note that the electronic wave functions Φi(q;R) and consequently the electronic eigenvalues Ei(R) do not
depend on nuclear spin, which may, however, been taken into account through the nuclear wave function, c.f.
eqn. (2.10) below.
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eigenvalues, Ei(R), together with the nuclear-nuclear repulsion term, V̂nuc−nuc(R), form the
adiabatic potential energy surface associated with electronic state i according to

Vi(R) = Ei(R) + V̂nuc−nuc(R). (2.6)

As eigenfunctions of the Hermitian operator Ĥel(r;R), the set of eigenfunctions {Φi(q;R)}
forms a complete basis in the electronic space at every value of R,

∑

i

Φ∗
i (q

′;R)Φi(q;R) = δ(q− q′) (2.7)

with the orthonormality condition
ˆ

Φ∗
j (q;R)Φi(q;R)dq ≡ 〈Φj |Φi〉 = δji, (2.8)

where the integration is over the whole set of electronic spatial and spin coordinates and the
Dirac notation was introduced [142]. Accordingly, matrix elements of an operator Ô(r;R) in
the basis of electronic wave functions are written as

ˆ

Φ∗
j (q;R)Ô(r;R)Φi(q;R)dq = 〈Φj |Ô|Φi〉. (2.9)

In order to solve the time-dependent Schrödinger equation describing electronic and nuclear
movement, eqn. (2.1), the molecular wave function Ψ(q,Q, t) is expanded in the complete set
of electronic eigenfunctions {Φi(q;R)}:

Ψ(q,Q, t) =
∑

i

χi(Q, t)Φi(q;R), (2.10)

where the time-dependent nuclear wave functions, which act as the expansion coefficients,
are denoted by χi(Q, t). This expansion is known as the Born-representation or the Born-
Oppenheimer expansion [44] which is a formally exact ansatz when the molecular wave function
describes a bound state solution of the Schrödinger equation, eqn. (2.1) [146]. Doubts have been
expressed as to its validity for the description of continuum states, but it can be reasonably
argued that even in these cases it is justified [146, 147].
Inserting the Born-representation, eqn. (2.10), into the time-dependent Schrödinger equation,

eqn. (2.1), multiplying from the left by Φ∗
j (q;R) and integrating over the set of electronic

coordinates q and the set of nuclear spin-coordinates Σ3, leads to a set of coupled equations
of motion for the nuclear wave functions

i
∂χj(R, t)

∂t
=
[

T̂nuc(R) + Vj(R)
]

χj(R, t) +
∑

i

Λ̂ji(R)χi(R, t). (2.11)

3Quantum dynamical processes in symmetric molecules involving the exchange of identical nuclei, e.g. molecular
rotation or molecular torsion, see e.g. Refs. [152, 153] and references therein, is influenced by the nuclear spin.
Since such processes are not considered in this thesis, the dependence of the nuclear wave function on nuclear
spin will be omitted in the following.
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Here, the non-adiabatic coupling operators Λ̂ji(R) describe the dynamic interaction between
the electronic and nuclear motion and are given by

Λ̂ji(R) =
∑

A

1

2MA
(2 〈Φj |∇RA

|Φi〉
︸ ︷︷ ︸

F̂A
ji(R)

∇RA
+ 〈Φj |∇2

RA
|Φi〉

︸ ︷︷ ︸

ĜA
ji(R)

), (2.12)

where the vectorial and scalar coupling operators were defined as F̂A
ji(R) and ĜA

ji(R), respec-

tively. Note that the scalar coupling operator ĜA
ji can be expressed in terms of the vectorial

coupling operators [146]

ĜA
ji(R) = 〈Φj |∇2

RA
|Φi〉 = ∇RA

F̂A
ji(R) +

∑

k

F̂A
ik(R)F̂A

kj(R). (2.13)

Since the non-adiabatic coupling operators Λ̂ji(R) depend inversely on the quantities MA,
i.e. the ratio of the mass of nucleus A to the mass of an electron, one might expect their impact
to be small. For a more involved analysis, the following expression for the vectorial coupling
operators F̂A

ji may be obtained by applying first the gradient ∇RA
with respect to nucleus A to

the electronic Schrödinger equation, eqn. (2.5), followed by multiplication with Φ∗
j (q;R) from

the left and integration over the set of electronic coordinates q:

F̂A
ji(R) =

〈Φj |(∇RA
Ĥel(r;R))|Φi〉

∆Vij(R)
for i %= j, (2.14)

where the denominator gives the energy gap between the electronic potential energy surfaces
i and j, ∆Vij(R) = Ei(R) − Ej(R) = Vi(R) − Vj(R), c.f. eqn. (2.6). Equation (2.14) is
known as the off-diagonal form of the Hellman-Feynman theorem [146,147] which shows that the
vectorial coupling operators F̂A

ji(R) - and hence the scalar coupling operators ĜA
ji(R) and the

non-adiabatic coupling terms Λ̂ji(R), c.f. eqns. (2.13) and (2.12), respectively - depend inversely
on the energy gap between the electronic states i and j. As the gap narrows, the coupling
increases, outweighing the above mentioned mass factor, resulting in coupled nuclear motion
on different electronic surfaces. Thus, a nuclear wave packet initially on one electronic surface
will spread to another in a region where they are energetically close without losing energy,
that is radiationless transitions can occur. In particular, in the presence of degeneracies of the
potential energy surfaces Vi(R) and Vj(R) (conical intersections), the non-adiabatic derivative
couplings F̂A

ji(R) diverge and the nuclear quantum dynamics is usually treated in the diabatic
representation, for details see Refs. [147, 154, 155].
If, on the other hand, the considered electronic state is well separated energetically from

other electronic states to which it may couple, eqn. (2.14) implies small non-diagonal derivative
couplings F̂ji(R) and hence small non-diagonal non-adiabatic coupling operators Λ̂ji(R), eqn.
(2.12), and the coupled set of equations of motion, eqn. (2.11), reduces to

i
∂

∂t
χi(R, t) =

(

T̂nuc(R) + Vi(R)− Λ̂ii(R)
)

χi(R, t). (2.15)
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This equation is called the Born-Oppenheimer approximation [146, 156]. It may also be obtained
using the adiabatic ansatz [146, 147] for the molecular wave function

ΨBO
i (q,Q, t) = χi(Q, t)Φi(q;R) (2.16)

instead of the exact Born-representation, eqn. (2.10), by insertion of eqn. (2.16) into the time-
dependent Schrödinger equation, eqn. (2.1), multiplying from the left by Φ∗

i (q;R) and integrat-
ing over the set of electronic coordinates q and the set of nuclear spin-coordinates Σ. Hence,
the adiabatic ansatz is valid if the electronic state i considered is energetically well separated
from other electronic states. This implies a weak dependence of the electronic wave function
Φi(q;R) on the nuclear coordinates R, c.f. eqn. (2.12), which implies that the non-adiabatic
term Λ̂ii(R) is the smaller the better the adiabatic ansatz, eqn. (2.16), is [146]. Neglecting Λ̂ii(R)
in eqn. (2.15) leads to the Born-Oppenheimer adiabatic approximation, or briefly the adiabatic
approximation [156]:

i
∂

∂t
χi(R, t) = (T̂nuc(R) + Vi(R))

︸ ︷︷ ︸

Ĥnuc(R)

χi(R, t). (2.17)

The above discussion implies that as long as Λ̂ii(R) is small, the usage of the Born-
Oppenheimer approximation, eqn. (2.15), does provide an improvement to the adiabatic ap-
proximation, eqn. (2.17). However, once Λ̂ii(R) becomes significant, the adiabatic ansatz, eqn.
(2.16), and hence also the Born-Oppenheimer approximation, eqn. (2.15), breaks down [146, 147].
In this thesis, molecular processes occurring on energetically isolated non-degenerate elec-

tronic states are considered. Hence, the adiabatic ansatz, eqn. (2.16), which will be referred
to as Born-Oppenheimer (BO) wave function in the following, is used for the total wave func-
tion. Accordingly, the nuclear dynamics is evaluated within the Born-Oppenheimer adiabatic
approximation, eqn. (2.17), since corrections associated with the diagonal coupling terms, eqns.
(2.12) and (2.15), are expected to have a negligible impact on the corresponding electron-nuclear
fluxes.

2.1.1 Electron-Nuclear fluxes from Born-Oppenheimer wave functions

The quantum mechanical evaluation of nuclear fluxes with dimension 1/time through observer
surfaces separating the domains associated with the reactants and products, allow the ab-initio
calculation of reaction rates [36–40]. The flux associated with nucleus k may be evaluated as
surface integral over the vector field of the nuclear current density of nucleus k, jk(R, t), with
dimension 1/(time× area), as

Fnuc,k(Aobs, t) = −
ˆ

Aobs

dA〈jnuc,k(R, t)〉. (2.18)

Here, Aobs denotes the observer surface with unit normal vector n, i.e. dA = ndA [53]. Corre-
sponding quantum mechanical analysis of the coupled electronic fluxes to obtain mechanistic
details into chemical processes occurring in non-degenerate electronic states is, however, not
straightforward due to technical problems concerning the extraction of electronic current densi-
ties and correspondingly electronic fluxes from BO wave functions, eqn. (2.16). Before describing
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the approach developed in Ref. [53] and applied in this thesis to molecular processes of chemi-
cal interest, the problems associated with calculating electronic current densities from BO wave
functions is illustrated using the example of the hydrogen atom in its electronic ground state
moving through the laboratory. This illustration is adapted from Ref. [47], see also Refs. [50, 157]
for related investigations.
The vector field of the current density 〈j(r̃, t)〉 for a single particle system with mass m is

usually derived from the TDSE and the continuity equation,

∂

∂t
|ψ(r̃, t)|2 = −∇r̃〈j(r̃, t)〉, (2.19)

as

〈j(r̃, t)〉 = 1

2im



ψ∗(r̃, t)∇r̃ψ(r̃, t)− ψ(r̃, t)∇r̃ψ
∗(r̃, t)

︸ ︷︷ ︸

c.c.



 , (2.20)

where c.c. denotes the complex conjugate of the immediately preceding term, see for instance
Refs. [141, 142]. In analogy, for the two particle system hydrogen, the electronic and protonic prob-
ability current densities, 〈jel(x, t)〉 and 〈jnuc(x, t)〉, respectively, in the space-fixed coordinate
frame, with x denoting the point of observation, are given by [47]

〈jel(x, t)〉 =
1

2i

ˆ

dre

ˆ

dRpδ(x− re) [Ψ
∗(re,Rp, t)∇reΨ(re,Rp, t)− c.c.] (2.21)

and

〈jnuc(x, t)〉 =
1

2iMp

ˆ

dre

ˆ

dRpδ(x−Rp)
[

Ψ∗(re,Rp, t)∇RpΨ(re,Rp, t)− c.c.
]

. (2.22)

Here, re denotes the electronic position, Rp and Mp refer to the protonic position and mass,
respectively, and δ designates the Dirac distribution [142].
The associated BO wave function for the H-atom in the electronic ground state is given by

ΨBO
0 (re,Rp, t) = Φ0(re;Rp)χ0(Rp, t), (2.23)

where Φ0(re;Rp) is an eigenfunction of the associated electronic Hamiltonian, and χ(Rp, t)
is a wave packet describing the motion of the proton, c.f. eqns. (2.5) and (2.16). Inserting eqn.
(2.23) into eqn. (2.21) yields for non-degenerate electronic states

〈jel(x, t)〉BO =
1

2i

ˆ

dRp|χ0(Rp, t)|2 [Φ∗
0(re;Rp)∇reΦ0(re;Rp)− c.c.]re=x = 0. (2.24)

Hence, we obtain zero electronic current density within the Born-Oppenheimer approximation,
because the BO electronic wave function, ΦBO

0 (re;Rp), is real for non-degenerate electronic
states, which is the only situation regarded in this thesis. The reader is referred to Refs. [14, 15]
for the calculation of electronic current densities from BO wave functions in degenerate excited
electronic states. For the nuclear current density, we obtain after insertion of eqn. (2.23) into
eqn. (2.22)

〈jnuc(x, t)〉BO =
1

2iMp

[

χ∗
0(Rp, t)∇Rpχ0(Rp, t)− c.c.

]

Rp=x
, (2.25)
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which is the expected result, c.f. eqn. (2.20).
Since the electron is dragged along by the proton, eqn. (2.24) clearly is unphysical. In order to

analyze this problem of missing electronic currents from BO wave functions, the exact treatment
for the H-atom is given in the following: In the two-body Jacobi coordinates

Rcom =
(RpMp + re)

M
(2.26)

and
r12 = re −Rp, (2.27)

where Rcom denotes the center of mass (com) and M = 1+Mp the total mass, the total wave
function separates into

Ψ(re,Rp) = χ̃0(Rcom, t)Φ̃0(r12). (2.28)

Using eqn. (2.28), and the relations

∇re =
1

M
∇Rcom +∇r12 (2.29)

and

∇Rp =
Mp

M
∇Rcom −∇re , (2.30)

eqns. (2.21) and (2.22) become

〈jel(x, t)〉 =
M2

2iM3
p

ˆ

dRp|Φ̃0(
M

Mp
(x−Rcom))|2 [χ̃∗

0(Rcom, t)∇Rcom
χ̃0(Rcom, t)− c.c.] (2.31)

and

〈jnuc(x, t)〉 =
1

2iM

ˆ

dr12|Φ̃0(r12)|2 [χ̃∗
0(Rcom, t)∇Rcom

χ̃0(Rcom, t)− c.c.]
Rcom=x+mer12/M

,

(2.32)
see Ref. [47] for details and further simplifications. Going back to the expression for the
electronic gradient in Jacobi coordinates, eqn. (2.29), we see that the center of mass component,
(1/M)∇Rcom , yields non-vanishing contributions to the electronic current density while the
relative component, ∇r12 , yields vanishing contributions due to the real electronic stationary
wave function. Hence, the electronic current is generated from the center of mass motion, while
the electron is in a stationary state with respect to the proton [47, 50].
In analogy to the usual definition of the one-electron density, see eqn. (2.35) below, the

one-electron current density for a molecular system containing N electrons and M nuclei is
given by

〈jel(r1, t)〉 =
N

2i

ˆ

· · ·
ˆ

[Ψ∗(q,Q, t)∇r1Ψ(q,Q, t)− c.c.] dσ1dq2 · · · dqNdQ1 · · · dQM ,

(2.33)
where the wave function Ψ(q,Q, t) is a solution of the TDSE, eqn. (2.1), and the origin of
the coordinate system is usually taken as the nuclear center of mass [134, 135]. The explicit
reference to electron 1 is usually dropped since electrons are indistinguishable [136, 137] and
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the one-electron current density is denoted as 〈jel(r, t)〉. There exist a few approaches for
the calculation of such electronic current densities induced by nuclear motion on single BO
potential energy surfaces [45–51]. However, so far these investigations have been limited either
to the single electron system H+

2 in order to test and validate the approach against exact, non
Born-Oppenheimer numerical results [47–49, 51] or to classical [50] or semiclassical [46] nuclear
motion.
In this thesis, following the scheme proposed in Ref. [53], the problem of the evaluation of the

electronic current density from BO wave functions is circumvented by calculating the electronic
fluxes in terms of the one-electron density. For its definition, consider the wave function
Ψ(q,Q, t) accounting for N electrons and M nuclei. The probability of finding electron 1 with
spin σ1 in the volume element dr1, electron 2 with spin σ2 in dr2 etc. is given by
(
ˆ

· · ·
ˆ

|Ψ(q,Q, t)|2dQ1 . . . dQM

)

dr1dr2 . . . drN = |Ψel(q, t)|2dr1dr2 . . . drN , (2.34)

where the nuclear coordinates have been taken into account in an average way. Integrating ad-
ditionally over the space-spin coordinates of electrons 2, 3, . . . , N and over the spin-coordinate
of electron 1 gives the probability of finding electron 1 in the volume element dr1, while the
other electrons are anywhere in space. Since electrons are indistinguishable, this corresponds
to the probability of finding any one particular electron in this volume element. Since there
are N electrons in the molecular system, the probability of finding an electron in the volume
element dr1 is given by

(

N

ˆ

· · ·
ˆ

|Ψel(q, t)|2dσ1dq2 . . . dqN

)

dr1 = ρel(r1, t)dr1, (2.35)

where the time-dependent one-electron density, ρel(r1, t), was defined, see e.g. Refs. [137, 159].
In the following, the explicit reference to electron 1 will be dropped and the one-electron density
will be denoted as ρel(r, t).4

4Alternatively, the time-dependent one-electron density may be expressed as

ρel(r, t) =

ˆ

· · ·
ˆ

Ψ∗
el(q, t)

(
N∑

i=1

δ(r− ri)

)

︸ ︷︷ ︸

ρ̂el(r)

Ψel(q, t)dq1 · · · dqN , (2.36)

where the density operator ρ̂el(r) was defined [136]. This form is useful for simplifications of the respective
formulas, for instance using the Condon-Slater rules [136, 148] in the case that the electronic wave function is
expressed in terms of Slater-Determinants, section 2.2.1. Analogous considerations also hold for the evaluation of
the one-electron flux density, eqn. (2.33), that is

〈jel(r, t)〉 =
1
2i

ˆ

· · ·
ˆ

[

Ψ∗(q,Q, t)

(
N∑

i=1

δ(r− ri)∇ri

)

Ψ(q,Q, t)− c.c.

]

dq1 · · · dqNdQ1 · · · dQM .

(2.37)
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Figure 2.1: Illustration of two electronic observer planes Aobs, c.f. eqn. (2.38), shown in blue at
symmetric positions above and below the center of mass for vibrating ethane at the
outer turning point (upper panel) and at the inner turning point (lower panel), adapted
from Ref. [T6]. The time-dependent valence Born-Oppenheimer one-electron density,
ρBO
el,val(r, t) = ρBO

el (r, t)−ρBO
el,core(r, t), where ρ

BO
el,core(r, t) accounts for the four core

electrons of the carbon atoms, is shown as three nested equidensity contours with
values 0.34 Å−3 (light grey), 0.51 Å−3 (grey) and 1.01 Å−3 (dark grey). The program
Amira [158] was used for data visualization.
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According to Ref. [53]

The electronic flux, Fobs,el(t), out of or into a domain Sobs with volume Vobs through its
boundary surface Aobs is given by

Fel,obs(t) = −
ˆ

Aobs

dA · 〈jel(r, t)〉

(a)
= −

ˆ

Vobs

∇r〈jel(r, t)〉dV

(b)
=

d

dt

ˆ

Vobs

ρel(r, t)dV.

(2.38)

In step (a) in eqn. (2.38), the surface integral was transformed into a volume integral using
Gauss‘s Theorem [160] and in step (b) the electronic continuity equation

∂

∂t
ρel(r, t) = −∇r〈jel(r, t)〉 (2.39)

was used. Two examples of such boundary surfaces Aobs used in Ref. [T6], which are also
referred to as electronic observer planes, are shown in Figure 2.1 in blue in the case of the
vibrating ethane molecule. The molecule is shown at the outer turning point (upper panel) and
at the inner turning point (lower panel). Time-integration of the electronic flux in terms of the
one-electron density, last line in eqn. (2.38), gives the electronic yield

Yel,obs(t) =

ˆ

Vobs

ρel(r, t)dV −
ˆ

Vobs

ρel(r, t = 0)dV, (2.40)

that is the number of electrons that have flown out of (negative sign) or into (positive sign) the
observer Volume Vobs bounded by the observer surface Aobs in the time-intervall [0,t]. Note
that eqn. (2.38) is an exact expression. The approximation introduced in Ref. [53] and used in
this thesis, Refs. [T1,T3,T6], is to express the time-dependent one-electron density, eqn. (2.35),
by the Born-Oppenheimer electron density associated with the electronic ground state

ρel(r, t) ≈ρBO
el (r, t) =

N

ˆ

· · ·
ˆ

|χ0(Q, t)|2 × |Φ0(q;R)|2dσ1dq2 · · · dqNdQ1 · · · dQM ,
(2.41)

c.f. eqn. (2.16). Here, the subscript for the electronic ground state 0 was dropped in the expres-
sion for the BO one-electron density since all investigations in this thesis involving electronic
fluxes refer to the electronic ground state. Hence, imposing the continuity equation on the
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time-dependent Born-Oppenheimer electron density, eqns. (2.39) and (2.41), respectively, allows
the calculation of electronic fluxes through specific electronic observer planes, eqn. (2.38) and
Figure 2.1, thereby extending the BO approximation to time-dependent processes. This approach
yields excellent results for the electronic fluxes as shown by comparison to accurate numerical
solutions of the TDSE without invoking the Born-Oppenheimer approximation for the molecular
ion H+

2 [53].
Numerically, it is convenient to calculate at first the volume integral over the time-independent

one-electron BO density

ρBO
el (r;R) = N

ˆ

· · ·
ˆ

|Φ0(q;R)|2dσ1dq2 · · · dqN (2.42)

according to

NBO
obs (R) =

ˆ

Vobs

ρBO
el (r;R)dV. (2.43)

This procedure is recommended to reduce the number of volume integrals to be evaluated since
these “static” electron numbers, NBO(R), may be evaluated for a limited number of nuclear
structures R and then be interpolated for the subsequent calculation of the time-dependent
electronic yield as

Y BO
el,obs(t) =

ˆ

· · ·
ˆ

NBO
obs (R)|χ0(R, t)|2dR1 . . . dRM

︸ ︷︷ ︸

N̄BO
obs

(t)

−
ˆ

· · ·
ˆ

NBO
obs (R)|χ0(R, t = 0)|2dR1 . . . dRM

︸ ︷︷ ︸

N̄BO
obs

(t=0)

,

(2.44)

where N̄BO
obs (t) denotes the mean number of electrons in the Volume Vobs at time t [T1]. Finally,

the electronic flux is calculated as

FBO
el,obs(t) =

d

dt
Y BO
el,obs(t), (2.45)

with corresponding expressions for the nuclear fluxes and yields.
In Ref. [T1], the hitherto static electronic observer planes Aobs, associated with the fixed

domain Sobs with constant volume Vobs, which were introduced in Ref. [53], c.f. Figure 2.1
and eqns. (2.40) and (2.43), are generalized to include a dependence on the nuclear config-
uration, Aobs(R), with corresponding variable domains and volumes, Sobs(R) and Vobs(R),
respectively. Figure 2.2 shows the six particular electronic observer planes that are used to
monitor the electronic bond-to-bond fluxes associated with bond breaking (bb), Abb(R) and
A′

bb(R), bond making (bm), Abm(R) and A′
bm(R), and double-bond-shifting (dbs), Adbs(R)

and A′
dbs(R), in the degenerate Cope rearrangement of semibullvalene, c.f. Refs [T1] and [T3]

and Chapter 4. These observer planes are shown for the reactant and product structures and
their dependence on the nuclear configuration is denoted by the respective superscripts. In par-
ticular, these electronic observers are half-planes, originating in the molecular center-of-mass
and intersecting the respective carbon atoms of the six membered ring. Each adjacent pair
of observer planes, e.g. A′

bb(R)/Abb(R), Abb(R)/Adbs(R) etc., forms the boundary of the
respective observer domains, Sobs(R) with volume Vobs(R). The resulting six domains are
also indicated in Figure 2.2. Hence, at each instant of time during the reaction, each observer
plane follows the mean position of the associated carbon atom of the six-membered ring, c.f.
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Figure 2.2: Bird‘s eye view of semibullvalene for the reactant and the product structures showing
two equidensity contours of the pericyclic electron density (red and orange), account-
ing for the rearranging electrons according to the Lewis structure (see section 2.2.3
and Chapter 4 for details), and one equidensity contour of the total electron density
(grey). Also shown are the electronic observer planes monitoring bond breaking (bb),
Abb(R) and A′

bb(R), bond making (bm), Abm(R) and A′
bm(R), and double-bond-

shifting (dbs), Adbs(R) and A′
dbs(R). These observer planes depend on the nuclear

configuration R as denoted by the respective superscripts “react” and “prod”. More
specifically, they are half-planes, originating in the molecular center-of-mass and in-
tersecting the respective carbon atoms of the six membered ring. Also highlighted
are the respective observer domains Sobs(R), whose boundaries are formed by the
respective electronic observer planes. Taking into account the quantum distribution
of the nuclear wave function at each instant of time, c.f. eqn. (2.44), the resulting
time-dependent electronic observer planes have corresponding quantum distribu-
tions and may thus be regarded as quantum walls. The program Amira [158] was
used for data visualization. Adapted from Ref. [T1].
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eqns. (2.44) and (2.43), adapted for variable observer volumes, Vobs(R). Accordingly, due to
the quantum distribution of the nuclear wave function, χ0(r, t), these time-dependent elec-
tronic observer planes have corresponding quantum distributions and may thus be regarded as
quantum walls.
Finally, the two following issues should be noted: Firstly, due to the underlying symmetry

of the reaction, equal electronic bond-to-bond fluxes through the respective observer planes
associated with bb, bm and dbs, and situated above and below the symmetry plane including
the two carbon bridge atoms, Figure 2.2, are observed, c.f. Refs. [161] and [T1,T3] as well as
Chapter 4. Hence, for example the electronic flux associated with bb through either of the
observer planes Abb(R) and A′

bb(R) equals half the flux out of the the corresponding domain
bounded by these observer planes, which is readily calculated using eqns. (2.42)-(2.45), adapted
for variable observer volumes, Vobs(R). The same strategy is, however, not applicable for
systems that do not exhibit this symmetry, e.g. for the hydrogen transfer in malonaldehyde
or the double proton transfer in the formic acid dimer, see e.g. Ref. [161] for details on these
reactions. Secondly, for the numerical evaluation of the volume integral, eqn. (2.43), in the case
that the respective boundaries intersect carbon-atoms, Figure 2.2, it is numerically efficient to
adapt the step sizes of the underlying three dimensional spatial grid such that for the individual
domains, the nuclei of the respective carbon atoms are centered in one of the cells of the grids.
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2.2 Molecular Electronic Structure Theory

The main interest in Quantum Chemistry, or more specifically Molecular Electronic Structure
Theory, is finding approximate solutions of the non-relativistic time-independent electronic
Schrödinger equation, eqn. (2.5). The most popular approaches may be divided into two classes:
Wave Function Based Methods [136, 137, 148–151] and Density Functional Theory [137, 150, 162, 163],
which are presented in sections 2.2.1 and 2.2.2, respectively. For notational convenience, the
parametric dependence of the electronic wave functions, Φi(q;R), and of the one-electron
densities, ρBO

el (r;R), on the set of nuclear coordinates R as well as the dependence of the
respective operators on the set of electronic and nuclear coordinates (q,R) is not explicitly
indicated throughout this section.

2.2.1 Wave Function Based Methods

For the complete description of electrons, it is necessary to specify both their spatial distribution
and their spin. The spatial distribution of a single electron is described by the wave function
ψm(r), usually referred to as spatial-orbital, such that |ψm(r)|2dr is the probability of finding
the electron in the volume element dr surrounding r [136]. For the description of electron
spin within the non-relativistic treatment used in this thesis, the spin angular-momentum

operators
(

Ŝ2, Ŝx, Ŝy, Ŝz

)

are defined in analogy to the orbital angular-momentum operators
(

L̂2, L̂x, L̂y, L̂z

)

[137, 142]. They are postulated to be linear, Hermitian operators and to

obey the same commutation relations as the orbital angular-momentum operators. Hence,
the eigenvalues of Ŝ2 are s(s + 1) with s = 0, 1

2 , 1,
3
2 , . . . and the eigenvalues of Ŝz are

σ = −s, −s+1, . . . , s−1, s. Additionally, experiment shows that electrons are spin-12 particles,
such that they are restricted to have a single value for s, namely s = 1

2 [137]. Consequently, the
two possible eigenvalues of Ŝz are σ = 1

2 and σ = −1
2 , with the corresponding eigenfunctions

denoted by α and β

Ŝzα =
1

2
α Ŝzβ = −1

2
β. (2.46)

These spin-functions are orthogonal, since they are eigenfunctions of the Hermitian operator
Ŝz corresponding to different eigenvalues, and are taken to be normalized. Usually, their
eigenvalues σ are taken as the variable on which these eigenfunctions depend. Denoting the
spin-functions by µ and ν [148], see also section 2.2.1.5, the corresponding orthonormality
relation reads

∑

σ

µ∗(σ)ν(σ) = δµν =

ˆ

µ∗(σ)ν(σ)dσ, (2.47)

which is satisfied if α(σ) = δσ, 12
and β(σ) = δσ,− 1

2
. The last equality in eqn. (2.47) was

introduced for notational convenience, such that for the discrete spin-functions the same nota-
tion as for continuous spatial-functions can be used, interpreting integration in spin-space as
summation over the two discrete values of σ [148], c.f. section 2.1. In non-relativistic theory,
it is common to describe both the spatial distribution and the electron spin using so-called
spin-orbitals of the form

φ2m−1(q) = ψm(r)α(σ) φ2m(q) = ψm(r)β(σ). (2.48)
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Turning to N -electron wave functions in the molecular case, consider at first the electronic
Schrödinger equation, eqn. (2.5), without the electron-electron repulsion term, V̂el−el(r). The
corresponding Hamilton operator is given by

Ĥ0 =
∑

i










−1

2
∇

2
ri
−
∑

A

ZA

|ri −RA|
︸ ︷︷ ︸

f̂(ri)










, (2.49)

and the spatial-orbitals are eigenfunctions of the Hermitian one-electron operator f̂(ri) accord-
ing to

f̂(ri)ψm(ri) = εmψm(ri). (2.50)

Taking into account electron-spin as well as the antisymmetry principle, the corresponding
N -electron eigenfunctions are found to be so-called Slater determinants (SDs) [136, 137, 148–151],
which are antisymmetrized products of the corresponding spin-orbitals, eqn. (2.48):

ΦSD
i (q) =

1√
N !

∣
∣
∣
∣
∣
∣
∣
∣
∣

φ1(q1) φ2(q1) . . . φN (q1)
φ1(q2) φ2(q2) . . . φN (q2)

...
...

. . .
...

φ1(qN ) φ2(qN ) . . . φN (qN )

∣
∣
∣
∣
∣
∣
∣
∣
∣

. (2.51)

Eqn. (2.48) gives rise to so-called restricted SDs, eqn. (2.51), since the spatial-parts of the
respective spin-orbitals are restricted to be the same for α and β spin-functions. This is the
only case considered in this thesis; the reader is referred to Refs. [136, 148] for the usage of
so-called unrestricted SDs, which are formed from spin-orbitals that have different spatial-parts
for different spin-functions.
Usually, the spin-orbitals are ordered according to increasing energy, such that eqn. (2.51)

with ΦSD
0 (q) is a crude approximation to the electronic ground state. In principle, there is of

course an infinite number of spin-orbitals and consequently an infinite number of SDs, each
of which is an antisymmetrized product of N spin-orbitals. These SDs, being eigenfunctions
of a Hermitian operator, eqn. (2.49), constitute a complete set of N -electron basis-functions.
Hence, formally the exact solution of the time-independent electronic Schrödinger equation may
be expressed as a linear combination of antisymmetrized products of one-electron functions
according to

Φi(q) =
∑

j

CijΦ
SD
j (q). (2.52)

In numerical calculations, the spatial-orbitals ψm(ri), also referred to as molecular-orbitals
(MOs) in the following, are usually expanded in a finite set of K real-valued one-electron
basis-functions, also referred to as atomic orbitals (AOs), {λµ(ri)}, according to

ψm(ri) =
K
∑

µ

cmµλµ(ri), (2.53)



20 Chapter 2. Molecular Quantum Dynamics

Figure 2.3: (a) The dependence of calculations on the size of the one-electron and N -electron
basis-sets. (b) Dependence of the energy on the quality of the one-electron basis-set.
Adapted from Ref. [148], see also Refs. [136, 149].

resulting in 2K spin-orbitals [136]. The AOs are usually simple analytical functions centered on
the atomic nuclei, see section 2.2.4 for details.
Consequently, to arrive at an exact solution of the electronic Schrödinger equation, both the

AOs, in terms of which the MOs and finally the SDs are constructed, must form a complete
set in the one-electron space and all SDs that can be generated from the corresponding spin-
orbitals must be included in the expansion of the N -electron wave function, eqn. (2.52). In
practice, however, both spaces need to be truncated at some point and Figure 2.3(a) illustrates
how the exact solution to the electronic Schrödinger equation may be approached by systematic
improvements in the one-electron and N -electron spaces. As indicated by the horizontal arrow
in Figure 2.3(a), calculations using all SDs that can be generated from the spin-orbitals obtained
in a given one-electron basis are denoted as Full Configuration Interaction (FCI) calculations
in the specific one-electron basis. The term configuration refers to a single SD or to a linear
combination of a small number of SDs, see section 2.2.1.3. The vertical arrow indicates the
approach of a calculation to the (one-electron) basis-set limit, i.e. usage of a complete one-
electron basis for a given number of N -electron basis-functions.
The errors introduced by truncating the one-electron space are qualitatively different from

those that arise from approximations made in the N -electron space and a poor description
in either of the two spaces cannot be compensated for by an improved description in the
other [148]. Consider for instance the calculation depicted in Figure 2.3(b), which shows the
approach to the one-electron basis-set limit in a given N -electron basis (for a description of
the acronyms, see section 2.2.4). Going from the dz to the tz one-electron basis, a significant
improvement in the calculated energy is observed compared with the intrinsic error of the
N -electron model, whereas beyond the qz basis, the basis-set change is small compared to the
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intrinsic error. Thus, the qz basis is said to represent a balanced level of description in this case.
Sometimes, calculations in the qz basis and beyond may be computationally too expensive in
a desired N -electron model. In those cases, approximate extrapolations to the basis-set limit,
using the results in the dz and tz basis, may be used [148].
Moreover, the errors made in the one-electron and N -electron treatment are not entirely

independent of each other. For example, the basis-set requirements for a single determinant
wave function are rather different from those for a wave function containing a large number of
SDs [148]. It may also be noted that the exact solution to the electronic Schrödinger equation
can be approached in a manner different from that illustrated in Figure 2.3(a), for example by
employing explicitly correlated wave functions, using for example the R12 method [164–166].

2.2.1.1 Variation Method

The variation method is - besides perturbation theory (section 2.2.1.2) - the standard method
in Molecular Electronic Structure Theory to design approximate electronic wave functions. It
is based on a general variation principle [148]: Consider the expectation value of the electronic
Hamiltonian, eqn. (2.4),

E[Φ(q)] = 〈Φ(q)|Ĥel|Φ(q)〉, (2.54)

where Φ(q) is some electronic wave function that satisfies the appropriate boundary conditions,
e.g. it has to tend to zero at infinite values of any of the coordinates ri, it cannot be zero
everywhere etc., see Ref. [167] for an extensive list. The stationary points of this functional
subject to the constraint that the electronic wave function is normalized, i.e. 〈Φ(q)|Φ(q)〉 = 1,
are found by defining the auxiliary functional

G[Φ(q)] = E[Φ(q)]− V(〈Φ(q)|Φ(q)〉 − 1), (2.55)

where V is a Lagrange multiplier [136], and then setting the functional derivative5 of G[Φ(q)]
with respect to Φ∗(q) equal to zero:

δG[Φ(q)]

δΦ∗(q)
= ĤelΦ(q)− VΦ(q) !

= 0. (2.56)

Note that it is sufficient to take the functional derivative with respect to either Φ(q) or the
complex conjugate Φ∗(q), the result being independent of this choice [167]6. Hence,

Those wave functions Φi(q), for which the auxiliary functional, eqn. (2.55), becomes
stationary,

δG[Φi(q)] = 0, (2.57)

are solutions of the electronic Schrödinger equation, eqn. (2.5), and the values of G[Φi(q)]
at the stationary points are the corresponding eigenvalues [148, 168].

5The reader is referred to Appendix 6.1 for details on functionals and functional derivatives.
6Equivalently, the stationary points of the Rayleigh quotient, 〈Φ(q)|Ĥel|Φ(q)〉

〈Φ(q)|Φ(q)〉 , may be calculated [148, 167, 168].
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Since the reverse relation is also true, that is the eigenstates of the time-independent elec-
tronic Schrödinger equation represent stationary points of the auxiliary functional, eqn. (2.55),
the variational optimization of this energy functional is equivalent to the solution of the time-
independent electronic Schrödinger equation [148]. This variation principle is the basis for the
variation method or Ritz method used to generate approximate wave functions, which, assuming
a discrete set of L variational parameters, {αj}, works as follows [148, 168]:

• Choose a trial function

Φ(q) = f(Ξ1(q), . . . ,ΞL̃(q);α1, . . . ,αL) (2.58)

as function of predefined basis states, Ξ1(q), . . . ,ΞL̃(q), which are mathematically easy
to handle, see also section 2.2.4. Additionally, the trial function contains a finite set of
parameters, α1, . . . ,αL.

• Use the ansatz (2.58) for the calculation of the auxiliary functional G[Φ(q)], eqn. (2.55),
which then becomes a function of the parameters α1, . . . ,αL

G[Φ(q)] ≡ g(α1, . . . ,αL). (2.59)

• Demanding that

∂

∂αj
G[Φ(q)] ≡ ∂

∂αj
g(α1, . . . ,αL)

!
= 0 with j = 1, . . . ,L (2.60)

yields a set of equations for the optimal set of parameters, α̃1, . . . , α̃L, for which the
auxiliary function becomes stationary.

• The approximation for the ground state wave function is then given by

Φ̃0(q) = f(Ξ1(q), . . . ,ΞL̃(q); α̃1, . . . , α̃L), (2.61)

with G[Φ̃0(q)] being the approximation for the ground state energy.

linear variational
expansion

For a linear ansatz, expanding the trial function in an L-dimensional set of fixed, orthonormal
and antisymmetric N -electron functions, that is in the case of a configuration interaction (CI)
calculation, c.f. eqs. (2.52), the set of expansion coefficients {Cij} corresponds to the discrete

set of variational parameters and the set of SDs
{

ΦSD
j (q)

}

to the predefined fixed basis states,

c.f. eqn. 2.58. In this case, the above procedure leads to a standard L-dimensional eigenvalue
problem of linear algebra

HC = EC, (2.62)

where C is a column vector containing the linear expansion coefficients, c.f. eqn. (2.52), E is
the approximate eigenvalue equal to the Lagrange multiplier V , c.f. eqn. (2.55), and H is the
Hamiltonian matrix with elements

Hjk = 〈ΦSD
j (q)|Ĥel(r)|ΦSD

k (q)〉. (2.63)
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Since H is Hermitian, eqn. (2.62) has L orthonormal solutions

Ci =








Ci1

Ci2
...

CiL








with CT
i Cj = δij (2.64)

with the associated eigenenergies

Ẽ1 ≤ Ẽ2 ≤ . . . ≤ ẼL, (2.65)

which may or may not be distinct. The eigenvectors Ci in eqn. (2.64) represent the approximate
wave function

Φ̃i(q) =
L
∑

j

CijΦ
SD
j (q) (2.66)

and the associated eigenvalues Ẽi in eqn. (2.65) represent the approximate energies [136, 137,
148, 150].

The linear variational expansion provides a high degree of control over the calculation:

Consider two orthonormal sets of N -electron basis-functions (SDs) S′ =
{

Φ′SD
j (q)

}

and

S′′ =
{

Φ′′SD
j (q)

}

, where S′ is a subset of S′′, S′ ⊂ S′′. The corresponding eigenvalue

equations in the two N -electron basis-sets are given by

H′C′
i = E′

iC
′
i and H′′C′′

i = E′′
i C

′′
i . (2.67)

According to Cauchy‘s interlace theorem

The eigenvalues of two linear variational spaces S′ and S′′ with S′ ⊂ S′′ are related to
one another and to the exact electronic energy Ei, eqn. (2.5), by

Ei ≤ E′′
i ≤ E′

i ≤ E′′
i+δ, (2.68)

where δ is the difference in the dimensions of the two spaces:

δ = dimS′′ − dimS′. (2.69)

For a derivation see e.g. Ref. [148]. Hence, the ith eigenvalue of the extended space S′′ is always
less than or equal to the ith eigenvalue of the smaller linear variational space S′, so that the
exact eigenvalue Ei, eqn. (2.5), is approached from above and is only obtained in the case of a
complete set of N -electron functions. As special case of Cauchy‘s interlace theorem, one obtains
for δ = 1 the Hylleraas-Undheim Theorem

E′′
1 ≤ E′

1 ≤ E′′
2 ≤ E′

2 ≤ . . . E′′
j ≤ E′

j ≤ E′′
j+1, (2.70)
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which relates the eigenvalues of two variational spaces S′ ⊂ S′′, one of which contains one
more N -electron basis-function than the other [148]. It should be noted that in actual quantum
chemical calculations, the dimension of the variational space usually increases by more than
one when the accuracy of a calculation is enhanced and hence the Hyleraas-Undheim Theorem,
eqn. (2.70) - contrary to Cauchy‘s interlace theorem, eqns. (2.68) and (2.69) - does not apply: The
energy E′

j obtained in one space is therefore in general not a lower bound to the energy E′′
j+1

obtained in the next space.
The variation method is of course not limited to linear expansions: Any normalized trial

function, eqn. (2.58), that satisfies the appropriate boundary conditions, see above, fulfills

〈Φ(q)|Ĥel|Φ(q)〉 ≥ E0, (2.71)

where E0 is the exact ground state energy. Furthermore, in the case of non-linear optimiza-
tions, the L optimized states must be orthogonal to each other in order to ensure that their
eigenvalues, Ẽj , are upper bounds to the respective exact energies, Ej [136, 137].

2.2.1.2 Perturbation Theory

A different approximate approach is perturbation theory [136,137,148,150], in which the Hamilton
operator, that is the electronic Hamilton operator Ĥel in the present context, eqn. (2.4), is
partitioned into two terms: a zeroth-order part Ĥ(0), which has known eigenfunctions and
eigenvalues, and a perturbation described by Ĥ ′ according to

Ĥel = Ĥ(0) + Ĥ ′ (2.72)

with
Ĥ(0)Φ(0)

i (q) = E(0)
i Φ(0)

i (q). (2.73)

In perturbation theory, the known eigenfunction and eigenvalue for electronic state i are used as
first approximation to the exact state i, which are systematically improved using the remaining
unperturbed eigenfunctions and eigenvalues, Φ(0)

j (q) and E(0)
j with i %= j. Special precaution

has to be taken if the state of interest i is degenerate [136, 137, 148, 150], which is, however, not
the case in this thesis. Additionally, it is assumed in the following that the perturbed form of
the ground state Φ(0)

0 (q) of energy E(0)
0 (q) is calculated. This is also the case in section 2.2.1.3.

At first, an ordering parameter λ, which is set to unity at the end of the calculation, is
introduced according to

Ĥel = Ĥ(0) + λĤ ′. (2.74)

Next, the exact eigenfunctions and eigenvalues of the state of interest are expanded in a power
series in λ

Φ0(q) = Φ(0)
0 (q) + λΦ(1)

0 (q) + λ2Φ(2)
0 (q) + . . . (2.75)

and
E0 = E(0)

0 + λE(1)
0 + λ2E(2)

0 + . . . . (2.76)

Φ(n)
0 (q) and E(n)

0 are called the nth order corrections to the wave function and energy, respec-
tively. For a detailed discussion concerning the convergence of this perturbation expansion, the
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reader is referred to Ref. [169]. Inserting eqns. (2.74), (2.75) and (2.76) into the time-independent
electronic Schrödinger equation, eqn. (2.5), followed by collection of terms that have the same
power of λ results in

λ
(

Ĥ(0)Φ(0)
0 (q)− E(0)

0 Φ(0)
0 (q)

)

+λ1
(

Ĥ(0)Φ(1)
0 (q) + Ĥ ′Φ(0)

0 (q)− E(0)
0 Φ(1)

0 (q)− E(1)
0 Φ(0)

0 (q)
)

+λ2
(

Ĥ(0)Φ(2)
0 (q) + Ĥ ′Φ(1)

0 (q)− E(0)
0 Φ(2)

0 (q)− E(1)
0 Φ(1)

0 (q)− E(2)
0 Φ(0)

0 (q)
)

+ . . . = 0.

Because λ is an arbitrary parameter, the coefficients of each power of λ must equal zero
separately, yielding the following set of equations up to second order

Ĥ(0)Φ(0)
0 (q)− E(0)

0 Φ(0)
0 (q) = 0, (2.77)

(

Ĥ(0) − E(0)
0

)

Φ(1)
0 (q) +

(

Ĥ ′ − E(1)
0

)

Φ(0)
0 (q) = 0, (2.78)

(

Ĥ(0) − E(0)
0

)

Φ(2)
0 (q) +

(

Ĥ ′ − E(1)
0

)

Φ(1)
0 (q)− E(2)

0 Φ(0)
0 (q) = 0. (2.79)

The first-order correction to the energy and wave function, E(1)
0 and Φ(1)

0 (q), respectively, are

obtained by inserting the expansion of Φ(1)
0 (q) in terms of the known unperturbed eigenstates,

Φ(1)
0 (q) =

∑

j

cjΦ
(0)
j (q), (2.80)

into eqn. (2.78) yielding
∑

j

cj
(

Ĥ(0) − E(0)
0

)

Φ(0)
j (q) +

(

Ĥ ′ − E(1)
0

)

Φ(0)
0 (q) = 0. (2.81)

Multiplying eqn. (2.81) from the left by Φ(0)∗
0 (q) and integrating over the set of electronic spatial

and spin coordinates yields
E(1)

0 = 〈Φ(0)
0 (q)|Ĥ ′|Φ(0)

0 (q)〉, (2.82)

whereas multiplying eqn. (2.81) from the left by Φ(0)∗
j (q) with j %= 0 and integration over the

set of electronic spatial and spin coordinates yields for the expansion coefficients in eqn. (2.80)
the relation

cj =
〈Φ(0)

j (q)|Ĥ ′|Φ(0)
0 (q)〉

E(0)
0 − E(0)

j

=
H ′

j0

E(0)
0 − E(0)

j

, (2.83)

resulting in

Φ(1)
0 (q) =

∑

j $=0

(

H ′
j0

E(0)
0 − E(0)

j

)

Φ(0)
j (q). (2.84)

Hence, the distortion of the state of interest by the perturbation is modeled by mixing into it
the other states of the system. This mixing is often described by stating that the perturbation
induces virtual transitions to the other unperturbed states [150].
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The second-order correction to the energy is obtained by the same technique, that is inserting
the expansion of the second-order correction to the wave function,

Φ(2)
0 (q) =

∑

j

bjΦ
(0)
j (q), (2.85)

into eqn. (2.79), followed by multiplication from the left by Φ(0)∗
0 (q) and integration over the

set of electronic spatial and spin coordinates yielding

E(2)
0 =

∑

j $=0

cj〈Φ(0)
0 (q)|Ĥ ′|Φ(0)

j (q)〉 =
∑

j $=0

H ′
0jH

′
j0

E(0)
0 − E(0)

j

, (2.86)

where the expression for the expansion coefficients cj and the notation for the matrix elements
from eqn. (2.83) was used and H ′

0jH
′
j0 = |H ′

0j |2. The algebra involved becomes more and
more complicated at higher orders of perturbation theory and it is common to use diagrammatic
techniques to classify and represent the various terms that appear in the perturbation theories
expressions [136, 150]. However, note that to obtain the energy correct to order 2n + 1 in the
perturbation, it is sufficient to know the wave functions only to nth order in the perturbation
[136, 150]. In this thesis, energy corrections up to third-order are employed, see section (2.2.1.3)
and Ref. [T5].

2.2.1.3 Standard Models

As described in section 2.2.1, the exact electronic wave function may formally be expressed as
an (infinite) linear combination of SDs, eqn. (2.52), which are - as one possibility - obtained as
eigenfunctions of the electronic Hamiltonian neglecting electron-electron interactions, c.f. eqn.
(2.49). Unfortunately, even for medium sized one-electron expansions, eqn. (2.53), the number
of SDs becomes too large to handle computationally for all but the smallest molecular systems:
More precisely, expanding all MOs in K AOs, one gets 2K spin-orbitals that can be used to
construct

(2K
N

)

SDs, where N is the number of electrons. Consequently, quantum chemical
wave function based methods aim to achieve high accuracy using approximate N -electron
expansions as short as possible, see also Figure 2.3.
Generally, these approximations seek to retain as many symmetries and properties of the

exact wave function as possible. The antisymmetry requirement of the electronic wave function
was already discussed and is taken into account using SDs. Furthermore [145, 148, 151]:

• In non-relativistic theory, the exact electronic wave functions are eigenfunctions of the
total and projected spin-operators Ŝ2 and Ŝz, respectively. The correct spin behavior may
be enforced by expanding the approximate wave function in symmetry-adapted linear
combinations of SDs, so-called configuration-state-functions (CSFs) or simply configura-
tions. In the case of closed-shell singlet states the CSF corresponds to a single SD.

• Within the Born-Oppenheimer approximation, the exact electronic wave functions form
a basis for an irreducible representation of the molecular point group. The same spa-
tial symmetry may be enforced by expanding the approximate wave function in SDs
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constructed from a set of symmetry-adapted orbitals. Consequently, the approximate
wave functions of nonlinear molecules become eigenfunctions of the discrete symmetry
operations R̂ of the molecular point group and linear molecules additionally become
eigenfunctions of the projected orbital angular momentum operator L̂z.

• Approximate methods should scale correctly - that is, should scale as the exact energy
does - with the number of particles in the systems [170, 171]. This property is referred to
as size-extensitivity, see section (2.2.1.4) for further details and empirical corrections for
approximate methods that are not size-extensive.

• The variational optimization of the energy expectation value E[Φ(q)] = 〈Φ(q)|Ĥel|Φ(q)〉
subject to the constraint of normalized electronic wave functions, 〈Φ(q)|Φ(q)〉 = 1,
is equivalent to the solution of the time-independent electronic Schrödinger equation
(section 2.2.1.1). It is desirable to optimize approximate wave functions variationally,
resulting in a high degree of control over the calculations, such as the systematic approach
to the exact ground state energy from above upon increase of the variational parameters
in the approximate electronic wave function.

The reader is referred to Ref. [148] for an elaborate list of requirements on the electronic wave
function. Here, it shall be added that the enforcement of spin and point-group symmetries on
approximate wave functions constitutes a restriction on the wave function, which in variational
calculations may raise the electronic energy above what would be obtained in an unrestricted
treatment. Furthermore, it turns out to be difficult to reconcile the requirements of variational
optimizations and of size-extensitivity [148].

Hartree-Fock (HF)
Method

Electronic ground state wave functions are often dominated by a single CSF, which corre-
sponds to a single SD in the case of closed-shell molecular systems, which is the only case
considered in this section. This SD is obtained by choosing a SD, ΦSD(q), as trial function
in the variation method (section 2.2.1.1) and finding those spin-orbitals, for which the auxiliary
functional, G[ΦSD(q)] = G[{φm(qi)}], c.f. eqn. (2.55), becomes stationary according to

δG[{φm(qi)}]
δφ∗m(qi)

!
= 0, (2.87)

c.f. eqns. (2.56) and (2.60)7. This procedure, which is referred to as the Hartree-Fock (HF)
method, leads, after some minor modifications, see Appendix 6.2, to the canonical HF equations,
determining the set of optimal HF spin-orbitals

{

φHF
m (qi)

}

as eigenfunctions of the one-electron
HF operator f̂HF(qi) according to

(

−1

2
∇

2
ri
−

M
∑

A=1

ZA

|ri −RA|
+ ϑHF(qi)

)

︸ ︷︷ ︸

f̂HF(qi)

φHF
m (qi) = εHF

m φHF
m (qi). (2.88)

7In section 2.2.1.1, the trial function, eqn. (2.58), was optimized in terms of a set of parameters {αj} by means
of partial derivatives. Here, the trial function ΦSD(q) is optimized in terms of a set of functions {φm(qi)} by
means of functional derivatives; see also Appendix 6.1 and 6.2.
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Here, ϑHF(qi) is an average potential experienced by one electron due to the presence of the
other electrons in the molecular system; for further details see Appendix 6.2. Hence, the essence
of the HF approximation is to replace the complicated many-electron problem by a one-electron
problem, in which the electron-electron repulsion is treated in an average way. Moreover, since
the HF potential ϑHF(qi) for electron i depends on the spin-orbitals of all other electrons, the
Fock operator f̂HF(qi) depends on its eigenfunctions. Hence, the HF equations are non-linear
and must be solved iteratively8.
In the restricted HF method (RHF), the set of HF spin-orbitals is expressed according to eqn.

(2.48) and the spin-orbital HF equations (2.88) are converted to spatial eigenvalue equations by
integrating out the spin-functions [136]. Moreover, since the numerical solution of the resulting
equations is feasible only for systems containing a few electrons, the set of spatial molecular-
orbitals

{

ψHF
m (ri)

}

is usually expanded in an auxiliary set of K real-valued one-electron basis-
functions, c.f. eqn. (2.53) and section (2.2.4). Such a treatment yields K HF MOs, ψHF

m (ri),
and 2K HF spin-orbitals, φHF

m (qi). The HF wave function ΦHF(q) is constructed using the N
HF spin-orbitals with the lowest associated eigenvalues, εHF

m with i = 1, . . . , N , where N is
the number of electrons and the associated energy is given by EHF = 〈ΦHF(q)|Ĥel|ΦHF(q)〉,
which is readily calculated in terms of the HF spin-orbitals using the Condon-Slater rules [136],
see also Appendix 6.2. These spin-orbitals are referred to as the occupied HF spin-orbitals,
whereas the remaining 2K−N spin-orbitals are the virtual spin-orbitals. The HF wave function
yields quite good equilibrium structures and reasonable molecular properties such as dipole
moments, electric polarizabilities, force constants [148].!

"

#

$

Post HF
Methods

Single Reference
Methods

Even more importantly, the HF method serves as the starting point for more accurate
methods. The most straightforward extension is to perform a CI calculation using the HF wave
function as reference. Hence, the CI wave function is written as a linear combination of L CSFs

ΦCI(q) = CHFΦHF(q) +
∑

ar

Ca→rΦ
HF
a→r(q)+

︸ ︷︷ ︸

CIS

+
∑

a<b
r<s

Ca→r
b→s

ΦHF
a→r
b→s

(q)

︸ ︷︷ ︸

CISD

+ . . . . (2.89)

Here, ΦHF
a→r(q) is a so-called singly excited CSF, resulting from the replacement of the occupied

HF spin-orbital φHF
a (qi) by the unoccupied HF spin-orbital φHF

r (qi) in the HF wave function
including spin-adaptation [136], ΦHF

a→r
b→s

(q) is a doubly excited CSF in which the occupied spin-

orbitals φHF
a (qi) and φHF

b (qi) have been replaced by the unoccupied spin-orbitals φHF
r (qi)

and φHF
s (qi) including spin-adaptation and so on. Usually, the core-orbitals, that is the spin-

orbitals associated with the 1s shell in the case of carbon-atoms, remain doubly occupied,
resulting in so-called valence CI calculations. The same approximation is usually used in all
post HF methods discussed in the following.
Truncation of the CI expansion including only singly excited CSFs is termed a CI calculation

with singles (CIS), whereas calculations including also the double excitations are referred to as CI

8Note that crude approximations of the respective lowest lying electronic states, which have different symmetries
than the electronic ground state, may be calculated by imposing the respective symmetry on the trial function
ΦSD(q). However, usually - as well as in this thesis - the HF method is applied solely to the electronic ground
state.
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calculations with singles and doubles (CISD) and so on, c.f. eqn. (2.89). Hence, the HF method
serves as a so-called spin-orbital generator [148] for the CI method, which yields reasonable
results for the electronic ground state when the exact electronic wave function is dominated
by the HF wave function. Such methods are referred to as single reference methods. Note
that, although the CI method allows the straightforward calculation of excited electronic states
(section 2.2.1.1), usually more sophisticated, so-called multi-reference methods are used, see
below, since the HF method is no appropriate orbital-generator for the quantitative description
of excited electronic states.
A Full CI calculation based on the HF reference function using a complete one-electron basis-

set is of course formally exact since the HF operator is Hermitian such that eqns. (2.52) and
(2.89) yield the same result in the Full CI limit. In practical calculations, the one-electron basis
has to be truncated at some point and Full CI calculations in a reasonably large one-electron
basis serve as benchmark calculations for small molecular systems against which different
post HF methods, which may on their term be applied to bigger systems, can be tested and
calibrated. The non-variational but size-extensive [136, 148, 171] Møller-Plesset and Coupled-
Cluster approaches are two prominent examples: They are also single reference methods and as
such based on the requirement that the HF wave function represents a reasonable zeroth-order
approximation to the true wave function.
In the Møller-Plesset (MP) method, the HF method is improved by means of perturbation

theory (section 2.2.1.2). The MP unperturbed Hamiltonian is taken as the sum of the one-
electron Fock operators, eqn. (2.88), according to

Ĥ(0) =
N
∑

i

f̂HF(qi), (2.90)

such that the zeroth-order wave functions are all possible SDs formed using any N of the HF
spin-orbitals, Φ(0)

j (q) = ΦHF
j (q), c.f. eqn. (2.73), with corresponding energies E(0)

j = EHF
j .

Furthermore, the perturbation Ĥ ′ is the difference between the exact inter-electronic repulsions
and the average HF potentials ϑHF(ri), c.f. eqns. (2.72) and (2.88). Consequently, the MP energy
correct to first order is just the HF energy, E(0)

0 + E(1)
0 = EHF, c.f. eqn. (2.82). The second

order correction to the energy is given by

E(2)
0 =

∑

j

|〈ΦHF
j (q)|Ĥ ′|ΦHF(q)〉|2

EHF − EHF
j

, (2.91)

c.f. eqn. (2.86). Since, according to Brillouin‘s theorem (see e.g. Ref. [136]), singly excited SDs
do not interact directly with a reference HF determinant, 〈ΦHF

a→r(q)|Ĥ ′|ΦHF(q)〉 = 0, and,
according to the Condon-Slater rules, matrix elements of two-electron operators involving SDs
differing by more than two spin-orbitals vanish, only doubly excited SDs appear in eqn. (2.91).
The inclusion of the second-order energy correction in MP perturbation theory is designated

MP2, the inclusion of the third order energy correction MP3 and so on, with MP2 being the
most popular correction.
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In the Coupled-Cluster (CC) method, the exact electronic ground state wave function is related
to the Hartree-Fock wave function by [137, 148, 150]

Φ0(q) = eĈΦHF(q). (2.92)

The exponential operator eĈ is defined by the series expansion

eĈ =
∞
∑

n

1

n!
Ĉn. (2.93)

The cluster operator Ĉ is the sum of a one-electron excitation operator Ĉ1, two-electron
excitation operator Ĉ2, . . ., N -electron excitation operator ĈN according to

Ĉ = Ĉ1 + Ĉ2 + . . .+ ĈN (2.94)

with
Ĉ1Φ

HF(q) =
∑

ar

ta→rΦ
HF
a→r(q), Ĉ2Φ

HF(q) =
∑

a<b
r<s

ta→r
b→s

ΦHF
a→r
b→s

(q), (2.95)

c.f. eqn. (2.89). The coefficients ta→r are called single excitation amplitudes, the coefficients
ta→b
r→s

double excitation amplitudes and so on. Since no more than N electrons can be excited

from the N -electron wave function ΦHF(q), no operators beyond ĈN appear in eqn. (2.94).
By definition, when any of the excitation operators in eqn. (2.94) acts on a SD containing both
occupied and virtual spin-orbitals, the resulting sum contains only determinants with excitations
from those spin-orbitals that are occupied in ΦHF(q) and not from virtual spin-orbitals.
The CI and CC wave functions, eqns. (2.89) and (2.92), respectively, are entirely equivalent

provided all excitations are included in the expressions [148]. Their non-equivalence becomes
apparent only when the respective expressions are truncated: In the approach referred to as
“Coupled Cluster singles and doubles” (CCSD), the cluster operator, eqn. (2.94), is approximated
as Ĉ ≈ Ĉ1 + Ĉ2. Furthermore, in CCD, only Ĉ2 is employed, whereas in CCSDT, Ĉ is given
by Ĉ1 + Ĉ2 + Ĉ3. It is important to realize that any approximate CC wave function contains
contributions from all SDs that may be generated within a given one-electron basis-set of
Hartree-Fock orbitals [148]. Thus, for example the CCSD wave function may be regarded as
a particular approximation to the Full CI wave function, where the coefficients of the higher
than doubly excited determinants are generated from those associated with the single and
double excitations so as to ensure size-extensitivity. Thus, in CC theory one usually works with
individual SDs rather than with configuration state functions [137].
In the variational CI method, direct optimization of the corresponding energy function in

terms of the variational parameters, c.f. eqn. (2.60), leads to a standard eigenvalue problem of
linear algebra, eqn. (2.62). The analogous variational minimization of the CC energy, on the
other hand, is far more complicated and is of practically no use in molecular calculations [148].
In practice, CC wave functions may be optimized by the solution of the projected electronic
Schrödinger equation [148]

〈ΦHF
j (q)|Ĥel|eĈΦHF(q)〉 = E0〈ΦHF

j (q)|eĈΦHF(q)〉, (2.96)
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where ΦHF
j (q) is any excited HF wave function that appears in the expansion of the wave

function according to eqn. (2.92) at the given level of approximation of the Cluster operator Ĉ ,
resulting in m equations for m unknown connected amplitudes9.
Moreover, the CC energy is obtained by projection against the Hartree-Fock state

E0 = 〈ΦHF(q)|Ĥel|eĈΦHF(q)〉. (2.97)

In CC theory, contrary to CI theory, the solution of the projected electronic Schrödinger equation
is not equivalent to the variational optimization of the energy, such that CC theory is not
variational [136, 148].
In the case of the CCD approximation with Ĉ ≈ Ĉ2, this procedure leads to [150]

〈ΦHF
a→b
r→s

(q)|Ĥel|ΦHF(q)〉+ 〈ΦHF
a→b
r→s

(q)|ĤelĈ2|ΦHF(q)〉+ 1
2〈Φ

HF
a→b
r→s

(q)|ĤelĈ2
2 |ΦHF(q)〉

=
(

EHF + 〈ΦHF(q)|ĤelĈ2|ΦHF(q)〉
)

〈ΦHF
a→b
r→s

(q)|Ĉ2|ΦHF(q)〉
(2.98)

and
EHF + 〈ΦHF(q)|ĤelĈ2|ΦHF(q)〉 = ECC, (2.99)

where the Coupled-Cluster energy ECC was introduced. In the derivation, the orthonormality
of SDs as well as the the Condon-Slater rules [137, 150] were used. These non-linear equations
must be solved iteratively.
Finally, it is convenient for various applications of CC theory to express the projected CC

equations, eqns. (2.96) and (2.97), in the equivalent forms

〈ΦHF
j (q)|e−ĈĤele

Ĉ |ΦHF(q)〉 = 0 (2.100)

and
E0 = 〈ΦHF(q)|e−ĈĤele

Ĉ |ΦHF(q)〉, (2.101)

which is, among other technical advantages, a useful starting point for improvements of the
respective CC approximations based on perturbation theory [148]. Such an improvement is
realized in the so-called CCSD(T) method, in which, on top of the CCSD approximation, the
contributions from the triple excitation amplitudes are estimated by perturbation theory [148].

Multi Reference
Methods

In the case that different CSFs are (near) degenerate, strong mixing might occur, resulting
in electronic wave functions which are dominated by more than one electronic configuration.
Such situations occur for example in the process of the dissociation of chemical bonds or
at certain points on the potential energy surface with competing valence structures [172], see
also Ref. [T5] for details. The single reference post Hartree-Fock methods described above are
incapable to give a reasonable description of the electronic structure in such situations, since
the HF method is inappropriate as an orbital-generator for these multiconfigurational wave
functions: The HF orbitals optimized for a single CSF may have little or no relevance to the

9In Coupled-Cluster Theory, the effect of eĈ on ΦHF(q) results, among many other excitations, in double excita-
tions of the form Ĉ2Φ

HF(q) and Ĉ1Ĉ1Φ
HF(q). The former double excitations are referred to as “connected”

double excitation, whereas the latter are referred to as “disconnected” double excitation.
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optimal MOs for the multiconfigurational wave function [148]. A straightforward solution to this
multiconfigurational problem is to carry out a CI calculation, in which the MOs are variationally
optimized simultaneously with the coefficients of the CSFs, thereby ensuring that the orbitals
employed in the wave function are optimal for the problem at hand and do not introduce a
bias towards a particular configuration in the calculation. This approach is referred to as the
multiconfigurational self-consistent field (MCSCF) method [172–174]. The most commonly used
form of MCSCF calculations are complete active space (CAS) calculations, in which the total MO
space, obtained by a preceding HF calculation, is partitioned into a set of inactive orbitals, a set
of active orbitals and a set of secondary (virtual) orbitals: The CASSCF wave function is then
constructed as a linear combination of CSFs in which the inactive orbitals are restricted to be
doubly occupied, the active orbitals are subject to no restrictions, and the secondary orbitals
are not occupied in all the configurations, and the MOs as well the CI expansion coefficients
are variationally optimized. The CASSCF method is used either to provide reasonable qualitative
descriptions of multiconfigurational electronic wave functions or as an orbital-generator for
more elaborate treatments of the electronic structure. The choice of an active space may be
rationalized by certain criteria, for instance the proper description of molecular dissociation or
the inclusion of all CSFs, which describe competing valence structures of molecular systems.
The reader is referred to the Appendix in Ref. [T5] for the motivation of a minimal active space
in the latter case, exemplified for the DCR of SBV. The simultaneous variational optimization of
both the orbitals and the CI expansion coefficients is technically demanding and is described
in more detail in section 2.2.1.5.
MCSCF wave functions, especially in their CASSCF version, often serve as the starting point

for successive CI or perturbational calculations. Hence, in the same spirit as HF wave functions
serve as the starting point, that is as reference, for successive CI calculations, eqn. (2.89),
MCSCF wave functions may be used as the reference in multi-reference CI calculations referred
to as MRCI calculations [175, 176]. A popular version is MRCISD, in which single and double
excitations in the reference CSFs are taken into account. This method is also widely used for
the calculation of excited electronic states. In this context, different optimization schemes for
the underlying MCSCF, or more typically, CASSCF wave function may be used. One possibility
is the simultaneous optimization of the respective electronic states in so-called state-averaged
calculations [148], leading to a common set of MOs for the respective electronic states or separate
optimizations of the respective states, which are refined afterwards; see also section 2.2.1.5 for
further details.
Analogously, instead of improving a HF wave function as zeroth-order wave function using

perturbation theory as in the Møller-Plesset method, a CASSCF wave function may be used
as zeroth-order order wave function, leading to the CASPT2 method [172, 177] when energy
corrections up to second order are included, and to the CASPT3 method [178] when energy
corrections up to third order are included.

static and dynamic
electron correlation

The difference between the lowest, exact non-relativistic eigenvalue of the time-independent
electronic Schrödinger equation, E0, and the HF energy, EHF, at the basis-set limit, is defined
as the correlation energy Ecorr [136]

Ecorr = E0 − EHF. (2.102)

Hence in Quantum Chemistry, the term electron correlation is reserved for the correlation that
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occurs upon superposition of CSFs, and the description provided by a single CSF is consequently
referred to as uncorrelated. In this context, it is interesting to note that in general, a truly
uncorrelated many-electron state is always represented by a product of one-particle functions,
or more specifically by a product of MOs [148]. Using this definition, electronic states represented
by a single SD may be either correlated or uncorrelated, depending on the spatial- and spin-
parts of the electronic wave function: For example, the antisymmetry principle may be fulfilled
by an antisymmetric spin-part, leaving the spatial-part in the product form, hence leading to
a truly uncorrelated electronic wave function. On the other hand, a symmetric spin-part leads
to an antisymmetric spatial-part, hence introducing so-called Fermi correlation, also referred
to as exchange correlation, into the electronic wave function [148]. However, as stated above,
correlated wave functions in Quantum Chemistry arise as superpositions of CSFs.
Correlation effects in molecules are normally partitioned into near-degeneracy effects (static

correlation) and dynamic correlation. Inclusion of dynamic correlation arises from a desire
to describe the detailed correlated motion of the electrons as induced by their instantaneous
mutual repulsion. In the case of near-degeneracy effects, on the contrary, going beyond the HF
method is unrelated to the repulsion of the electrons but necessary to describe e.g. molecular
dissociation, see above. Summarizing, in the case of degeneracy effects, MCSCF methods are
employed to deal primarily with the associated static electron correlation and serve in these
cases as an orbital-generator for methods which account for dynamic electron correlation,
e.g. the MRCI or CASPT2 methods. In the absence of degeneracy effects, the HF method
constitutes a valid orbital-generator and single-reference correlation methods such as Møller-
Plesset perturbation theory or single reference Coupled-Cluster methods may be used for the
description of dynamic electron correlation.

2.2.1.4 Size-Extensitivity and the Davidson Correction

An approximate method for the solution of the time-independent electronic Schrödinger equa-
tion, eqn. (2.5), that scales correctly - that is, scales as the exact energy does - with the
number of particles in the systems is termed size-extensive [170]. This is to be contrasted to
size-consistency. According to Ref. [179], a size-consistent approximate method is one for which

EAB(d → ∞) = EA + EB, (2.103)

that is the energy of a dimer AB, consisting of the two monomers A and B, computed at
infinite separation between the dimers (d → ∞) equals the sum of the monomer energies, see
also Ref. [171]. According to this definition, various single reference methods such as HF, MP2
or CCSD in their restricted versions are size-consistent for some fragmentation processes, e.g.
dissociation of the H2 dimer from the electronic ground state, while they are not size-consistent
for others, e.g. dissociation of the H2 molecule from the electronic ground state. These methods,
however, are always size-extensive [171].
Truncated CI wave functions, including multireference CI, on the other hand, are neither size-

consistent nor size-extensive. As an illustration, consider the CID method applied to a system
containing two non-interacting fragments A and B with associated Hamilton operators ĤA

and ĤB, eigenfunctions ΦCID
A (q) and ΦCID

B (q), and associated composite CID wave function
ΦCID
AB (q). The associated total energy may be partitioned into a HF contribution EHF

AB =
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EHF
A + EHF

B and a correlation contribution Ec
AB due to the double excitations according

to [148]

Ec
AB =

〈ΦCID
AB (q)|ĤA + ĤB − EHF

A − EHF
B |ΦCID

AB (q)〉
〈ΦCID

AB (q)|ΦCID
AB (q)〉

=
〈ΦCID

A (q)|ĤA − EHF
A |ΦCID

A (q)〉+ 〈ΦCID
B (q)|ĤB − EHF

B |ΦCID
B (q)〉

〈ΦCID
A (q)|ΦCID

A (q)〉+ 〈ΦCID
B (q)|ΦCID

B (q)〉 − 1
. (2.104)

Here, intermediate normalization of the CI wave function was used, that is the coefficient of
the HF wave function is set to one, CHF = 1, c.f. eqn. (2.89), yielding 〈ΦHF(q)|ΦCID(q)〉 = 1
[136, 148]. Hence, the correlation contributions Ec

AB, eqn. (2.104), of the truncated CID wave
function is not size-extensive, since it does not separate into contribution of the individual
fragments [148]. The use of truncated CI wave functions introduces an unphysical coupling of
the non-interacting fragments, since, for a given CSF, the excitations allowed in one fragment
depend on the excitations present in the other fragment [148].
Realizing that the numerator in eqn. (2.104) is size-extensive, approximately size-extensive

schemes may be motivated [148]: Assuming that the correlation contribution to the wave function
is small, the denominator in eqn. (2.104) may be replaced by 1, yielding the size-extensive
expression

Ẽc
AB = 〈ΦCID

AB (q)|ĤA + ĤB − EHF
A − EHF

B |ΦCID
AB (q)〉. (2.105)

Furthermore, the difference between the variational correlation contribution, eqn. (2.104), and
the size-extensive expression, eqn. (2.105), for fragment A yields [148]

Ẽc
A − Ec

A =
〈ΦCID

A (q)|ĤA − EHF
A |ΦCID

A (q)〉
1 + 〈Φc

A(q)|Φc
A(q)〉

〈Φc
A(q)|Φc

A(q)〉

= Ec
A
1− C2

0

C2
0

, (2.106)

where Φc
A(q) = ΦCID

A (q)−ΦHF
A (q) and C0 is the normalization constant for the intermediately

normalized CID wave function. Hence, the normalized CID wave function is given by

ΦCID
A,norm(q) = C0

(

ΦHF
A (q) + Φc

A(q)
)

, (2.107)

such that C0 corresponds to the expansion coefficient of the Hartree-Fock wave function

ΦHF
A (q). Since C2

0 is assumed to be close to one, the term 1−C2
0

C2
0

may be replaced by 1 − C2
0

such that eqn. (2.106) reduces to

EDav
A = Ecorr

A

(

1− C2
0

)

, (2.108)

which is the Davidson correction [180]. This expression is often used to correct for the lack
of size-extensitivity or, equivalently, for the lack of quadruple excitations in small molecular
systems [148]. This is due to the fact that, for molecules containing roughly 50 electrons, CI
calculations including quadruple excitations are effectively size-extensive [136]. It should be
emphasized, however, that the Davidson correction does not provide a rigorous size-extensive
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energy, since for example the term Φc
A(q), which represents the set of doubly excited CSFs,

is obtained from the non-interacting composite system and differs from the one obtained in
calculations on the individual system [148]. The Davidson correction, however, was shown by a
large number of calculations to yield reasonable results [148], see also Ref. [T5]. The reader is
also referred to Refs. [171, 181] for alternative approximate corrections for size-extensitivity.

2.2.1.5 Technical aspects of MCSCF Theory

The MCSCF treatment in its CAS version, section 2.2.1.3, and subsequent MRCISD calculations
including the Davidson correction (MRCISD+Dav, section 2.2.1.4) accounting for dynamic electron
correlation, constitute the benchmark methods used in this thesis for the approximate solution of
the time-independent electronic Schrödinger equation. In Refs. [T5] and [T6], these calculations
focus on the electronic ground state, whereas Chapter 5 presents additionally results for the
first excited electronic state in the case of the degenerate Cope rearrangement of semibullvalene
as well as results of the potential energy curves of the two lowest lying electronic states for
the diatomic molecule NaCl. Although the very involved numerical calculation of these MCSCF
wave functions is readily implemented in most Quantum Chemistry ab-initio packages, see e.g.
Refs. [134, 135], these methods are not deemed to be black-box methods [148, 172]. Consequently,
in the following, some technical details of the optimization of MCSCF wave functions are given,
with special emphasize on the simultaneous optimization of several electronic states in so-called
state-averaged MCSCF calculations [182] as employed in Chapter 5.
In MCSCF calculations, both the set of CI coefficients {Cij}, eqn. (2.52), and the set of

molecular orbitals {ψm(ri)}, eqn. (2.53), are simultaneously optimized using the variation
method, section 2.2.1.1. An important area of application of MCSCF Theory is the simultaneous
study of several electronic states. Such studies may be carried out in different ways with the
most common approaches being the separate optimization of the individual states [183] and
the state averaged MCSCF approach [182], see also Refs. [148, 172]: As usual, the n electronic
states to be optimized are expressed as linear combinations of L N -electron basis functions
according to

ΦMCSCF
i (q) =

L
∑

j

CijΦ
′
j(q) with i = 1, 2, . . . , n, (2.109)

where the N -electron basis functions Φ′
j(q) are usually taken to be CSFs, c.f. section 2.2.1.3,

but may also be taken to be single SDs [148, 172]. In the separate optimization of the individual
states, the corresponding MCSCF energy for electronic state i,

EMCSCF
i = 〈ΦMCSCF

i (q)|Ĥel|ΦMCSCF
i (q)〉, (2.110)

is variationally optimized. The n wave functions obtained in this way are not orthogonal
since they have been calculated independently in separate calculations. However, to ob-
tain a set of orthogonal and non-interacting states, 〈ΦMCSCF

i (q)|ΦMCSCF
j (q)〉 = δij and

〈ΦMCSCF
i (q)|Ĥel|ΦMCSCF

j (q)〉 = EMCSCF
i δij , respectively, one may subsequently carry out

an additional CI calculation in the basis of the n previously optimized MCSCF wave func-
tions [183].
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In the state averaged MCSCF approach, on the other hand, the n electronic states are simul-
taneously optimized in a common basis of MOs. In this approach, the MOs are not optimized
separately for each electronic state, but are instead determined to minimize an average MCSCF
energy according to [182]

EMCSCF
av =

n
∑

i

wiE
MCSCF
i , (2.111)

where a weight factor wi was introduced for each electronic state i. These weight factors are
fixed numerical parameters, which may be chosen on some physical considerations [148]. In this
state-averaged approach, the description of each electronic state suffers from the fact that the
MOs are not optimal for each state separately. On the other hand, this method provides directly
a set of orthonormal, non-interacting electronic states and is well suited as an orbital-generator
for subsequent CI calculations.
Depending on the chosen optimization scheme, one of the expressions, eqns. (2.110) or (2.111),

must be made stationary with respect to changes in the set of CI coefficients {Cij} and the set
of MOs {ψm(ri)}, subject to the normalization and orbital orthogonality constraints,

L
∑

j

|Cij |2 = 1 and 〈ψi(ri)|ψj(ri)〉 = δij , (2.112)

respectively. These constraints might be taken into account using Lagrange multipliers, see
section 2.2.1.1 and Appendix 6.2, but such optimization schemes converge slowly or not at all in
the case of MCSCF wave functions [148, 172, 182]. Hence, for such optimizations, it is usually
necessary to use a so-called exponential parametrization of the MCSCF wave function leading
to a set of independent variational parameters instead of the set of CI coefficients {Cij} and the
set of MOs {ψm(ri)}. There is then no need for Lagrange multipliers, and numerical methods
for unconstrained optimizations may be used [148, 172, 182]; further details of the exponential
parametrization of the MCSCF wave function are given below10. Additionally, the straightforward
variational optimization of the respective MCSCF energy functions as described in section 2.2.1.1,
see also Appendix 6.2, with respect to these independent variational parameters, do usually not
converge either [148, 172, 182]. Instead, so-called second-order methods, involving the expan-
sion of the respective MCSCF energy function up to second-order in the variational parameters
must be used. These second-order methods will also be sketched below. Before discussing the
exponential parametrization of the MCSCF wave function and the second-order optimization
scheme, the “second quantization” formalism is introduced. This is the standard formalism for
practically all post HF methods, since it reduces much of the formal manipulations to algebra,
allowing the emerging relations to be developed in an elegant manner [148].

10Note that, concerning the variational optimization of the set of CI expansion coefficients {Cij}, so-called redun-
dant optimizations might be used in the case of single state optimizations using the energy function given in eqn.
(2.110), which avoid the more involved exponential parametrization, for details see e.g. Ref. [148]. In multi-state
optimizations, using the MCSCF energy function given in eqn. (2.111), however, an exponential parametrization of
the configuration space must usually be used [148, 172, 182]. The exponential parametrization of the orbital space,
on the other hand, allowing for unconstrained optimizations, is necessary both in single state and state-averaged
MCSCF calculations [148, 172, 182].
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In the second quantization formalism [148, 172], both the electronic wave function and the
Second Quantizationquantum mechanical operators, e.g. the electronic Hamiltonian, are expressed in terms of ele-

mentary creation and annihilation operators. In second quantization, a linear vector space, the
Fock space, is introduced, where each SD, eqn. (2.51), is represented by an occupation number
(ON) vector

|k〉 = |k1k2, . . . , kl〉, with kP =

{

1 φP occupied

0 φP unoccupied
, (2.113)

where l is the number of spin-orbitals. Thus, the occupation number kP is 1 if the spin-orbital
φP is present in the SD and 0 if it is absent. The ON vector which contains no electrons is
referred to as the vacuum state

|vac〉 = |01, 02, . . . , 0l〉. (2.114)

The N elementary creation operators, â†P , which add an electron in spin-orbital P , are defined
by

â†P |k1, k2, . . . , 0P , . . . , kl〉 = Γk
P |k1, k2, . . . , 1P , . . . , kl〉

â†P |k1, k2, . . . , 1P , . . . , kl〉 = 0,
(2.115)

where

Γk
P =

p−1
∏

Q=1

(−1)kQ . (2.116)

The phase factor Γk
P is equal to +1 if there are an even number of electrons in the spin-

orbitals Q < P and −1 if there are an odd number of electrons in these spin-orbitals. The
corresponding annihilation operator, âP , is defined as

âP |k〉 = δkP 1Γ
k
P |k1, . . . , 0P , . . . , kl〉, (2.117)

i.e. it reduces kP from 1 to 0 if spin-orbital P is occupied and it gives 0 if the spin-orbital is
unoccupied. The creation and annihilation operators are the adjoint of each other and the latter
gives zero when acting on the vacuum state

aP |vac〉 = 0, (2.118)

for more details see e.g. Refs. [148, 172].
Electronic Hamiltonian

in Second
Quantization

A second quantization operator is constructed by requiring its matrix elements between two
ON vectors to be equal to the matrix elements of the corresponding first quantization operators
between the corresponding SDs. Consequently, the second quantization analog of the electronic
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Hamiltonian Ĥel, eqn. (2.4), is given in the spin-orbital basis by [148, 172]

Ĥ2nd
el =

∑

PQ

ˆ

φ∗P (qi)

(

−1

2
∇2 −

∑

A

ZA

|ri −RA|

)

φQ(qi)dqi

︸ ︷︷ ︸

hPQ

â†P âQ

+
1

2

∑

PQRS

ˆ ˆ

φ∗P (qi)φ∗R(qj)φQ(qi)φS(qj)

|ri − rj |
dqidqj

︸ ︷︷ ︸

gPQRS

a†Pa
†
RaSaQ,

(2.119)

where the molecular one- and two-electron integrals, hPQ and gPQRS , respectively, were intro-
duced with the respective summations running over all spin-orbitals. In the case of spin-free op-
erators as the electronic Hamiltonian and using spin-orbitals of the form φpµ(qi) = ψp(ri)µ(σ),
c.f. eqn. (2.48), integration over the spin-variables, c.f. eqn. (2.47), leads to the second quanti-
zation representation of the electronic Hamiltonian in the MO basis [148, 172]:

ˆ̃H2nd
el =

∑

pq

hpq
∑

µ

â†pµâqµ

︸ ︷︷ ︸

Êpq

+
1

2

∑

pqrs

gpqrs

(

∑

µν

a†pµa
†
rνasνaqµ

)

︸ ︷︷ ︸

êpqrs

.
(2.120)

Here, the summation is over the MOs and the one- and two-electron integrals are defined in
the MO basis, with analogous expressions as in the spin-orbital basis, eqn. (2.119), except that
the integrations are over the spatial coordinates only. Note that upper case letters are used
when referring to spin-orbitals and lower case letters are used for MOs. Furthermore, the singlet
excitation operator and the two-electron excitation operator, Êpq and êpqrs, respectively, were
introduced. These operators contain the elementary operators, e.g. the annihilation operator
âpµ, with composite indices, where the first index p refers to the orbital part and the second
index µ to the spin-part of the spin-orbital φpµ(qi) = ψp(ri)µ(σ). Accordingly, the second
quantization expression for the MCSCF energy for electronic state i, c.f. eqn. (2.110), is given by

EMCSCF
i = 〈I| ˆ̃H2nd

el |I〉 =
∑

pq

〈I|Êpq|I〉
︸ ︷︷ ︸

Dpq

hpq +
1

2

∑

pqrs

∑

µν

〈I|a†pµa†rνasνaqµ|I〉

︸ ︷︷ ︸

dpqrs

, (2.121)

where the MCSCF wave function ΦMCSCF
i (q) for state i, c.f. eqn. (2.109), is represented by the

ON vector |I〉. Additionally, in eqn. (2.121), the one- and two-electron orbital density matrix
elements, Dpq and dpqrs, respectively, were introduced.

Exponential
Parametrization

For the exponential parametrization of the orbital space, consider an ON vector |Ĩ〉, where the
occupation numbers k̃1, k̃2, . . . , k̃l, c.f. eqn. (2.113), refer to a set of orthonormal spin-orbitals
{

φ̃pµ(qi)
}

. These spin-orbitals are obtained from another set {φpµ(qi)}, belonging to an ON

vector |I〉, by a unitary transformation among the underlying MOs according to [172]

ψ̃p(ri) =
∑

q

ψq(ri)Uqp. (2.122)
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The corresponding transformation of the set of spin-orbitals {φpµ(qi)} is obtained by multi-
plying eqn. (2.122) with an α or β spin-function. The elements of the unitary matrix U are
not independent, since they are coupled by the unitary relation U†U = UU† = 1 and hence
cannot be used as the independent variational parameters. It can be shown, however, that any
unitary matrix U can be written as the matrix exponential of an anti-Hermitian matrix κ [148]

U = exp(−κ) with κ† = −κ. (2.123)

The matrix elements of κ at the diagonal and below the diagonal may now be taken as the
independent elements and the remaining elements may be generated by the anti-Hermitian
condition κ∗pq = −κqp. Keeping this restriction in mind, the elements of anti-Hermitian
matrices like κ will be referred to as independent in the following. Assuming real MOs as usual,
a transformation that preserves both the orthonormality of the MOs and the spin of the wave
function may be written as [148, 172]

|Ĩ(κ)〉 = exp(−κ̂)|I〉, (2.124)

where the anti-Hermitian one-electron operator κ̂ is given by

κ̂ =
∑

p>q

κpq(Êpq − Êqp) =
∑

p>q

κpqÊ
−
pq. (2.125)

The elements κpq with p > q constitute the set of (real-valued) variational parameters for the
optimization of the MOs and the singlet-excitation operators, Êpq and Êqp, were defined in
eqn. (2.120). Note that with the particular definition of the anti-Hermitian operator in eqn.
(2.125), only spin-adapted unitary transformations among the MOs are carried out. Such kinds
of restricted unitary transformations are usually referred to as spin-adapted rotations among the
MOs [148]. Accordingly, further restrictions might be introduced via the anti-Hermitian operator
κ̂, i.e. preservation of the spatial symmetry of the associated wavefuncion in terms of so-called
point-group symmetry-adapted rotations among the MOs [148].
The exponential parametrization of the configuration space works in much the same way as

in the orbital space: Consider a set of L orthonormal states |I〉 which form a basis in the L
dimensional configuration space. From the L states |I〉, a new set of orthonormal states |Ĩ〉
may be generated by a unitary transformation according to [148, 172]

|Ĩ(S)〉 =
∑

Q

|Q〉UQI =
∑

Q

|Q〉[exp(−S)]QI

= exp(−Ŝ)|I〉 = exp



−
∑

QR

SQR|Q〉〈R|



 |I〉,
(2.126)

where SQR are the independent elements of the anti-Hermitian matrix S. The equivalence
of the matrix and operator representation in eqn. (2.126) is established by expanding the
exponential operator exp(−Ŝ), for further details see Refs. [148, 172]. Hence, exp(−Ŝ)|I〉, eqn.
(2.126), represents a unitarily transformed configuration state, whereas exp(−κ̂)|I〉, eqns. (2.124)
and (2.125), represents a state where the set of MOs {ψp(ri)} has been unitarily transformed.
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In the configuration space, however, one is mostly interested in transformations of a single
electronic state or of a small number of such states. Specifically, in the case of state-averaged
MCSCF calculations involving n real-valued electronic states to be optimized, c.f. eqn. (2.109),
the corresponding unitary transformation is given by [148]

|Ĩ(R)〉 = exp(−R̂)|I〉

= exp






−
∑

K>J
J≤n

RKJ(|K〉〈J |− |J〉〈K|)






|I〉,

(2.127)

where the summation is over pairs of states |K〉 and |J〉 and the parameters RKJ constitute
the independent variational parameters. Here, the index J refers to any of the n reference
states and the index K refers to these states and also to the orthogonal complement, that is to
the L − n remaining states that are not explicitly optimized. Furthermore, the states |K〉 are
ordered such that the n states |J〉 precede the L − n states of the orthonormal complement;
the reader is referred to Refs. [148, 172] for further details including efficient methods for the
generation of a basis for the orthogonal complement to the reference states. Finally, note
that the parametrization of the MCSCF wave function should, besides being independent, also
exclude those variational parameters that are not needed for a general transformation of the
wave function, that is the parametrization should also be non-redundant; see Ref. [148] for a
detailed discussions of the associated additional restrictions.

Newton-Raphson
Method

After having discussed the parametrization of the MCSCF wave function, we now turn to
the actual optimization of the MCSCF energy function, c.f. eqns. (2.111) and (2.121). As already
mentioned above, the straightforward variational optimization with respect to the independent
variational parameters, does usually not converge. Hence, so-called second-order methods
for the variational optimization are employed. The most prominent of these methods is the
second-order Newton-Raphson approach, where the energy is expanded as a Taylor series in
the variational parameters: Assume that the variational parameters are arranged as a column
vector, p. Expansion of the energy function E(p) in these variational parameters p around
p = 0 gives in matrix notation [148, 172]

E(p) = E(0) + gTE(1) +
1

2
pTE(2)p+ . . . . (2.128)

Here, E(0) is the energy at the expansion point, E(1) is a column vector representing the
electronic gradient at the expansion point and E(2) is a matrix representing the electronic
Hessian with elements

E(1)
i =

∂E(p)

∂pi

∣
∣
∣
∣
p=0

and E(2)
ij =

∂2E

∂pi∂pj

∣
∣
∣
∣
p=0

. (2.129)

The stationary points on the energy surface, eqn. (2.128), or equivalently the (approximate)
solutions of the time-independent Schrödinger equation, c.f. section 2.2.1.1, are obtained as
solutions to the equations ∂E(p)/∂pi = 0. They can be found iteratively by truncating the
Taylor expansion of the energy function E(p), eqn. (2.128), at second order, and setting the
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derivatives of this truncated energy expression equal to zero. This leads to the following system
of linear equations

E(1) +E(2)p = 0 or p = −E(2)−1
E(1). (2.130)

A sequence of Newton-Raphson iterations is obtained by generating an initial guess for the
set of variational parameters p, solving eqn. (2.130), redefining the solution as the new zero
point, recalculating the vector E(1) and the Hessian matrix E(2) and returning to eqn. (2.130).
Sufficiently close to the stationary point, the Newton-Raphson method converges quadratically
[148, 172].
To arrive at explicit expressions for the electronic gradient and the Hessian in the Taylor

State-Averaged MCSCF
Theory

series, eqn. (2.128), in the case of state-averaged MCSCF wave functions, consider the trans-
formed MCSCF wave function using the exponential parametrization of both the orbital and the
configuration space

|Ĩ(κ,R)〉 = exp(−κ̂)exp(−R̂)|I〉. (2.131)

The state-averaged energy of the transformed MCSCF states |Ĩ(κ,R)〉, c.f. eqn. (2.111), which
depends on the set of independent variational parameters {κ,R}, may now be written as

Eav(κ,R) =
∑

I

wI〈Ĩ| ˆ̃H2nd
el |Ĩ〉 =

∑

I

wI〈I|exp(R̂)exp(κ̂) ˆ̃H2nd
el exp(−κ̂)exp(−R̂)|I〉.

(2.132)
This state-averaged energy expression may be expanded in a Baker-Campbell-Hausdorff (BCH)
expansion11 yielding [172]

Eav(κ,R) =
∑

I

wI〈I| ˆ̃H2nd
el

+ [κ̂, ˜̂H2nd
el ] + [R̂, ˆ̃H2nd

el ]

+
1

2
[κ̂, [κ̂, ˆ̃H2nd

el ]] +
1

2
[R̂, [R̂, ˆ̃H2nd

el ]] + [R̂, [κ̂, ˆ̃H2nd
el ]] + . . . |I〉.

(2.133)

The first term in this expression is the zeroth order energy Eav(κ = 0,R = 0). Taking the
derivatives of eqn. (2.133) with respect to the variational parameters κpq , eqn. (2.125), one
obtains the following expression for the electronic gradient at κ = 0 [148]

oEav(1)
pq =

∂Eav(κ,R)

∂κpq

∣
∣
∣
∣
κ=0

=
∑

I

wI〈I|[Ê−
pq,

ˆ̃H2nd
el ]|I〉, (2.134)

where the operator Ê−
pq was defined in eqn. (2.125) and the superscript o refers to variations in

the orbital space. Accordingly, for the configuration space (c) one obtains

cEav(1)
KJ =

∂Eav(κ,R)

∂RKJ

∣
∣
∣
∣
R=0

=
∑

I

wI〈I|[|K〉〈J |− |J〉〈K|, ˆ̃H2nd
el ]|I〉, (2.135)

11In general, a BCH expansion is defined as exp(A)Bexp(−A) = B + [A,B] + 1
2 [A, [A,B]] + . . ., where A

and B might be operators or matrices, for a derivation see [148].
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where the variational parameters were defined in eqn. (2.127). For the elements of the Hessian
matrix one obtains

ooEav(2)
pq,rs =

∂2Eav(κ,R)

∂κpq∂κrs

∣
∣
∣
∣
κ=0

=
1

2
(1 + P̂pq,rs)

∑

I

wI〈I|[Ê−
pq, [Ê

−
rs,

ˆ̃H2nd
el ]]|I〉, (2.136)

where the operator P̂pq,rs permutes the pair indices pq and rs,

ccEav(2)
KJ,K′J ′ =

∂2Eav(κ,R)

∂RKJ∂RK′J ′

∣
∣
∣
∣
R=0

=
∑

I

wI〈I|[|K〉〈J |−|J〉〈K|, [|K ′〉〈J ′|−|J ′〉〈K ′|, ˆ̃H2nd
el ]]|I〉

(2.137)
and

coEav(2)
KJ,pq =

∂2Eav(κ,R)

∂RKJ∂κrs

∣
∣
∣
∣R=0

κ=0

=
∑

I

wI〈I|[|K〉〈J |− |J〉〈K|, [E−
pq,

ˆ̃H2nd
el ]]|I〉. (2.138)

For further details for the evaluation of eqs. (2.134)-(2.138), see e.g. Refs. [148, 172, 182].
As already mentioned, the Newton-Raphson procedure is iterative, each iteration consisting of

the construction of the respective gradients and Hessian matrices, eqns. (2.134)-(2.138), followed
by the solutions of the Newton-Raphson linear equations, eqn. (2.130). Due to the size of the
problem, usually each of these Newton-Raphson steps need to be solved iteratively as well.
These iterations within each Newton-Raphson step are usually referred to as microiterations to
distinguish them from the enclosing so-called macroiterations [148, 172, 182].
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2.2.2 Density Functional Theory

The correlated methods discussed so far based on the 4N dimensional many-electron wave
function scale poorly with the system size and they require the usage of extensive one-electron
expansions to describe the electron-electron cusp [148]. Density Functional Theory (DFT), on the
other hand, is based on the one-electron density ρBO

el (r), c.f. eqn. (2.42), which depends on
just three spatial coordinates. Hence, DFT is computationally much less demanding and, since
the wave function is not explicitly modeled, much smaller one-electron basis-sets are needed.
DFT based methods are very popular for the calculation of large molecular systems. It should
be noted that, although there exists a certain hierarchy of approximations (section 2.2.2.3), the
different approximations discussed later are not variational, i.e. no systematic improvements are
possible and they usually need to be tested against correlated wave function based methods,
e.g. CCSD(T), MRCISD, CASPT2, or against experimental data.
In section 2.2.2.1 the fundamental Hohenberg-Kohn Theorems [184] are presented, while sec-

tion 2.2.2.2 deals with the Kohn-Sham method [185], the standard scheme employed nowadays
for DFT calculations. Finally, section 2.2.2.3 describes various approximations to the exchange-
correlation functional (section 2.2.2.2), which constitutes the “holy grail” of Density Functional
Theory [163].

2.2.2.1 The Hohenberg-Kohn Theorems

The first Hohenberg - Kohn Theorem proves that the electron density of the non-degenerate
electronic ground state, ρBO

el (r), determines the electronic Hamiltonian Ĥel and hence all prop-
erties associated with the electronic Schrödinger equation, eqn. (2.5): Consider the electronic
Hamiltonian

Ĥel = T̂el + V̂el−nuc + V̂el−el, (2.139)

which was already given in eqn. (2.4), see also eqn. (2.3) for explicit expressions of the respective
terms. The mean electron-nuclear attraction energy is given by [137]

V̄el−nuc = 〈Φ0(q)|V̂el−nuc|Φ0(q)〉 = 〈Φ0(q)|
∑

i

(

∑

A

ZA

|ri −RA|

)

︸ ︷︷ ︸

v(ri)

|Φ0(q)〉 (2.140)

=

ˆ

ρBO
el (r)

(

−
∑

A

ZA

|ri −RA|

)

︸ ︷︷ ︸

v(r)

dr,

where v(r) is usually referred to as the external potential in DFT.
Hohenberg and Kohn proved in 1964 that for systems with a non-degenerate electronic ground

state

The electron density, ρBO
el (r), eqn. (2.42), determines uniquely the external potential, v(r),

up to an additive constant [184],
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by showing that there do not exist two external potentials, v(r) and v′(r), associated with the
same ground state electron density ρBO

el (r) (other than the trivial case of the potentials differing
by an additive constant). Additionally, the electron density determines the number of electrons
N ,

ˆ

ρBO
el (r)dr = N, (2.141)

c.f. eqn. (2.42). Hence, it determines all components of the electronic Hamiltonian, Ĥel, and
thereby the electronic wave function Φ0(q)12. The electronic energy, c.f. eqn. (2.5), may thus
be expressed as a functional13 of the electron density

E0[ρ
BO
el (r)] = V̄el−nuc[ρ

BO
el (r)] + T̄el[ρ

BO
el (r)] + V̄el−el[ρ

BO
el (r)], (2.142)

with V̄el−nuc[ρBO
el (r)] given by eqn. (2.140). The mean kinetic energy and the mean electron-

electron interaction energy functionals, T̄el[ρBO
el (r)] and V̄el−el[ρBO

el (r)], respectively, are often
grouped together in the Hohenberg-Kohn Functional FHK[ρBO

el (r)] [163],

FHK[ρ
BO
el (r)] = T̄el[ρ

BO
el (r)] + V̄el−el[ρ

BO
el (r)] = 〈Φ0(q)|T̂el + V̂el−el|Φ0(q)〉, (2.143)

for which as yet no exact expression is known and which is thus the holy grail of density
functional theory [163]. It is interesting to note that formally, since ρBO

el (r) uniquely deter-
mines the electronic Hamiltonian Ĥel, all properties of all excited electronic states are deter-
mined by the ground state density [163]. For excited states, however, other functionals than
V̄el−nuc[ρBO

el (r)] + FHK[ρ0(r)] are needed. Hence, in practice, DFT is mostly applied to the
electronic ground state with extensions to excited electronic states in the framework of lin-
ear response theory (TDDFT) [187]. Furthermore note that it is only the ground state density,
ρBO
el (r), that contains the information about positions and charges of the nuclei allowing the

mapping from density to external potential; the density of an excited electronic state cannot be
used [163].

The second Hohenberg-Kohn Theorem gives a formal prescription of how the ground state
electron density might be found: Consider a trial density ρ′el(r) that satisfies the boundary
conditions ρ′el(r) ≥ 0 and

´

drρ′el(r) = N for all r and that defines the external potential
v′(r) and hence the electronic Hamiltonian Ĥ ′

el and the associated trial wave function Φ′(q)14.
Invoking the relation for variationally optimized wave functions, eqn. (2.71), yields

〈Φ′(q)|Ĥel|Φ′(q)〉 = T̄el[ρ
′
el(r)] + V̄el−el[ρ

′
el(r)] +

ˆ

drρ′el(r)v(r) = E[ρ′el(r)]

≥ E0[ρ
BO
el (r)] = 〈Φ0(q)|Ĥel|Φ0(q)〉.

(2.144)

12The limitation to non-degenerate electronic ground states was lifted in Ref. [186].
13For details on functionals and functional derivatives, see Appendix 6.1
14This proof relies on the prerequisite that ρ′el(r) is associated with some external potential v′(r), i.e. that it is

v-representable. This requirement can be replaced by the weaker condition that ρ′el(r) must be associated with
an antisymmetric wave function without being necessarily v(r)-representable [186]. Such densities are referred
to as being N -representable, which is fulfilled in practically all implementations of DFT in use, see sections
2.2.2.2 and 2.2.2.3.



2.2. Molecular Electronic Structure Theory 45

Note that the expectation value of the exact electronic Hamiltonian Ĥel is considered and
consequently the external potential v(r) and not v′(r) must be used. Hence, the ground state
density is formally found as the density which makes the energy functional E[ρBO

el (r)], subject
to the constraint that the number of electrons is conserved, eqn. (2.141), stationary, c.f. eqn.
(2.57). Specifically, this is achieved by setting the functional derivative of the auxiliary functional
G[ρBO

el (r)] = E[ρBO
el (r)] − µ

(´

ρBO
el (r)dr−N

)

, containing the constraint
´

ρBO
el (r)dr = N

and associated Lagrange multiplier µ, equal to zero according to

δ

δρBO
el (r)

(

E[ρBO
el (r)]− µ

(
ˆ

ρBO
el (r)dr−N

))

= 0, (2.145)

yielding

µ = v(r) +
δT̄el[ρBO

el (r)]

δρBO
el (r)

+
δV̄el−el[ρBO

el (r)]

δρBO
el (r)

. (2.146)

Eqn. (2.146) is the Euler-Lagrange equation with the chemical potential µ [159, 162].

2.2.2.2 The Kohn-Sham method

Eqn. (2.146) is only of practical use if reasonable approximations of the functionals T̄el[ρBO
el (r)]

and V̄el−el[ρBO
el (r)] are available. Especially the contribution of the kinetic energy is expected

to be large according to the virial theorem [137, 159] such that early attempts by Thomas, Fermi,
Dirac and others to model T̄el[ρBO

el (r)] as rather simple function did not even predict chemical
bonding [159, 162]. The major breakthrough is due to Kohn and Sham [185] who introduced
orbitals into the problem, which allows the kinetic energy to be evaluated reasonably accurately,
leaving just a “small” residual correction.
To derive the Kohn-Sham equations, the total energy functional is rewritten as

E[ρBO
el (r)] = T̄el[ρ

BO
el (r)] + V̄el−el[ρ

BO
el (r)] +

ˆ

ρBO
el (r)v(r)dr

= T̄s[ρ
BO
el (r)] + J̄ [ρBO

el (r)] +

ˆ

ρBO
el (r)v(r)dr

+ T̄el[ρ
BO
el (r)]− T̄s[ρ

BO
el (r)]

︸ ︷︷ ︸

∆T̄el[ρBO
el (r)]

+ V̄el−el[ρ
BO
el (r)]− J̄ [ρBO

el (r)]
︸ ︷︷ ︸

∆V̄el−el[ρBO
el (r)]

, (2.147)

where the first line is just eqn. (2.142). In the second line, the term T̄s[ρBO
el (r)]− T̄s[ρBO

el (r)] +
J̄ [ρBO

el (r)]− J̄ [ρBO
el (r)] = 0 was added and the terms entering the exchange correlation func-

tional EXC[ρBO
el (r)] = ∆T̄el[ρBO

el (r)] +∆V̄el−el[ρBO
el (r)] were defined. J̄ [ρBO

el (r)] is the classi-
cal (Hartree) Coulomb repulsion of the density with itself

J̄ [ρBO
el (r)] =

1

2

ˆ ˆ

ρBO
el (r)ρBO

el (r′)

|r− r′| drdr′. (2.148)

In this way, part of the unknown functional V̄el−el[ρBO
el (r)] may be evaluated by the known

functional J̄ [ρBO
el (r)] with the residual part shifted to the unknown exchange-correlation func-

tional EXC[ρBO
el (r)], i.e. V̄el−el[ρBO

el (r)] = J̄ [ρBO
el (r)]+∆V̄el−el[ρBO

el (r)]. In the same spirit, the
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unknown kinetic energy functional is evaluated as T̄el[ρBO
el (r)] = T̄s[ρBO

el (r)] +∆T̄el[ρBO
el (r)],

where T̄s[ρBO
el (r)] is taken to be the mean kinetic energy of a hypothetical reference system of

N non-interacting electrons in an external potential vs(r), selected so that the electron den-
sity of the reference system, ρs(r), is identical to the true electron density, ρs(r) = ρBO

el (r)15.
A similar system has already been encountered in this thesis in the context of Hartree-Fock
Theory, see section 2.2.1.3 and Appendix 6.2, with the external potential given by vHF(qi) =
v(ri) + ϑHF(qi), where ϑHF(qi) is the average Hartree-Fock potential experienced by one
electron due to the presence of the N − 1 remaining electrons, eqn. (2.88). The Hamiltonian of
this hypothetical non-interacting reference system is given by

ĤKS
s =

N
∑

i

(

−1

2
∇

2
ri
+ vs(ri)

)

=
N
∑

i

ĥKS(ri). (2.149)

The Kohn-Sham (KS) spin-orbitals φKS
m (qi) are eigenfunctions of the one-electron KS Hamilto-

nian ĥKS(ri) according to
ĥKS(ri)φ

KS
m (qi) = εKS

m φKS
m (qi) (2.150)

and the wave function representing the ground state of this non-interacting system is given by
the Slater determinant

ΦSD
s (q) =

1√
N !

∣
∣
∣
∣
∣
∣
∣
∣
∣

φKS
1 (q1) φKS

2 (q1) . . . φKS
N (q1)

φKS
1 (q2) φKS

2 (q2) . . . φKS
N (q2)

...
...

. . .
...

φKS
1 (qN ) φKS

2 (qN ) . . . φKS
N (qN )

∣
∣
∣
∣
∣
∣
∣
∣
∣

. (2.151)

Since in this formulation, the external potential vs(r) does not contain electron-spin, the solu-
tions of eqn. (2.150) are doubly degenerate: For each eigenvalue εKS

m , there are two independent
solutions that can be chosen according to eqn. (2.48) [162]. Hence, the underlying KS spatial-
orbitals ψKS

m (ri) are defined in analogy to the spatial-orbitals ψHF
m (ri) in restricted HF theory,

c.f. section 2.2.1.3 and Appendix 6.2. Note however, that the restriction on the spatial KS orbitals
is the natural consequence of the theory, whereas the restriction in the restricted HF method
is a further qualification on the determinantal-wave-function approximation [162]16. Hence,
for closed shell-systems, the electron-density may be expressed in terms of the corresponding
spatial KS MOs, ψKS

m (ri), according to

ρBO
el (r) = ρs(r) = 〈ΦSD

s (q)|
∑

i

δ(r− ri)|ΦSD
s (q)〉 = 2

N/2
∑

m

|ψKS
m (ri)|2, (2.152)

c.f. eqn. (2.36). The corresponding energy of the hypothetical reference system is given by

Es[ρ
BO
el (r)] = 〈ΦSD

s (q)|ĤKS
s |ΦKS

s (q)〉 = T̄s[ρ
BO
el (r)] +

ˆ

vs(r)ρ
BO
el (r)dr, (2.153)

15Here, it was assumed that ρBO
el (r) is non-interacting v-representable, that is there must exist a non-interacting

ground state associated with ρBO
el (r), for details see Ref. [162].

16In spin-density-functional theory, which is analogous to the unrestricted HF method, a spin-dependence is
introduced in the external potential, leading to differing α-spin and β-spin electron densities, for details see
Ref. [162]
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with

T̄s[ρ
BO
el (r)] = 〈ΦSD

s (q)|
∑

i

−1

2
∇

2
ri
|ΦKS

s (q)〉 = 2

N/2
∑

m

〈ψKS
m (ri)|−

1

2
∇

2
ri
|ψKS

m (ri)〉, (2.154)

where the last equation follows from the Condon-Slater rules [136]. Finally, the Euler-Lagrange
equation of the reference system is

µs =
δT̄s[ρBO

el (r)]

δρBO
el (r)

+ vs(r), (2.155)

c.f. eqns. (2.145) and (2.146).
Now, an expression for vs(r) is obtained by rewriting eqn. (2.146) using eqn. (2.147) as

µ =
δT̄s[ρBO

el (r)]

δρBO
el (r)

+
δJ̄ [ρBO

el (r)]

δρBO
el (r)

+ v(r) +
δEXC[ρBO

el (r)]

δρBO
el (r)

︸ ︷︷ ︸

veff(r)

, (2.156)

where the effective potential veff(r) was defined. Using

δJ̄ [ρBO
el (r)]

δρBO
el (r)

=
1

2

ˆ

ρBO
el (r′)

|r− r′| dr
′ (2.157)

and defining the exchange-correlation potential

vXC(r) =
δEXC[ρBO

el (r)]

δρBO
el (r)

, (2.158)

the effective potential reads

veff(r) =
1

2

ˆ

dr′
ρBO
el (r′)

|r− r′| + v(r) + vXC(r). (2.159)

Comparison of eqns. (2.155) and (2.156) shows that they are equal with µ = µs if vs(r) = veff(r).
Therefore, for a given effective potential veff(r), one obtains ρBO

el (r) that satisfies eqn. (2.156)
by solving the Kohn-Sham equations
(

−1

2
∇

2
ri
+ veff(ri)

)

φKS
m (qi) =

(

−1

2
∇

2
ri
+ v(ri) +

1

2

ˆ

dr′
ρBO
el (r′)

|ri − r′| + vXC(ri)

)

φKS
m (qi)

= εKS
m φKS

m (qi), (2.160)

and using eqn. (2.152) with the underlying KS spatial orbitals. The corresponding energy of
the interacting systems is obtained using eqn. (2.147), which contains the unknown exchange-
correlation functional EXC[ρBO

el (r)]. Since according to eqn. (2.159) veff(r) depends on ρBO
el (r),

the Kohn-Sham equations need to be solved iteratively. Furthermore, as in the HF method, the
underlying KS spatial-orbitals ψKS

m (ri) are usually expanded in an auxiliary set of one-electron
basis-functions (AOs, section 2.2.4), see Appendix 6.2 for further details.



48 Chapter 2. Molecular Quantum Dynamics

2.2.2.3 The exchange correlation energy

In principle, the Kohn-Sham equations, eqn. (2.160), would yield the exact ground state density
ρBO
el (r) using eqn. (2.152) if the exchange-correlation functional EXC[ρBO

el (r)], eqn. (2.158),
containing the kinetic correlation energy ∆T̄el[ρBO

el (r)] and the non-classical part of the average
electron-electron repulsion energy ∆V̄el−el[ρBO

el (r)], were known exactly. Hartree-Fock theory,
by contrast, is approximate by definition and electron correlation effects need to be included a
posteriori, see section 2.2.1.3.
There exists a hierarchy of approximations to EXC[ρBO

el (r)], termed Jacob‘s ladder [159], which
is, however, not variational:

• In the local density approximation (LDA), the exchange correlation energy is expressed as
the integral of a function of just the density according to

EXC[ρ
BO
el (r)] ≈ ELDA

XC [ρBO
el (r)] =

ˆ

F
(

ρBO
el (r)

)

dr =

ˆ

ρBO
el (r)εXC[ρ

BO
el (r)]dr.

(2.161)
Here, εXC(ρBO

el (r)) is the exchange correlation energy per particle taken from the uniform
electron gas. This is a hypothetical electrically neutral infinite volume system consist-
ing of an infinite number of interacting electrons moving in a space throughout which
positive charge is continously and uniformly distributed [137, 159, 162, 163]. The quantity
εXC[ρBO

el (r)] can be further split into exchange and correlation contributions

εXC[ρ
BO
el (r)] = εX[ρ

BO
el (r)] + εC[ρ

BO
el (r)]. (2.162)

For the exchange part, analytical expressions were first derived by Bloch and Dirac,
see Ref. [163] and Refs. therein, whereas for the correlation part no explicit analytical
expressions are known. There exist, however, highly accurate quantum Monte-Carlo
simulations [188], on the basis of which analytical expressions have been obtained by
interpolation schemes [189]. The uniform electron gas is the model system on which most
approximate exchange correlation functionals are based.

• In the generalized gradient approximation (GGA), EXC[ρBO
el (r)] is expressed as an integral

of a function of the density and its gradient

EXC[ρ
BO
el (r)] ≈ EGGA

XC [ρBO
el (r)] =

ˆ

F
(

ρBO
el (r),∇rρ

BO
el (r)

)

dr, (2.163)

such that the LDA is corrected for the variation of the electron density with position.
EGGA

XC [ρBO
el (r)] is usually split into exchange and correlation parts, which are modeled

separately
EGGA

XC [ρBO
el (r)] = EGGA

X [ρBO
el (r)] + EGGA

C [ρBO
el (r)]. (2.164)

These approximate functionals are developed using theoretical considerations such as the
known behavior of the exact (but unknown) functionals EX[ρBO

el (r)] and EC[ρBO
el (r)] in

various limiting situations as a guidance [162, 163]. Quite often, also additional parameters
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are included, which are fitted to available experimental data. Usually, the exchange part
is written as

EGGA
X [ρBO

el (r)] = ELDA
x [ρBO

el (r)]−
ˆ

F̃

(

|∇rρBO
el (r)|

(

ρBO
el (r)

)4/3

)

(

ρBO
el (r)

)4/3
dr, (2.165)

where the argument of the function F̃ is the dimensionless reduced density gradient.
For the function F̃ , two main classes of approximations have been established [163]:
The first class is based on a GGA exchange functional developed by Becke [190] and is
usually abbreviated as B or B88. It contains one empirical parameter optimized by a least
squares fit to the exchange energies of the rare gas atoms He through Rn. Often used
GGA exchange correlation functionals of the second class are for example the functionals
developed by Perdew (P) [191] and the one developed by Perdew, Burke and Ernzerhof (PBE)
[192]. These functionals are free of empirical parameters fitted to experimental data [163].
Among the most popular GGA correlation functionals are the functional by Perdew and
Wang (PW91) [193], which contains no empirical parameters [163], and the correlation
functional due to Lee, Yang and Parr (LYP) [194]. The latter functional is not based on the
uniform electron gas but on the correlation energy of the He atom calculated using wave
function based methods [195]. It contains one empirical parameter. In principle, any GGA
exchange functional might be combined with any GGA correlation functional. However,
only a few combinations are currently in use, since the respective results rely on error
compensations. Popular combinations are for example BLYP and BPW91.

• In meta-GGAs, higher order derivatives are introduced, e.g.

EXC[ρ
BO
el (r)] ≈ EmGGA

XC [ρBO
el (r)] =

ˆ

F
(

ρBO
el (r),∇rρ

BO
el (r),∇2

rρ
BO
el (r)

)

dr. (2.166)

For details, the reader is referred to Ref. [159] and Refs. therein, since the meta-GGAs have
not been employed in this thesis.

• In hybrid-functionals, EXC[ρBO
el (r)] is approximated as

EXC[ρ
BO
el (r)] ≈ Ehyb

XC [ρBO
el (r)] =

ˆ

F
(

ρBO
el (r),∇rρ

BO
el (r)

)

+ βE0
X[ρ

BO
el (r)], (2.167)

that is a GGA functional is combined with a fraction of exactly computed exchange,
E0

X[ρ
BO
el (r)], defined by the same formula obtained within Hartree-Fock theory for the

exchange energy integrals, see Appendix 6.2, eqn. (6.6), except for the replacement
of the Hartree-Fock orbitals by the Kohn-Sham orbitals. It may be interesting to note
that the sole combination of E0

X[ρ
BO
el (r)] with approximate expressions for the exchange

correlation functional leads to poor results for molecular properties [137,159,163]. Modeling
both the exchange and the correlation functionals as in the GGA, by contrast, leads to
cancellation of errors and better results. Hence, in hybrid functionals, both the advantages
of exact exchange and the cancellation of errors in the GGA are combined, and commonly
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additional parameters are introduced, which are fitted to experimental data.
Specifically, Becke‘s B3PW91 exchange correlation hybrid functional [196] is given by

EB3PW91
XC [ρBO

el (r)] = (1− a)ELDA
X [ρBO

el (r)] + aE0
X[ρ

BO
el (r)] + bEB88

X [ρBO
el (r)]

+cEPW91
C [ρBO

el (r)] + ELDA
C [ρBO

el (r)]. (2.168)

The three empirical parameters a = 0.20, b = 0.72, and c = 0.81 were chosen such that
the atomization energies and ionization energies as well as the proton affinities included
in the G2 data base [197] were optimally reproduced, see Refs. [159, 163] for further details.
Minor modifications introduced in Ref. [198] lead to the ubiquitous B3LYP functional

EB3LYP
XC [ρBO

el (r)] = (1− a)ELDA
X [ρBO

el (r)] + aE0
X[ρ

BO
el (r)] + bEB88

x [ρBO
el (r)]

= +(1− c)ELDA
C [ρBO

el (r)] + cELYP
C [ρBO

el (r)]. (2.169)
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2.2.3 Localized Molecular-Orbitals

Hartree-Fock and Kohn-Sham wave functions consisting of a single SD, c.f. sections 2.2.1.3
and 2.2.2, respectively, are invariant to any unitary transformation of the occupied spin-orbitals
according to

φ′m(qi) =
N
∑

n

Unmφn(qi) with UU† = 1, (2.170)

see for example Ref. [136]. This constitutes the basis of orbital localization procedures, which
aim at finding a unitarily transformed set of spin-orbitals {φ′m(qi)}, which satisfies a given
optimal localization criterion. One of the goals of these procedures is to derive localized
spin-orbitals which are approximately constant between structurally similar units in different
molecules [199], see also Ref. [200]. In this thesis, the set of localized spin-orbitals is used
in order to decompose electronic quantum fluxes into contributions from different sets of
localized orbitals, corresponding e.g. to contributions from CH-bonds and so-called pericyclic
orbitals, which correspond to the rearranging bonds in a pericyclic reaction according to the
Lewis-structure, see Chapter 3 and Refs. [T1,T2,T5] for details.
Pipek and Mezey showed that for the underlying molecular-orbitals, c.f. eqn. (2.48), a

localization quantity can be defined that measures the number of atoms over which the MO
extends, see Ref. [201] and Refs. therein. This measure of localization for the particular MO
ψm(ri) is defined according to

dm =

{
M
∑

A=1

(Qm
A )2
}−1

, (2.171)

where

Qm
A =

∑

µ∈A

∑

ν

cµmcνmSµν with Sµν =

ˆ

driλu(ri)λν(ri) (2.172)

are the gross atomic Mullikan populations [202] for the MO m, with Sµν being an element of
the overlap matrix of AOs, c.f. eqn. (2.53). Hence, in the Pipek-Mezey localization scheme [201],
they proposed to maximize the sum of the gross atomic Mullikan populations by maximizing
the function

ΩPM = 2

N/2
∑

m

M
∑

A

(Qm
A )2 , (2.173)

where the sum over m runs over the N/2 occupied MOs. In these kind of optimizations, it is
common to determine the optimal unitary transformations among the MOs and consequently
among the spin-orbitals, c.f. eqn. (2.170), by consecutive two by two rotations according to

ψ′
s(ri) = cos(γ)ψs(ri) + sin(γ)ψt(ri)

ψ′
t(ri) = −sin(γ)ψs(ri) + cos(γ)ψt(ri), (2.174)

see Ref. [201] and Refs. therein for more details.
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Alternative localization schemes are for example the Boys localization [199], in which the
expectation value

〈Ω〉Boys = 2

N/2
∑

m

ˆ ˆ

dridrjψ
∗
m(ri)ψ

∗
m(rj)(r− r′)2ψm(ri)ψm(rj)

︸ ︷︷ ︸

〈ψmψm|(ri−rj)2|ψmψm〉

(2.175)

is minimized17. This corresponds to determining a set of localized MOs which minimize the
spatial extent, that is they are as compact as possible.
Another approach is the Edmiston-Ruedenberg localization [203], in which the expectation

value

〈Ω〉ER = 2

N/2
∑

m

〈ψmψm| 1

|ri − rj |
|ψmψm〉 (2.176)

is minimized. Equation (2.176), in which the notation for the two-electron integrals introduced
in eqn. (2.175) was used, corresponds to minimizing the self-repulsion energy, see also Ref. [200].
For most molecules, these localization schemes give very similar results [200]. The main ex-

ception is that the Pipek-Mezey method, eqn. (2.173), preserves the σ/π-separation, whereas the
Boys and Edmiston-Ruedenberg schemes usually produce “banana” bonds in systems containing
π-bonds. In this thesis, solely the Pipek-Mezey localization method [201] is used.

2.2.4 Atomic Orbitals (AOs)

All electronic structure calculations presented in this thesis use real-valued Gaussian-type or-
bitals (GTOs) as one-electron basis-functions, c.f. eqn. (2.53), which are given by

λGTO
ζlm (r) = NGTO

ζlm Slm(r)exp(−ζr2), (2.177)

with r = (r, θ,φ). NGTO
ζlm is a normalization constant, ζ is the orbital exponent and Slm(r) is

one of the real-values solid harmonics [148]. The real-values solid harmonics are related to the
complex valued spherical harmonics Ylm(θ,φ) [142] by

Sl0(r) = Nlr
lYl0(θ,φ) for m = 0 (2.178)

and
(

Slm(r)
Sl,−m(r)

)

=
1√
2

(

(−1)m 1
−(−1)mi i

)(

NlrlYlm(θ,φ)
NlrlYl,−m(θ,φ)

)

for m > 0, (2.179)

where Nl is a normalization constant [148], see also section 6.4.4 in Ref. [148] for explicit
Cartesian expressions for the real-valued solid harmonics. Note that in electronic structure
calculations for atoms and diatomics, Slater-type orbitals (STOs) [148] are often used. These
STOs are in principle better suited for the description of atomic or molecular-orbitals leading
to shorter expansion lengths for given accuracies. The longer expansion lengths for GTOs are,

17The MOs are usually real-valued functions, such that ψm(ri) = ψ∗
m(ri).
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however, computationally largely compensated by the faster evaluation of multi-center two-
electron integrals, see Appendix 6.2, eqns. (6.6) and (6.15), employing the Gaussian product rule.
Additionally, the integrals over the solid harmonic GTOs, eqn. (2.177), may be generated as linear
combinations of integrals over Cartesian GTOs which are, on their turn, separable in the three
Cartesian directions, making them the standard approach in molecular applications.
It turns out that a large number of GTOs is needed to give an accurate description of the

electronic structure. Realizing, however, that this large number of GTOs is primarily needed to
describe the unperturbed atomic electron distributions, modern basis-sets are constructed from
so-called contracted GTOs, λcGTO

ζlm (r), which are fixed linear combinations of primitive GTOs,
c.f. eqn. (2.177), according to [148, 204–208]:

λcGTO
ζlm (r) =

∑

i

diaλ
GTO
ζilm (r). (2.180)

There is a large variety of Gaussian basis-sets, which differ in the strategy used in the deter-
mination of the orbital exponents ζi and the contraction coefficients dia as well as in the actual
contraction scheme, eqn. (2.180), see Refs. [148, 204–208] for various approaches. In this work,
Dunning‘s correlation-consistent (cc) basis-sets [206] are used, which are designed for electronic
structure calculations including a high degree of electron correlation. For this purpose, the
contracted GTOs must represent both the occupied Hartree-Fock orbitals of the atomic systems
and the virtual correlating orbitals into which the correlated electrons can be excited. Since
the lowest lying virtual atomic Hartree-Fock orbitals are quite diffuse and hence ill suited for
correlating the ground state electrons, the following strategy is used for the first group elements
boron to neon:

• At first, a set of primitive GTOs, consisting typically of at least 9 primitive GTOs with
l = 0 (s-functions) and 4 sets of primitive GTOs with l = 1 (p-functions) and m =
−1, 0, 1, is chosen. This particular set of primitive GTOs is abbreviated by (9s4p). Next,
the orbital exponents ζi and contraction coefficients dia of these primitive GTOs are
variationally optimized in atomic Hartree-Fock calculations in order to obtain an accurate
representation of the atomic ground-state Hartree-Fock orbitals. In these optimizations,
all primitive GTOs of a given angular momentum are allowed to mix freely (general
contraction scheme), giving rise to two optimized contracted GTOs with l = 0 and one
optimized set with l = 1 and m = −1, 0, 1, with short-hand notation [2s1p]. Hence, in
this short-hand notation, brackets refer to contracted GTOs and parentheses to primitive
GTOs.

• Next, correlating orbitals, being represented by a single primitive GTO, are added in
a step-wise fashion and their orbital exponents are determined by maximizing their
contribution to the correlation energy in an atomic valence CISD calculation. All of those
thus obtained correlating orbitals, giving similar contributions to the correlation energy,
are then grouped together. Hence, a hierarchy of basis-sets is set up that is correlation-
consistent in the sense that each basis-set contains all correlating orbitals that lower the
CISD correlation energy by comparable amounts as well as all orbitals that lower the
energy by larger amounts [206]. In this scheme, the s- and p-functions are added jointly
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Ground State HF Orbitals Correlating Orbitals Total
Primitive Contracted

cc-pVDZ (9s4p) [2s1p] (1s1p1d) [3s2p1d]
cc-pVTZ (10s5p) [2s1p] (2s2p2d1f) [4s3p2d1f]
cc-pVQZ (12s6p) [2s1p] (3s3p2d2f1g) [5s4p2d2f1g]

Table 2.1: The structure of the correlation-consistent polarized split-valence basis-sets for atoms
boron through neon [206]. Parentheses refer to primitive sets of GTOs, whereas brack-
ets refer to contracted sets of GTOs.

giving rise to (sp)-sets, whereas the correlating orbitals with l > 1 are added separately
to the respective (sp)-sets, for further details see Ref. [206].

It turns out that the first (sp)-set lowers the correlation energy by approximately the same
amount as the first d-set (1d) with the contributions of the remaining sets being considerably
lower, giving rise to the [3s2p1d] basis-set. Since one contracted GTO is used per core orbital
while two contracted GTOs are used per valence orbital and since the correlation functions with
l > 1 also serve as polarization functions upon molecule formation, this basis-set is referred
to as correlation-consistent - polarized split-valence double-zeta (cc-pVDZ) basis-set, c.f. Table
2.1. Extension of this basis-set by another (sp)- and (d)-set and by a (f)-set, that all provide
smaller but similar contributions to the correlation energy, yields the cc-pVTZ basis-set. Hence
the notation of this hierarchical correlation-consistent basis-set is cc-pVXZ, where the cardinal
number X = D,T,Q, 5, 6, . . . denotes the number of contracted GTOs describing each valence
orbital. In practice, firstly the size of the primitive Gaussian basis used in the general contraction
to obtain the atomic ground-state Hartree-Fock orbitals increases with the cardinal number X ,
e.g. for the cc-pVDZ set, a (9s4p)-set is contracted to [2s1p] and for the cc-pVTZ set a (10s5p)-set
is contracted to [2s1p], see Table 2.1. Secondly, to save computational time, the exponents in the
(sp)-correlating sets are usually not optimized variationally, but are taken as the most diffuse
primitive functions from the preceding general contractions, which was shown to yield excellent
results [206].
These basis-sets give excellent results for highly correlated calculations on molecules and

are therefore adopted in molecular calculations without further scaling [148, 206]. The only
exception is the hydrogen-atom for which the cc-basis-sets to be used in molecular calculations
are obtained from optimizations on the hydrogen molecule, for details see Refs. [148, 206].
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2.3 Nuclear Quantum Dynamics

Having discussed the numerical solution of the time-independent electronic Schrödinger equa-
tion, eqn. (2.5), we now turn to the solution of the time-dependent nuclear Schrödinger equation
(TDNSE) in the adiabatic approximation, eqn. (2.17). At first, the numerical calculation of sta-
tionary nuclear states associated with electronic state i, ζ(i)j (R), is discussed in section 2.3.1.

These stationary states, in particular the state associated with the lowest energy, ζ(i)0 (R), often
serves as the initial state for quantum dynamical simulations. They are obtained by applying
the method of separation of variables to the TDNSE, i.e. solutions that can be written in the
product form

χi(R, t) = χi,j(R, t) = f (i)
j (t)ζ(i)j (R) (2.181)

are sought. We obtain

i
d

dt
f (i)
j (t) = Ẽ(i)

j f (i)
j (t) with f (i)

j (t) = f0e
−iẼ

(i)
j t (2.182)

and
Ĥnuc(R)ζ(i)j (R) =

(

T̂nuc(R) + Vi(R)
)

ζ(i)j (R) = Ẽ(i)
j ζ(i)j (R), (2.183)

where Ẽ(i)
j corresponds to the energy of the j-th stationary state associated with electronic

state i and eqn. (2.183) is the time-independent nuclear Schrödinger equation (TINSE), see e.g.
Refs. [137, 209]. The associated nuclear probability density

|χi(R, t)|2 =
(

ζ(i)j (R)e−iẼ(i)
j t
)∗(

ζ(i)j (R)e−iẼ(i)
j t
)

= |ζ(i)j (R)|2 (2.184)

is of course time-independent and the multiplicative prefactor f0 in eqn. (2.182) is usually
absorbed into the orthonormal stationary states ζ(i)j (R).
The time-dependence of the nuclear density and other observables is regained by forming

nuclear wave packets, i.e. linear combinations of non-degenerate stationary states, which are
of course also solutions of the TDNSE. Consider for example a symmetric double well (DW)
potential, V DW

i (R), and the initial state

χi(R, t = 0) =
1√
2

(

ζ(i)0 (R) + ζ(i)1 (R)
)

, (2.185)

where ζ(i)0 (R) and ζ(i)1 (R) correspond to the lowest stationary nuclear states of gerade and
ungerade symmetry, respectively. Then, the time-dependent nuclear wave function is given by

χi(R, t) =
1√
2
ζ(i)0 (R)e−iẼ(i)

0 t +
1√
2
ζ(i)1 (R)e−iẼ(i)

1 t (2.186)

with associated probability density

|χi(R, t)|2 = 1

2
|ζ(i)0 (R)|2 + 1

2
|ζ(i)1 (R)|2 + ζ(i)0 (R)ζ(i)1 (R)cos

((

Ẽ(i)
1 − Ẽ(i)

0

)

t
)

. (2.187)
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Hence, the time evolution is periodic and inversely proportional to the energy gap between the
two states under consideration with period T̃ = 2π

∆Ẽ
, where ∆Ẽ = Ẽ(i)

1 − Ẽ(i)
0 . This example

corresponds to coherent tunneling, with tunneling time T̃ and tunneling splitting ∆Ẽ, see also
Ref. [T4]. Section 2.3.2 describes the solution of the TDNSE in the case of more complicated
initial states, including the case of time-dependent Hamilton-operators for nuclear movement.
Finally, section 2.3.3 gives the explicit form of the interaction Hamiltonian used in this thesis
and section 2.3.4 describes Optimal Control Theory (OCT), an algorithm for shaping the external
laser field to reach a predefined quantum state from a given initial state.

2.3.1 Stationary nuclear states

We wish to solve the TINSE numerically using the Fourier grid Hamiltonian method (FGH) [210] in
the one-dimensional case along some coordinate ξ describing a collective nuclear rearrangement
with associated reduced mass mξ , which is the only case considered in this thesis, see section
2.4. The FGH method exploits the fact that the matrix representation of the potential energy
operator is diagonal in the coordinate representation, whereas the representation of the kinetic
energy operator is diagonal in the momentum representation. Hence, we first introduce the basis
vectors of the coordinate representation |ξ〉 which are eigenvectors of the position operator

ξ̂|ξ〉 = ξ|ξ〉 (2.188)

with orthogonality and completeness relations

〈ξ|ξ′〉 = δ(ξ − ξ′) and Îξ =

ˆ

|ξ〉〈ξ|dξ, (2.189)

respectively. The eigenfunctions of the momentum operator are given by

p̂|k〉 = k|k〉 (2.190)

with analogous relations

〈k|k′〉 = δ(k − k′) and Îk =

ˆ

|k〉〈k|dk. (2.191)

Finally, the transformation matrix elements between the coordinate and momentum represen-
tation are given by

〈k|ξ〉 = 1√
2π

e−ikξ. (2.192)

Hence, the matrix representation of the nuclear Hamilton operator in the coordinate represen-
tation is given by

〈ξ|Ĥnuc(ξ)|ξ′〉 = 〈ξ|T̂ nuc(ξ) + Vi(ξ)|ξ′〉

= 〈ξ| p̂(ξ)
2

2mξ
+ Vi(ξ)|ξ′〉 = 〈ξ| p̂(ξ)

2

2mξ
|ξ′〉+ Vi(ξ)δ(ξ − ξ′). (2.193)
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Inserting the identity operator Îk , eqn. (2.191), to the right of the kinetic energy operator, we
obtain

〈ξ|Ĥnuc(ξ)|ξ′〉 = 〈ξ| p̂(ξ)
2

2mξ
Îk|ξ′〉+ Vi(ξ)δ(ξ − ξ′) (2.194)

=
1

2π

ˆ

eik(ξ−ξ
′) k2

2mξ
dk + Vi(ξ)δ(ξ − ξ′). (2.195)

Next, the continous range of the coordinate values ξ is replaced by a grid of discrete values

ξl = l∆ξ with l = 1, 2, . . . , Ñ , (2.196)

where ∆ξ is the uniform spacing between the Ñ grid points. The grid size and spacing chosen
in the coordinate space determines the reciprocal grid size in the momentum space

∆k =
2π

Ñ∆ξ
. (2.197)

The eigenvectors in this discrete basis satisfy

∆ξ〈ξm|ξn〉 = δmn and Î ′ξ =
Ñ
∑

l

∆ξ|ξl〉〈ξl|, (2.198)

c.f. eqn. (2.189). The discretized analog to eqn. (2.195) hence becomes for odd numbers of grid
points

〈ξm|Ĥnuc(ξ)|ξn〉 = H(i)
mn =

1

∆ξ






∆k2

2mξÑ

Ñ−1
2∑

l=− Ñ−1
2

l2eil2π(m−n)/Ñ + Vi(ξm)δmn




 . (2.199)

The summation in eqn. (2.199) may be performed analytically yielding [209]

H(i)
mn =

1

2mξ∆ξ









π2

3∆ξ2

(

1 + 1
Ñ2

)

+ Vi(ξm) (m = n)

2π2

∆ξ2Ñ2

cos
(

π n−m

Ñ

)

(−1)n−m

sin2(πm−n

Ñ
)

(m %= n).
(2.200)

Any state function |ζ(i)j 〉 corresponding to the stationary state ζ(i)j (ξ) may be expressed as a
linear combination of the basis functions |ξl〉

|ζ(i)j 〉 = Î ′ξ|ζj〉 =
Ñ
∑

l

|ξl〉∆ξζ
(i)
j (ξl), (2.201)

c.f. eqn. (2.198). The corresponding energy is given by

Ẽ(i)
j =

〈ζ(i)j |Ĥnuc(ξ)|ζ(i)j 〉

〈ζ(i)j |ζ(i)j 〉
=

∑

mn ζ
(i)∗
j (ξm)∆ξH(i)

mnζ
(i)
j (ξn)∆ξ

∆ξ
∑

m |ζ(i)j (ξm)|2
(2.202)

=

∑

mn ζ
(i)∗
j (ξm)H̃(i)

mnζ
(i)
j (ξn)

∑

m |ζ(i)j (ξm)|2
,
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where the renormalized Hamiltonian matrix H̃(i) with elements H̃(i)
mn = ∆ξH(i)

mn was defined.
Hence the nuclear eigenfunctions ζ(i)j (ξ) with corresponding eigenvalues Ẽ(i)

j , eqn. (2.183), are

obtained by diagonalization of H̃(i) [210].

2.3.2 Propagating nuclear wave packets

We now turn to the time-propagation of nuclear wave packets. Starting from the TDNSE, eqn.
(2.17), we get for time-independent nuclear Hamilton operators Ĥnuc(ξ)

ˆ χi(ξ,t)

χi(ξ,0)

1

χi(ξ, t)
dχi(ξ, t) = Ĥnuc(ξ)

ˆ t

0

1

i
dt′ =⇒ ln

χi(ξ, t)

χi(ξ, 0)
= −iĤnuc(ξ)t (2.203)

=⇒ χi(ξ, t) = e−iĤnuc(ξ)tχ(ξ, 0).

In the split operator method [211], see also Ref. [209], the propagator Û(t, 0) = e−iĤnuc(ξ)t over
the global time interval [0,t] is at first expressed as a product of propagators over M̃ short time
intervals ∆t, with M̃∆t = t, yielding

Û(t, 0) = e−iĤnuc(ξ)t = e−iĤnuc(ξ)∆te−iĤnuc(ξ)∆t . . . e−iĤnuc(ξ)∆t
︸ ︷︷ ︸

M̃ times

. (2.204)

Each short time propagator is then expressed as a symmetrized product of a kinetic and a
potential factor

e−iĤnuc(ξ)∆t = e−i(T̂nuc(ξ)+Vi(ξ))∆t (2.205)

≈ e−iVi(ξ)∆t/2e−iT̂nuc(ξ)∆te−iVi(ξ)∆t/2 +O(∆t3),

yielding an error of third order in ∆t which is proportional to the commutator [T̂nuc(ξ), Vi(ξ)]
[209]. Linking multiple time steps, we finally get

e−iĤnuc(ξ)t = e−iVi(ξ)∆t/2 e−iT̂nuc(ξ)∆te−iVi(ξ)∆t
︸ ︷︷ ︸

M̃−1 times

e−iT̂nuc(ξ)∆te−iVi(ξ)∆t/2. (2.206)

Since the matrix representation of the potential energy operator in the coordinate representation
is diagonal, 〈ξm|Vi(ξ)|ξn〉 = Vi(ξn)δmn/∆ξ, eqn. (2.199), the operation e−iVi(ξ)∆tχi(ξ) is
readily obtained on a grid with Ñ grid points by matrix vector multiplication according to








e−iVi(ξ1)∆t 0 . . . 0
0 e−iVi(ξ2)∆t . . . 0
...

...
. . . 0

0 0 . . . e−iVi(ξÑ )∆t















χi(ξ1, t)
χi(ξ2, t)

...
χi(ξÑ , t)








. (2.207)

The operation involving the exponential of the kinetic energy operator e−iT̂nuc(ξ)∆t is evaluated
by the analogous expression in momentum space, since firstly the matrix representation of the
kinetic energy operator is diagonal in this representation, 〈km|T̂nuc|kn〉 = k2n

2mξ
δmn/∆k, and
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secondly the effect of the kinetic energy operator on the wave function in this representation cor-
responds to a simple multiplication. The corresponding transformation Ze−iT̂nuc(ξ)∆t/!Z†χi(ξ),
where Z† is the transformation between the coordinate and momentum representation, is read-
ily implemented using Fast Fourier Transformation, for details see e.g. Ref. [209]. For the
propagation of nuclear wave packets on multiple electronic states see end of section 2.3.3.

2.3.3 Interaction with external laser fields

In order to set up the theoretical framework for the treatment of the dynamics of molecules in
the presence of external ultra-short laser pulses, at first the dynamics of a single particle in an
electromagnetic field is considered. Hence, this particle with charge q and mass m located at
position r̃ is subjected to the Lorentz force

F(r̃, ˙̃r, t) = q
[

E(r̃, t) + ˙̃r×B(r̃, t)
]

, (2.208)

with E(r̃, t) and B(r̃, t) denoting the classical electric and magnetic fields, respectively [142].
The corresponding classical Hamilton function is given by

Hcl(r̃, p̃, t) =
[p̃− qA(r̃, t)]2

2m
+ qU(r̃, t), (2.209)

where p̃ = m ˙̃r+ qA(r̃, t) is the conjugate momentum. Obviously, in the Hamilton formalism,
the vector and scalar potentials, A(r̃, t) and U(r̃, t), respectively, are used instead of the electric
and magnetic fields with relations

B(r̃, t) = ∇r̃ ×A(r̃, t) (2.210)

and

E(r̃, t) = −∇r̃U(r̃, t)− ∂

∂t
A(r̃, t). (2.211)

This reformulation is possible due to the structure of the Maxwell equations and is standard
both in the Lagrangian and Hamilton formalisms, for details see Refs. [142, 212]. Furthermore,
the potentials A(r̃, t) and U(r̃, t) are mathematical quantities which may be adjusted as long
as the fields E(r̃, t) and B(r̃, t) are unchanged. Such adjustments are referred to as gauge
transformations [142].
To proceed, several approximations are invoked: Firstly, the electromagnetic radiation is

treated classically such that the corresponding quantum mechanical Hamilton operator in the
position representation is obtained by replacing in the corresponding classical expression, eqn.
(2.209), the conjugate momentum p̃ by the generator of translations in position space, p̂(r̃) =
−i∇r̃, and the position r̃ by the multiplication operator r̃·, yielding

Ĥ(r̃, t) =
[−i∇r̃ − qA(r̃, t)]2

2m
+ qU(r̃, t). (2.212)

For the external radiation consider at first a plane electromagnetic wave of wave vector k

parallel to the y-axis, with angular frequency ω = kc, where c denotes the speed of light. For



60 Chapter 2. Molecular Quantum Dynamics

such a wave, the gauge, that is the set of potentials (A(r̃, t), U(r̃, t)) may be chosen according
to

UVG = 0 and AVG(r̃, t) = −
ˆ t

−∞
E(r̃, t′)dt′ =

E0
ω
ezsin(kỹ − ωt), (2.213)

where E0 denotes the amplitude of the electric field and the superscript stands for velocity
gauge [142]. Hence, the vector potential AVG(r̃, t) and the electric field are parallel to the
z-axis and the magnetic field is parallel to the x-axis, eqn. (2.210).
The second approximation involves the neglect of the spatial variations of the vector potential,

AVG(r̃, t) ≈ AVG(t) = −E0
ω
ezsin(ωt). (2.214)

The validity of this approximation can be seen by a comparison of the atomic radii or molecular
diameters to the spatial variations of the field, which are on the order of the wavelength at each
instant of time. This approximation also implies the neglect of the magnetic field, c.f. eqn.
(2.210), including the interaction of the spin magnetic moment of the electron with the magnetic
field [142]. These approximations, usually referred to as the semiclassical dipole approximation,
yield the Hamiltonian in velocity gauge

ĤVG(t) =
p̂(r̃)2

2m
+

q

m
AVG(t)p̂(r̃) +

q2

2m
AVG(t)2. (2.215)

The space independent term proportional to AVG(t)2 is usually dropped since it merely leads
to a global phase term [213].
Expressing the Hamiltonian in another gauge is achieved by the gauge transformation

Ã(r̃, t) = AVG(r̃, t) +∇r̃θ(r̃, t) (2.216)

and

Ũ(r̃, t) = UVG(r̃, t)− ∂

∂t
θ(r̃, t), (2.217)

where θ(r̃, t) is the so-called gauge function, an arbitrary function of r̃ and t [142]. The
Hamiltonian in the so-called length gauge (LG) is obtained by the Göppert-Mayer transformation
[214] with

θ(r̃, t) = −r̃AVG(0, t), (2.218)

yielding

ULG(r̃, t) = −z̃E0cos(ωt) = −z̃Ez(t) and ALG(r̃, t) = ez
E0
ω

(sin(kỹ − ωt) + sin(ωt)) ,

(2.219)
where Ez(t) denotes the z-component of the space independent electric field and ALG(r̃, t) =
0 upon neglect of the spatial variations according to the dipole approximation [142, 213, 214].
Hence, the Hamiltonian in length gauge takes on the form

ĤLG(t) =
p̂(r̃)2

2m
− qz̃Ez(t). (2.220)
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Although in principle the results of a given calculation should be gauge invariant, different
results are often obtained in numerical calculations, mostly due to basis-set truncations, see e.g.
Refs. [213, 215]. These problems, however, are mostly encountered in strong-field physics [8], and
do not play a role in the rather straightforward quantum dynamical calculations presented in
this thesis, in which the length gauge is chosen.
The plane waves discussed so far have infinite temporal extensions and are appropriate to

describe continuous wave lasers. Ultrashort laser pulses, on the other hand, may be described
by superpositions of plane waves with different frequencies and well defined phase relationships
between the frequency components, see for instance Ref. [216] for an illustrative description.
In this thesis, only linearly polarized ultrashort laser pulses with polarization along the z-
axis with E(t) = (0, 0, Ez(t)), are considered. For quantum dynamical simulations employing
circularly polarized laser pulses, see e.g. Refs. [14, 15]. In order to assure that the electric
field Ez(t) is a solution of the Maxwell equations in the propagation region [217], satisfying
−
´ tf
−∞ Ez(t)dt = AVG(tf) = 0, where tf denotes the end of the laser pulse, the electric field

is often derived from the vector potential in velocity gauge AVG(t) = (0, 0, AVG(t)), according
to [218–221]

Ez(t) = − d

dt
AVG(t), (2.221)

c.f. eqn. (2.213).
The vector potential, resulting from the superposition of plane waves with different frequen-

cies and well defined phase relationships, may be described by

AVG(t) = −E0
ω0

s(t)sin(ωt+ η), (2.222)

where ω0 is the laser carrier frequency and η is the carrier envelope phase [218–221]. For the
shape function s(t), two different expressions are used in this thesis: sin2-functions [222, 223]

s(t) =

{

sin2(πttp ) for 0 ≤ t ≤ tp

0 else,
(2.223)

with total pulse duration tp are used in Ref. [T2], whereas Gaussian shape functions

s(t) = exp

(

− t2

2τ2p

)

(2.224)

with duration τp are used in Ref. [T7], see also Ref. [218] for a test of different shape functions.
For the z-component of the electric field, we get

Ez(t) = E0s(t)cos(ω0t+ η) +
E0
ω0

[
d

dt
s(t)

]

sin(ω0t+ η). (2.225)

The first term corresponds to a pulse with a cosine-oscillating carrier field, while the second
term (switching term) arises because of the finite pulse duration. Since this switching term is
only important in simulations with electric fields containing few optical cycles, see for instance
Refs. [219, 220]+[B1-B4], it is neglected in this thesis because only analytical pulses containing a



62 Chapter 2. Molecular Quantum Dynamics

Figure 2.4: (a) Electric field of the initial laser pulse from Ref. [T2], containing solely one sub-
pulse, q = 1, eqn. (2.226), with E0,1 = 15.4GV/m and corresponding maximal
transient intensity Imax = 4.1 × 1012W/cm2, eqn. (2.227), using a sin2-shape
function with τd,1 = 0, tp = 10 fs and central frequency ω0,1 = 5.1 eV/!. (b) Time-
frequency profile of the electric field shown in (a), obtained by a Gabor transform
using a Gaussian time-window, eqn. (2.228), with σ = 1.5 fs.

large number of optical cycles are used in Refs. [T2,T7]. Accordingly, the z-component of the
electric field of a laser pulse containing q sub-pulses with equal shape functions s(t) as used
in Ref. [T7] is given by

Ez(t) =
q
∑

i=1

E0,is(t− τd,i)cos(ω0,i(t− τd,i) + ηi), (2.226)

where τd,i denotes, for sub-pulse i, the temporal center in the case of Gaussian shape functions,
eqn. (2.224), and the starting time in the case of sin2-shape functions, eqn. (2.223).
Figure 2.4(a) shows the electric field for q = 1 using a sin2-shape function with amplitude

E0,1 = 15.4GV/m, starting time τd,1 = 0, pulse duration tp,1 = 10 fs and central frequency
ω0,1 = 5.1 eV/!. The corresponding maximal transient intensity

Imax = cε0E2
0,1 = 4.1× 1012W/cm2, (2.227)

where c is the speed of light and ε0 the vacuum permittivity. Note that this is the laser pulse
used in Ref. [T2] as initial guess for the Optimal Control Theory algorithm, for details see
section 2.3.4.
For the analysis of electric fields in Ref. [T2], time-frequency profiles of the form

F (t′,ω) =

∣
∣
∣
∣

ˆ ∞

−∞
Ez(t)g(t− t′)e−iωtdt

∣
∣
∣
∣

(2.228)

are calculated, where g(t − t′) is a gate function that selects a small part of the signal around
time t′ which is then Fourier transformed, see e.g. Refs. [98,99,224]+[B1,B3]. A Gaussian window
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function is used for this gate in Ref. [T2] with the form g(u) = (σ2π)−1/4exp(−u2/2σ2) cor-
responding to a Gabor transform [224]. Figure 2.4(b) shows the time-frequency profile F (t′,ω)
of the sin2-pulse from Figure 2.4(a) with σ = 1.5 fs.
Extending the example of a single particle of charge q and mass m interacting with an ultra-

short laser pulse described in length gauge, eqn. (2.220), the corresponding total Hamiltonian
in the molecular case is given by

Ĥ(r,R, t) = Ĥmol(r,R) +HLG
int (t) = Ĥmol(r,R)− E(t)

(

∑

i

(−1)ri +
∑

A

ZARA

)

︸ ︷︷ ︸

µ̂(r,R)

,

(2.229)
where the molecular Hamiltonian was given in eqn. (2.3). E(t) and µ̂(R, r) are the time-
dependent external electric laser field, taken to be linearly polarized in this thesis, and the
molecular dipole operator, respectively, with components E(t) = (0, 0, Ez(t)) and µ̂(R, r) =
(µ̂x(R, r), µ̂y(R, r), µ̂z(R, r)). Considering a two state system, the Born-representation, eqn.
(2.10), becomes

Ψ(q,Q, t) = χg(Q, t)Φg(q;R) + χe(Q, t)Φe(q;R), (2.230)

where g denotes the electronic ground state and e denotes the first excited electronic state, c.f.
Ref. [T2]. Employing the same procedure described in section 2.1, i.e. insertion of eqn. (2.230)
into the TDSE, eqn. (2.1), followed by multiplication from the left by Φj(q;R) and integration
over the set of electronic coordinates q and the set of nuclear spin coordinates Σ, leads to the
following TDNSE after neglecting non-adiabatic couplings, eqn. (2.12),

i
∂

∂t

(

χg(R, t)
χe(R, t)

)

=

(

T̂nuc(R) + Vg(R)− Ez(t)µz,gg(R) −Ez(t)µz,ge(R)
−Ez(t)µz,eg(R) T̂nuc(R) + Ve(R)− Ez(t)µz,ee(R)

)(

χg(R, t)
χe(R, t)

)

.

(2.231)

Here, µz,gg(R) = 〈Φg|µ̂z|Φg〉 and µz,ee(R) = 〈Φe|µ̂z|Φe〉 are the z-components of the
permanent dipole moments associated with the electronic ground and excited state, respectively,
which are important for transitions between (stationary) nuclear states within a given electronic
state. These terms are usually neglected when the respective electronic states are energetically
well separated and electric fields with carrier frequencies ω0, which are near resonant to the
transition between these electronic states, are used. This approximation was also used in Refs.
[T2] and [T7]. The z-components of the transition dipole moments, µz,ij(R) = 〈Φi|µ̂z|Φj〉 with
i %= j, on the other hand, mediate transitions between the electronic states.
The interaction with the external laser field couples the two electronic states such that the

propagation scheme described in section 2.3.2 needs to be slightly modified since the matrix
representation of the potential energy operators including the interaction with the external laser
field is not diagonal [225]: For this two state system, the symmetrized short time evolution
operator, eqn. (2.205), is given by

exp

[

−i

(

T̂nuc + Vg W
W T̂nuc + Ve

)

∆t

]

= exp

[

−i

(

T̂nuc 0
0 T̂nuc

)

∆t

2

]

exp

[

−i

(

Vg W
W Ve

)

∆t

]

×exp

[

−i

(

T̂nuc 0
0 T̂nuc

)

∆t

2

]

+O(∆t3), (2.232)
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where for notational convenience the dependence of the respective terms on the nuclear coor-
dinate ξ was dropped and W = −Ez(t)µz,eg = −Ez(t)µz,ge. The last equality holds for real
electronic wave functions, which is the case in this thesis. In addition to the transformation
between the coordinate and momentum representation for the evaluation of the kinetic energy
part described in section 2.3.2, the potential energy matrix including the interaction with the
external laser field needs to be diagonalized at every time step. This is achieved by the unitary
transformation matrix

U =




− Ve−Vg+

√
D

W
√

4+(Ve−Vg+
√
D)2/W 2

− Ve−Vg−
√
D

W
√

4+(Ve−Vg−
√
D)2/W 2

− 2√
4+(Ve−Vg+

√
D)2/W 2

− 2√
4+(Ve−Vg−

√
D)2/W 2



 (2.233)

with D = (Ve − Vg)2 + 4W 2 according to

exp

[

−i

(

Vg W
W Ve

)

∆t

]

= U exp

[

−iUT

(

Vg W
W Ve

)

U∆t

]

UT

= U

[(

exp (−iλ+∆t) 0
0 exp (−iλ−∆t)

)]

UT (2.234)

= exp

[

−i(Vg + Ve)
∆t

2

]

×


cos

(√
D

∆t

2

)(

1 0
0 1

)

+ i
sin
(√

D∆t
2

)

√
D

(

Ve − Vg −2W
−2W Vg − Ve

)


 .

Here, the superscript T indicates the transpose of the matrix and the eigenvalues λ± are

given by λ± = 1
2

(

Vg + Ve ±
√
D
)

. Hence, for two state systems, the application of non-

diagonal potential energy matrices reduces to matrix multiplications without any numerical
diagonalization [225].

2.3.4 Optimal Control Theory

The aim of Optimal Control Theory (OCT) [91–99] is to find an optimal electric field E(t) that
drives the system from a predefined initial state at time t = 0, Ψ(q,Q, t = 0) = Ψinit, to a
predefined target. In this section, again only linearly polarized laser pulses are discussed.
Specifically, in the OCT-algorithm implemented in the MCDTH-program package [226], which

is based on Ref. [97] and was used in this thesis, Ref. [T2], the expectation value of a given
positive definite target operator Ô at a predefined time, t = ttar, the so-called control yield,

O[ttar;Ez(t)] = 〈Ψ(ttar)|Ô|Ψ(ttar)〉, (2.235)

is maximized while minimizing the intensity of the optimized laser field. In eqn. (2.235)
involving the total wave function Ψ(q,Q, t), the integration is over both the set of electronic and
nuclear coordinates, c.f. eqn. (2.9). Such target operators may, for instance, be projections on
specific stationary nuclear states in the electronic ground state [96,98,99], as well as projections
on an excited electronic state without specification of the nuclear wave function [227] or the
projection on a given product channel of a chemical reaction [228].
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This optimization is achieved by first constructing the control functional

J [ttar; Ez(t)] = O[ttar;Ez(t)]− λ0

ˆ ttar

0
dt

E2
z (t)

sin2(πt/ttar)

−2Re

[
ˆ ttar

0
dt〈Θ(t)| ∂

∂t
+ i
(

Ĥmol − µ̂zEz(t)
)

|Ψ(t)〉
]

. (2.236)

The second and third term on the right hand side of this functional are constraints introduced to
minimize the intensity of the optimized laser field Ez(t) and to ensure that the wave function
Ψ(q,Q, t) evolves according to the TDSE, respectively. The second term contains a time-
dependent shape function, sin2(πt/ttar), which guarantees smooth pulse envelopes [229]. In
order to keep the OCT functional, eqn. (2.236), dimensionless, the associated parameter λ0 must

have dimensions
[
e2a20
Eh!

]

, where me and e are the mass and minus the charge of an electron,

respectively, a0 is the Bohr radius and Eh = !2

mea20
is the atomic unit of energy, the Hartree; see

e.g. Refs. [136, 150] for details on atomic units. This parameter λ0, which is also referred to as
penalty factor, needs to be optimized for the specific problem at hand to yield reasonable ratios
between the control yield, eqn. (2.235), and the laser intensity. Note that according to the third
term with the Lagrange multiplier Θ(q,Q, t), the interaction with the external laser field Ez(t)
to be optimized is described in length gauge, c.f. eqn. (2.229).
Requiring δJ [ttar; Ez(t)] = 0 yields the following equations for the wave function Ψ(q,Q, t),

the Lagrange multiplier Θ(q,Q, t), and the optimized laser field Ez(t), respectively [97]:

i
∂

∂t
Ψ(q,Q, t) =

(

Ĥmol(r,R)− µ̂z(r,R)Ez(t)
)

Ψ(q,Q, t), Ψ(t = 0) = Ψinit, (2.237)

i
∂

∂t
Θ(q,Q, t) =

(

Ĥmol(r,R)− µ̂z(r,R)Ez(t)
)

Θ(q,Q, t), Θ(ttar) = ÔΨ(ttar) (2.238)

and

Ez(t) = −sin2(πt/ttar)

λ0
Im〈Θ(t)|µ̂z|Ψ(t)〉. (2.239)

Hence, Θ(q,Q, t) is calculated similarly to Ψ(q,Q, t) but progagated backward in time starting
at t = ttar and ending at t = 0. The corresponding initial condition is given in eqn. (2.238), and
couples eqns. (2.238) and (2.237). Obviously, in order to solve these equations, iterative methods
need to be used, c.f. Appendix 6.2. Straightforward iterative methods, i.e. solving the coupled
equations by guessing an initial field to obtain Ψ(q,Q, t) and then Θ(q,Q, t) according to
eqns. (2.237) and (2.238), respectively, and using these wave functions to calculate a new field
according to eqn. (2.239) for the next iteration, usually do not converge [96, 97].
In Ref. [96], the following iteration scheme was established, which was shown to have

quadratic monotonic convergence behavior for positive definite target operators Ô: In this
scheme, the electric field in eqns. (2.237) and (2.238) is replaced by the right hand side of eqn.
(2.239), resulting in coupled non-linear TDSEs for forward and backward propagations. In the
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iterative scheme to solve these equations, at first (step (0)) an initial field Ēz(t) is guessed to
compute the zeroth order wave function Ψ(0)(q,Q, t) according to

i
∂

∂t
Ψ(0)(q,Q, t) =

(

Ĥmol(r,R)− µ̂z(r,R)Ēz(t)
)

Ψ(0)(q,Q, t). (2.240)

Step (1) starts with the first backward propagation to obtain Θ(1)(q,Q, t), followed by the
first forward propagation to obtain Ψ(1)(q,Q, t) and ends with the calculation of an improved
electric field E(1)(t) according to

Step (1)











i ∂
∂tΘ

(1)(q,Q, t) =
(

Ĥmol(r,R) + µ̂z(r,R)sin2(πt/ttar)
λ0

Im〈Θ(1)(t)|µ̂z|Ψ(0)(t)〉
)

Θ(1)(q,Q, t),

i ∂
∂tΨ

(1)(q,Q, t) =
(

Ĥmol(r,R) + µ̂z(r,R)sin2(πt/ttar)
λ0

Im〈Θ(1)(t)|µ̂z|Ψ(1)(t)〉
)

Ψ(1)(q,Q, t),

E(1)(t) = − sin2(πt/ttar)
λ0

Im〈Θ(1)(t)|µ̂z|Ψ(1)(t)〉.
(2.241)

Here, the initial condition for the backward propagation is given as Θ(1)(ttar) = ÔΨ(0)(ttar).
Hence, the n-th backward iteration uses the result of the (n−1)-th forward propagation and the
n-th forward iteration the result of the n-th backward iteration and these steps are repeated until
convergence is achieved. The reader is referred to Refs. [98,99, 227] for further technical aspects
concerning the implementation of this iteration scheme in the MCTDH-program package.
Finally, notice that in Ref. [T2], the expectation value to be optimized, eqn. (2.235), is given

by O[ttar; Ez(t)] = |〈χg(ξ, ttar)|χtarget(ξ)〉|2, where ξ denotes the one-dimensional reaction
coordinate, see also section 2.4, and χg(ttar) denotes the laser driven nuclear wave packet in
the electronic ground state (g) at time t = ttar, c.f. eqn. (2.231). The target state is given by
χtarget(ξ) = χg,ν=0(ξ−∆ξ̃)× eikξ , where χg,ν=0(ξ−∆ξ̃) denotes a nuclear wave function in
the electronic ground state obtained by replacing the initial state, χg,ν=0(ξ, t = 0), by ∆ξ̃ along
the reaction coordinate ξ. Additionally, the term eikξ describes nuclear motion along ξ with
momentum k. See also Figure 4.2(b) in Chapter 4 for a depiction of χg,ν=0(ξ −∆ξ̃), marked
by ”a”, and a depiction of ξtarget(ξ), marked by ”target” and shown as dashed line.

2.4 Design of models in reduced dimensionality

A major challenge in the quantum mechanical description of the nuclear motion is the number
of nuclear degrees of freedom (dof) that are taken into account explicitly. The straightforward
quantum dynamical methods described in section 2.3 allow the treatment of 4-6 dof but studies
of systems with more than 6 dof, e.g. semibullvalene with its 42 internal dof, are not feasible
using these approaches. One way of treating such large systems, which was chosen in this
thesis, is to reduce the dimensionality of the problem by constructing collective coordinates
which are linear combinations of the 3M Cartesian coordinates, where M is the number of
atoms. These collective coordinates are then separated into “active” modes which undergo
large amplitude motions and “passive” or so-called “spectator” modes with small amplitudes.
In the simulation, only the former active modes are treated, whereas the “spectator” modes
remain frozen. Alternative approaches for solving the time-dependent nuclear Schrödinger
equation is for example the Multi Configuration Time Dependent Hartree (MCTDH) method [230],
a numerically efficient propagation method for nuclear wave packets. The straightforward
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application of this MCTDH scheme allows the correlated treatment of up to 14 dof, see e.g.
Refs. [231,232]. For the treatment of still larger systems, the multilayer MCTDH scheme [233] has
been introduced. This scheme was applied to the quantum dynamical treatment of 100-1000
correlated dof employing model Hamilton operators, see e.g. Refs. [233–235] and Refs. [235–239]
for further extensions including applications to realistic molecular systems. Another alternative
albeit intrinsically approximate approach is ab-initio molecular dynamics [240], in which the
nuclear motion is treated classically.
When constructing models in reduced dimensionality, the emergence of nondiagonal kinetic

energy operators as a result of the transformation from Cartesian coordinates to a new set of
collective coordinates complicates the numerical simulation of the nuclear quantum dynamics.
In section 2.4.1 at first an introductory example of such nondiagonal kinetic energy operators is
given and then it is shown how these nondiagonal terms can be eliminated by special construc-
tion of the collective coordinates involving Jacobi coordinates [209, 241], which are also referred
to as Mobile coordinates [242, 243]. In section 2.4.2, the afore developed ideas are applied to
the degenerate Cope rearrangement (DCR) of semibullvalene (SBV), and a set of Jacobi/Mobile
coordinates is derived which guarantees the diagonal form of the kinetic energy operator, c.f.
Refs. [242,243]. Analysis of the DCR of SBV in terms of these Jacobi/Mobile coordinates, describ-
ing relative separations between the atoms, allows the identification of three large amplitude
vibrations, while the remaining dof show considerably smaller contributions. This analysis pro-
vides a connection to previous studies on the DCR of SBV in reduced dimensionality [72], which
motivated the present analysis. Additionally, the set of Jacobi/Mobile coordinates is transformed
into a new set of coordinates, preserving the diagonal form of the kinetic energy operator, em-
ploying a sequence of unitary transformations (section 2.4.2.1), thereby going beyond the original
definition of Jacobi/Mobile coordinates, c.f. Ref. [244]. This strategy leads to the one-dimensional
reaction coordinate ξ used in Refs. [T1-T4]. This one-dimensional reaction coordinate describes
the DCR of SBV from the reactant to the product reasonably well as shown by comparison to
ab-initio molecular dynamics calculations [240] in full dimensionality in Ref. [T4].
It is worth noting that, although providing a useful physical picture of the underlying reaction,

the transformation to Jacobi/Mobile coordinates is not necessary for the derivation of the em-
ployed reaction coordinate ξ, which can also be constructed in terms of the original Cartesian
coordinates, section 2.4.2.1. Finally, in section 2.4.2.2, the one-dimensional model is extended in
analogy to the Cartesian reaction plane Hamiltonian [245, 246], see also Refs. [244, 247, 248]. The
corresponding results of the two-dimensional potential energy surface are presented in Chapter
5.

2.4.1 The problem of nondiagonal kinetic energy

In the following the nuclear kinetic energy operator of a triatomic collinear molecule ABC is
derived for two different sets of coordinates according to Ref. [241], see also Ref. [209]. At first
bond coordinates (Figure 2.5(a)) are considered which leads to nondiagonal terms in T̂nuc(R).
Thereafter the kinetic energy operator is derived in Jacobi coordinates, also referred to as
Mobile coordinates [242, 243] (Figure 2.5(b)), which leads to a diagonal kinetic energy operator.
These well-known examples serve as motivation for the usage of Jacobi/Mobile coordinates for
the quantum dynamical description of the degenerate Cope rearrangement of semibullvalene,
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Figure 2.5: Definition of Bond coordinates (a) and Jacobi/Mobile coordinates (b).

section 2.4.2.

2.4.1.1 Bond coordinates

The starting point are the Cartesian coordinates at the atomic centers, xA, xB, xC, aligned
along the x-axis, which are expressed in bond coordinates R1 = xB − xA, R2 = xC − xB and
Rcom = (mAxA +mBxB +mCxC)/mABC, where Rcom is the center of mass coordinate and
mABC = mA +mB +mC the total mass with mA, mB, mC being the masses of atoms A, B
and C. This coordinate transformation can be written in matrix notation as





R1

R2

Rcom





︸ ︷︷ ︸

R

=





−1 1 0
0 −1 1
mA

mABC

mB
mABC

mC
mABC





︸ ︷︷ ︸

B





xA
xB
xC





︸ ︷︷ ︸

x

. (2.242)

The “old” Cartesian momenta p are obtained from the new momenta P and the transformation
matrix B via canonical transformation by

pT = PTB or p = BTP. (2.243)

The classical kinetic energy can now be written as

T cl
nuc =

p2A
2mA

+
p2B
2mB

+
p2C
2mC

=
1

2
pTgp

=
1

2
PTBgBTP

=
1

2
PTGP,

(2.244)
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where

g =






1
mA

0 0

0 1
mB

0

0 0 1
mC




 (2.245)

is the diagonal matrix with the inverse masses of the Cartesian coordinates x on its diagonal
and

G = BgBT =






1
mA

+ 1
mB

− 1
mB

0

− 1
mB

1
mB

+ 1
mC

0

0 0 1
mABC




 . (2.246)

Replacing the classical variable Pi in the classical expression for the kinetic energy operator by
the operator −i ∂

∂Ri
gives

T̂nuc(R) = − 1

2µ1

∂2

∂R2
1

− 1

2µ2

∂2

∂R2
2

− 1

2µ4

∂2

∂R2
com

+
1

2µ3

∂2

∂R1∂R2
, (2.247)

where

µ1 = (m−1
A +m−1

B )−1, µ2 = (m−1
B +m−1

C )−1

µ3 = mB, µ4 = mABC,
(2.248)

c.f. Refs. [249–251].
Hence, a nondiagonal matrix G leads to nondiagonal terms in the kinetic energy opera-

tor. Furthermore, diagonal elements of the G-matrix correspond to the masses of the new
coordinates and off-diagonal elements correspond to masses of the coupled degrees of freedom.

2.4.1.2 Jacobi/Mobile Coordinates

Using Jacobi/Mobile coordinates (Figure 2.5(b)), the new coordinate R is defined as the distance
from atom A to the center of mass of atoms B and C, r is the distance between B and C and the
center of mass coordinate is again Rcom. For this coordinate transformation the transformation
matrix takes on the form

B =





−1 mB
mBC

mC
mBC

0 −1 1
mA

mABC

mB
mABC

mC
mABC



 (2.249)

with mBC = mB +mC. For the G-matrix we get

G =






mABC
mAmBC

0 0

0 mBC
mBmC

0

0 0 1
mABC




 . (2.250)

Hence, the kinetic energy operator in Jacobi/Mobile coordinates is diagonal and we get

T̂nuc(R) = − 1

2µ1

∂2

∂R2
− 1

2µ2

∂2

∂r2
− 1

2µ3

∂2

∂R2
com

, (2.251)

where
µ1 =

mAmBC

mABC
, µ2 = mBmC/mBC, µ3 = mABC. (2.252)
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Figure 2.6: (a) Degenerate Cope rearrangement of semibullvalene (side view) from the reactant
(R) over the potential barrier (B) to the product (P). (b) Top view of the reactant with
numbering of atoms and orientation in space.

2.4.2 Kinetic energy operator for semibullvalene

After having shown how a diagonal kinetic energy operator is obtained using Jacobi/Mobile
coordinates for a collinear triatomic molecule, in this section an analog procedure is applied
in order to describe the degenerate Cope rearrangement of semibullvalene (Figure 2.6(a)). One
starts by considering the eight CH bonds and takes the difference between the position vectors
of carbon- and hydrogen-atoms for the eight pairs:

Qi = Ci −H1i, i = 1− 8 (2.253)

with Ci and H1i being the position vectors of carbon Ci and hydrogen H1i, respectively (Figure
2.6(b)), and Qi being the i-th new coordinate with x- , y- and z-components Xi, Yi and Zi.
This is illustrated in the bottom line of Figure 2.7, where the numbers over the connecting lines
refer to the index i. Next we calculate the position vector of the center of mass of the eight CH
bonds and construct coordinates Q9 to Q13 by calculating the difference between these center
of mass vectors as indicated in Figure 2.7. For example the coordinate Q9 is constructed by

Q9 =
mCC2 +mHH12

mC +mH
− mCC8 +mHH18

mC +mH
(2.254)

with mC and mH being the mass of a carbon- and a hydrogen-atom, respectively. We suc-
cessively apply this strategy according to Figure 2.7 until we reach the top of the associated
“Mobile tree” with coordinate Q16 corresponding to the center of mass coordinate. Hence,
the additional designation of these coordinates Qj with j=1-16 as Mobile coordinates is due
to their mode of construction, giving rise to the “Mobile tree” shown in Figure 2.7. Note that
the strategy for the construction of this “Mobile tree” was to connect the center of masses of
fragments C2H12 and C8H18 as well as of fragments C4H14 and C6H16 because those are the
atoms which are supposed to perform the largest amplitude motions according to Figure 2.6,
see also Ref. [72].
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Figure 2.7: Jabobi/Mobile coordinates Qj=(Xj , Yj , Zj ) labeled by numbers j=1-16, for SBV with
carbon atoms Ci, i=1-8, and hydrogen atoms H1i as defined in Figure 2.6.

The new Jabobi/Mobile coordinates are obtained from the old Cartesian coordinates by

Q = Bx, (2.255)

where Q denotes the vector of the Jabobi/Mobile coordinates, B is the transformation matrix
and x denotes the vector of the Cartesian coordinates. See equation (2.256) for the detailed
form of Q, B and x:
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with
a =

mC

mC +mH
and b =

mH

mC +mH
. (2.257)
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Here, it is important to note that such constructions of new collective coordinates yield the
desired diagonal form of the kinetic energy operator. For a proof see Refs. [242, 243].
For SBV, the G-matrix (section 2.4.1.1) takes on the form:
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(2.258)

with
µ1 = µ2 = µ3 = µ4 = µ5 = µ6 = µ7 = µ8 =

mCmH

mC +mH

µ9 = µ10 = µ11 = µ12 =
1

2
(mC +mH)

µ13 = mC +mH µ14 =
4

3
(mC +mH) µ15 =

3

2
(mC +mH) µcom = 8(mC +mH).

Hence, the kinetic energy operator is diagonal in the new coordinates Q and the reduced
masses for the corresponding fragments are given on the diagonal of the G-matrix. Table 2.2
shows the displacement of the x-, y- and z-components of the Jabobi/Mobile coordinates during
the Cope rearrangement of semibullvalene when going from the reactant to the product. The
structures of the reactant and product are obtained by B3LYP/cc-pVTZ calculations (see section
2.2.2 for details). Note that the origin of the coordinate system is chosen as the respective center
of mass such that Qcom = 0 (Table 2.2) and that the carbon bridge C1/C5 is fixed perpendicular
to the x-axis, c.f. Figure 2.6(b). There are only three large amplitude displacements (highlighted
in blue).

2.4.2.1 One-dimensional reaction coordinate ξ

In order to reduce further the dimensionality of the problem, we first combine coordinates
Q̄9 and Q̄10 (step (i)) and then combine one of the thus obtained dof with all remaining
Jabobi/Mobile coordinates (step (ii)).

(i) The new coordinates Q̃9 and Q̃10 are formed by

Q̃9 = Q9 −Q10 and Q̃10 =
1

2
(Q9 +Q10). (2.259)

The corresponding reduced masses for the new coordinates Q̃9 and Q̃10 are

µ̃9 =
µ9µ10

µ9 + µ10
=

1

4
(mC +mH) and µ̃10 = mC +mH. (2.260)
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Table 2.2: Displacement of Jabobi/Mobile coordinates during the Cope rearrangement of semi-
bullvalene in Å from the reactant to the product. Structures refer to B3LYP/cc-pVTZ
calculations.

Jabobi/Mobile coordinate ∆X ∆Y ∆Z

Q1 : C2H12 0.0285 -0.0901 0.0478

Q2 : C8H18 0.0285 0.0901 0.0478

Q3 : C4H14 0.0285 0.0901 -0.0478

Q4 : C6H16 0.0285 -0.0901 -0.0478

Q5 : C3H13 0.0183 0.0000 0.0000

Q6 : C7H17 0.0183 0.0000 0.0000

Q7 : C5H15 -0.0958 0.0000 0.0615

Q8 : C1H11 -0.0958 0.0000 -0.0615

Q9 : C2H12,C8H18 0.0000 0.7338 0.0000

Q10 : C4H14,C6H16 0.0000 -0.7338 0.0000

Q11 : C3H13,C7H17 0.0000 0.0000 0.0000

Q12 : C1H11,C5H15 0.0000 0.0000 0.0095

Q13 : C2H12C8H18,C4H14C6H16 0.0000 0.0000 -0.5926

Q14 : C3H13C7H17,C6H16C4H14C8H18C2H12 0.1256 0.0000 0.0000

Q15 : C1H11C5H15,C2H12C8H18C4H14C6H16C3H13C7H17 -0.0265 0.0000 0.0000

Qcom : 0.0000 0.0000 0.0000

This transformation is achieved by

Q′ = UBx = UQ, (2.261)

where U is a unitary matrix which differs from the unity matrix only in the elements

U9,10 = −1 U10,9 =
1

2
U10,10 =

1

2
. (2.262)

The displacement from the reactant to the product of the coordinate Q̃9y is 1.468 Å and
the displacements of the remaining components of Q̃9 and Q̃10 are zero! Note that
Q̃9y with associated mass µ̃9 = (mC + mH)/4 was used as one-dimensional reaction
coordinate in previous studies on the degenerate Cope rearrangement of semibullvalene
[72]. Now, the kinetic energy operator has the following diagonal form

T̂nuc(R) = − 1

2µ̃9

∂2

∂Q̃2
9y

− 1

2µ13

∂2

∂Q2
13z

−
∑

i

. . . , (2.263)

where Q13z denotes the third most important Jabobi/Mobile coordinate (Table 2.2) and
the sum runs over all remaining small amplitude motions.
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Figure 2.8: Combination of Jacobi/Mobile coordinates Q̃9y and Q13z

(ii) In the following, at first coordinates Q̃9y and Q13z will be combined and two new
coordinates will be obtained, one of which will become the new large amplitude co-
ordinate, whereas the other coordinate will show a negligible amplitude. The same
scheme is then successively applied to incorporate the remaining Jabobi/Mobile coordi-
nates and to define a one dimensional reaction coordinate ξ, retaining the associated
mass µ̃9 = (mC +mH)/4.

At first coordinate Q13z is mass-weighted (step 1 in Figure 2.8) which gives for the kinetic
energy operator:

T̂nuc(R) = − 1

2µ̃9

(

∂2

∂Q̃2
9y

+
∂2

∂Q̃2
13z

)

−
∑

i

. . . (2.264)

with

Q̃13z =

√
µ13

µ̃9
Q13z =

√

mC +mH
1
4(mC +mH)

= 2Q13z.

Then a unitary transformation is performed (step 2 in Figure 2.8) such that two new
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coordinates (ξ0 and ξ′0) are obtained. One of those coordinates (ξ0) connects the two
potential minima with the other one (ξ′0) running orthogonal to it. The rotation angle θ is

tan(θ) =
∆Q̃9y

∆Q̃13z
=

∆Q̃9y

2∆Q13z
=

0.734Å
2× 0.2965Å

→ θ = 51.07◦, (2.265)

where ∆Q̃9y and ∆Q13z are the displacements of coordinates Q̃9y and Q13z from the
associated potential barrier to one of the minimima (Figure 2.8 and Table 2.2).

The displacement ∆ξ0 when going from this barrier to one of the minima is

∆ξ20 = ∆Q̃2
13z +∆Q̃2

9y = ∆Q̃2
13z + 2∆Q2

9y = 0.890Å2

→ ∆ξ0 = 0.943Å.
(2.266)

Using the same strategy to combine ξ0 with Q14x (next most important Jabobi/Mobile
coordinate, see Table 2.2) gives for the displacement when going from the (new) associated
potential barrier to one of the minima:

∆ξ1 =
√

∆Q̃2
9y +∆Q̃2

13z +∆Q̃2
14x = 0.954Å. (2.267)

Inclusion of ALL Jabobi/Mobile coordinates finally gives

∆ξ =

√
∑

k

∆Q̃2
k = 0.958Å, (2.268)

where the sum runs over the x, y and z-components of all Jabobi/Mobile coordinates.

Hence, the set of Jacobi/Mobile coordinates, Table 2.2, was condensed into one coordinate ξ
performing a large amplitude motion, while the remaining resulting coordinates exhibit con-
siderably smaller contributions to the DCR of SBV. The new coordinates were obtained by a
sequence of unitary transformations, thereby extending the original definition of Jacobi/Mobile
coordinates [242, 243], while preserving the diagonal form of the kinetic energy operator, c.f.
Ref. [244].
Note that these results were obtained subject to the constraint that the molecule’s center

of mass should not move and that the orientation of the C1-C5 carbon bridge is fixed along
the x-axis, see above as well as Figure 2.6(b) and Table 2.2. The first constraint leads to a
separation of the translational motion associated with the center of mass coordinates Qcom

from the remaining dof. The second constraint, however, was chosen for practical reasons, such
that the vibrational and rotational dof are not separated, leading to a total angular-momentum
associated with the nuclear rearrangement unequal to zero from the reactant to the product,
that is angular-momentum is not conserved in this particular model. Note, however, that
similar results are obtained for an alternative scenario, where the total angular-momentum for
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the degenerate Cope rearrangement of SBV from the reactant to the product is conserved [T4].
This might be achieved by first aligning the reactant R and the product P again in the center
of mass frame. Then, P is rotated, at first arbitrarily, with respect to the reactant, yielding the
particular structure P ′ and the total angular momentum associated with the reaction from R
to P ′ is calculated. This procedure is repeated until a rotated product structure P̃ has been
found, such that the reaction from R to P̃ proceeds with zero total angular-momentum [252].
Such a procedure yields ∆ξ = 0.82Å, see Ref. [T4].
In our one dimensional model the kinetic energy operator takes on the form

T̂nuc(ξ) = − 1

2mξ

∂2

∂ξ
with mξ = µ̃9 =

1

4
(mC +mH). (2.269)

The reaction coordinate ξ leads straight from the minimum of the symmetric double well po-
tential energy surface representing the reactant (R) to the other potential minimum representing
the product (P). It accounts for synchronous motions of all the nuclei from the reactant to the
product. The potential barrier associated with this direct one-dimensional path will be denoted
as Bd in the following.
The displacement ∆ξ, eqn. (2.268), from R to the barrier Bd can of course also be calculated

in terms of the original Cartesian coordinates, c.f. eqns. (2.255) and (2.256). For this purpose,
at first the Cartesian displacement coordinates from R to P, ∆xk , are calculated in analogy to
the Jabobi/Mobile displacement coordinates, c.f. Table 2.2. Next, the displacement coordinates
associated with the carbon atoms, ∆xCk with k = 1, . . . , 3M/2, where M is the number of

atoms in the molecular system, c.f. eqn. (2.3), are weighted by the factor
√

mC
mξ

according to

∆x̃Ck =
√

mC
mξ

∆xCk , and the Cartesian displacement coordinates associated with the hydrogen

atoms are weighted by the factor
√

mH
mξ

according to ∆x̃Hk =
√

mH
mξ

∆xHk . In this way, the

mass associated with the reaction coordinate ξ is still given by mξ = (mC +mH)/4 and the
displacement is calculated as

∆ξ =
1

2

√
√
√
√

3M/2
∑

k

[
(

∆x̃Ck
)2

+
(

∆x̃Hk
)2
]

. (2.270)

In practice, the molecular structures along the reaction coordinate ξ are obtained by linear
interpolation between the potential minima as

XR + λ1XR→P, (2.271)

where XR→P = XP−XR is the direction from R to P with XR and XP being 3M -dimensional
vectors of the Cartesian coordinates corresponding to the reactant and product, respectively.
Hence, the parameter λ1 = 0 yields the reactant structure, λ1 = 1 yields the product structure
and λ1 = 1/2 yields the center structure XBd corresponding to the potential barrier Bd in this
one-dimensional model. For the succeeding quantum dynamical simulations with associated
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Table 2.3: Displacement of Jabobi/Mobile coordinates for the degenerate Cope rearrangement of
semibullvalene in Å from the potential barrier Bd associated with the one-dimensional
reaction coordinate ξ to the transition state. Structures refer to B3LYP/cc-pVTZ
calculations.

Jabobi/Mobile coordinate ∆X ∆Y ∆Z

Q1 : C2H12 0.025 0.000 0.018

Q2 : C8H18 -0.020 -0.127 -0.108

Q3 : C4H14 0.000 -0.011 -0.009

Q4 : C6H16 0.020 -0.127 -0.108

Q5 : C3H13 -0.025 0.000 0.018

Q6 : C7H17 0.020 0.127 -0.108

Q7 : C5H15 0.000 0.011 -0.009

Q8 : C1H11 -0.020 0.127 -0.108

Q9 : C2H12,C8H18 0.000 0.118 0.000

Q10 : C4H14,C6H16 0.000 0.118 0.000

Q11 : C3H13,C7H17 0.000 0.092 0.000

Q12 : C1H11,C5H15 0.010 0.000 0.000

Q13 : C2H12C8H18,C4H14C6H16 -0.017 0.000 0.000

Q14 : C3H13C7H17,C6H16C4H14C8H18C2H12 0.000 0.000 -0.005

Q15 : C1H11C5H15,C2H12C8H18C4H14C6H16C3H13C7H17 0.000 0.000 -0.047

Qcom : 0.000 0.000 0.000

mass mξ = (mC + mH)/4, the ξ-axis is scaled such that the displacement from R to Bd

amounts to ∆ξ = 0.958Å, eqn. (2.268). Specifically, we set ξR = −0.958Å, ξBd = 0Å and
ξP = 0.958Å, c.f. Figure 4.2(b) in Chapter 4.

2.4.2.2 Extension of the model

A straightforward extension of this one-dimensional model, motivated by previous work on
the Cartesian reaction plane Hamiltonian with applications to hydrogen-atom transfer reactions
[245–248], is the incorporation of the transition state (TS). Accordingly, a second direction
corresponding to the direct path from the geometric center XBd to the transition state is
introduced as

XBd→TS = XTS −XBd , (2.272)

where XTS denotes the 3M -dimensional vector of the Cartesian coordinates corresponding to
the transition state. In analogy to Table 2.2, the displacements from Bd to TS in terms of
Jabobi/Mobile coordinates are shown in Table 2.3. They are both more evenly distributed among
the coordinates and overall smaller compared to the displacements from R to P shown in Table
2.2. The two thus defined directions are orthogonal

XR→P ·XBd→TS = 0. (2.273)
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The corresponding displacement from Bd to TS is given by

∆ξ′ =
3M
∑

k

(

∆Q̃k,Bd→TS

)2
=

3M/2
∑

k

[
(

∆x̃Ck,Bd→TS

)2
+
(

∆x̃Hk,Bd→TS

)2
]

, (2.274)

where ∆Q̃k,Bd→TS as well as ∆x̃Ck,Bd→TS and ∆x̃Hk,Bd→TS denote weighted Jabobi/Mobile and
Cartesian displacement coordinates from Bd to TS, respectively. Taking for convenience the
arbitrary reduced mass for coordinate ξ′ equal to ξ, i.e. mξ′ = mξ = (mC +mH) /4, yields

∆ξ′ = 0.172Å. (2.275)

The corresponding potential energy surface for the electronic ground and first excited state is
shown in Chapter 5, Figure 5.1. It is calculated according to

XTS + λ1 (XP −XR) + λ2 (XTS −XBd) , (2.276)

c.f. eqn. (2.272), with corresponding scaling of the ξ- and ξ′-axis to yield the displacements
according to eqns. (2.268) and (2.275), respectively.
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Optimal control of the initiation of a pericyclic reaction in the electronic
ground state#
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Abstract. Pericyclic reactions in the electronic ground state may be initiated by down-chirped pump-dump
sub-pulses of an optimal laser pulse, in the ultraviolet (UV) frequency and sub-10 femtosecond (fs) time
domain. This is demonstrated by means of a quantum dynamics model simulation of the Cope rearrangement
of Semibullvalene. The laser pulse is designed by means of optimal control theory, with detailed analysis of
the mechanism. The theoretical results support the recent experimental initiation of a pericyclic reaction. The
present approach provides an important step towards monitoring asynchronous electronic fluxes during syn-
chronous nuclear pericyclic reaction dynamics, with femto-to-attosecond time resolution, as motivated by the
recent prediction of our group.

Keywords. Quantum dynamics; optimal control; pericyclic reaction; semibullvalene.

1. Introduction

Laser control of pericyclic reactions in their electronic
ground states is a challenge in chemical reaction dyna-
mics. Schwebel et al. in 19841 demonstrated an impor-
tant mechanism, initiation by means of high overtone
excitations of various mode selective vibrations, in the
infrared (IR) frequency domain. This experimental suc-
cess has served, in part, as motivation for our previous
design of IR pump-dump laser pulse control of peri-
cyclic reactions.2–4 The approach relies, however, on
a prerequisite which is difficult to satisfy, i.e., strong
changes of the dipole along the reaction path. Recently,
Iwakura, Yabushita and Kobayashi could demonstrate
an alternative approach, i.e., initiation of a pericyclic
reaction in the electronic ground state, by means of an
ultrashort laser pulse in the ultraviolet (UV) frequency
domain, within less than ten femtoseconds (fs).5 De-
tailed analysis yields the mechanism, essentially intra-
pulse UV pump-dump control of the initiation. This
stimulating experiment serves as the first, general moti-
vation for the present work. Accordingly, we shall apply
optimal control theory (OCT)6–10 in order to design an
ultrashort laser pulse which initiates a pericyclic reac-
tion in the electronic ground state. The goal is to investi-
gate whether the UV pump-dump type mechanism will
indeed turn out as the most efficient way to start the
reaction.

#Dedicated to Prof. N Sathyamurthy on his 60th birthday
∗For correspondence

As specific system, we shall consider the degenerate
3,3-sigmatropic shift, or Cope rearrangement11 of semi-
bullvalene2–4,12–34 (C8H8, SBV) in the electronic ground
state, see figure 1. The reactant (R) has a chain of six
carbon atoms C6=C7-C8-C2-C3=C4 (clockwise nota-
tion) which is transformed into another chain C2=C3-
C4-C6-C7=C8 (same clockwise notation, keeping the
labels of the carbon atoms) for the products (P); here R
and P may be distinguished by isotopic labelling. Appa-
rently, the carbon-carbon bond C8-C2 (clockwise nota-
tion) is broken during the pericyclic reaction, while the
C4-C6 bond is formed. Moreover, the double bonds
C3=C4 and C6=C7 are shifted to C2=C3 and C7=C8,
respectively (double bond shifting, DBS). This peri-
cyclic reaction is similar to the Cope rearrangement of
1,5-hexadiene, except that most of the large amplitude
motions of 1,5-hexadiene are essentially frozen by the
additional ‘bridge’ of carbon atoms C1-C5 in SBV. This
constraint supports the simple one-dimensioal (1D)
model for the Cope rearrangement of SBV which has
been introduced in Reference 34, see also Reference 15.

Cope rearrangements of SBV and several deriva-
tives have already served as touchstones for various
properties that are related to pericyclic reactivity, from
synthesis12,16,21,22,29 via spectroscopy13,15,20,24,27 and
kinetics13,14,19 to electronic structure17,18,21–26,28–31,35 and
the related thermochromicity,3,21,22,24,29 ab initio mo-
lecular dynamics32, the role of tunnelling33, and the
above-mentioned quantum dynamics simulations of IR
pump-dump laser control.2–4 In particular, quantum
chemistry first principal calculations show that the Cope
rearrangement of SBV in the electronic ground state
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Figure 1. Cope rearrangement of semibullvalene, with
pincer-motion-type directionality of electronic fluxes indi-
cated by curved arrows in Lewis structures (adapted from
Reference 34.) The numbers in the reactant structure R speci-
fy the amounts of pericyclic electrons which flow between
neighbouring bonds. Symbols i and f indicate dominant ini-
tial and final fluxes of electrons, out of the bond to be bro-
ken and into the bond to be formed, respectively. Symbol
p indicates perpetual weak electronic flux during double
bond shifting. The labels for the carbon atoms (see product
structure P) are the same for R and P.

proceeds in a symmetric double well potential energy
surface (PES), with two equivalent minima represent-
ing R and P which are separated by a rather shallow
barrier.18,21,22,24,26,28–31,33 In contrast, in the first excited
electronic state, SBV has a rather steep and deep sym-
metric single well PES with large energy gap to the
potential barrier in the electronic ground state (!E#
2 eV18,20,24).

Recently, we could determine the coupled electronic
and nuclear fluxes during the Cope rearrangement of
SBV.34 The results of Reference 34 are quite sur-
prising, in view of the traditional rules for the out-
come and the associated net electron transfer during
pericyclic reactions, which is symbolized by curved
arrows in Lewis structures of the reactant36, see e.g., the
text books of organic37–41, inorganic42,43, and biochem-
istry.44,45 The corresponding valence electrons which
describe the changes of the Lewis structures, from R
to P, are called ‘pericyclic’. These electrons are com-
plementary to other valence electrons (e.g., those rep-
resenting CH bonds) or core electrons. Specifically, we
were able to identify the directionality of the fluxes
of ‘pericyclic’ electrons: It is well described by the
pincer-motion-type (as opposed to clockwise or anti-
clockwise) pattern of the curved arrows, as illustrated in
figure 1. Also, we discovered that the number of peri-
cyclic electrons which is transferred per curved arrow,
is typically between 0.09 and 0.23 i.e., much smaller

than the traditional assumption of 1 or even 2. Further-
more, we detected significant opposite fluxes of other
valence electrons. For the scenario of Reference 34,
the time scale of the Cope rearrangement of SBV was
determined to be less than 30 fs. Moreover, we could
discover that various individual processes of the peri-
cyclic reaction such as C8-C2 bond breaking, DBS from
C3=C4 to C2-C3 as well as from C6=C7 to C7=C8,
and C4-C6 bond formation, are associated with asyn-
chronous electronic fluxes during synchronous nuclear
motions. This is a significant extension of previous
investigations which have centred attention on the simp-
ler question of synchronicity or concertedness versus
sequentiality, just for the nuclear motions during chemi-
cal reactions, while ignoring electronic motions, see
e.g., References 35, 46 and 47. Some important results
of Reference 34 are summarized in figure 1.

Certainly, it is a challenge to investigate the predic-
tions of Reference 34 experimentally, using e.g., mo-
dern techniques of femto- to attosecond spectroscopy
which allow to monitor the time evolutions of valence
electrons48–51, see also References 52–60 and the
review 61. For this purpose, it will be necessary to ini-
tiate the Cope rearrangement of SBV in the electronic
ground state. This request provides the second, specific
motivation of this paper, that means we shall explore
the efficiency of the intrapulse UV pump-dump mecha-
nism of Iwakura, Yabushita and Kobayashi5, for initia-
tion of the specific pericyclic reaction, Cope rearrange-
ment of SBV in the electronic ground state. For this pur-
pose, we shall adapt the same 1D model for the nuclear
wavepacket dynamics which has been employed in
Reference 34, with extensions based on Reference 2.
The results for this idealized scenario should serve as
a reference for accurate quantum simulations of more
demanding realistic models.

This paper presents the model and techniques, the
results and discussion followed by conclusions in
sections 2, 3 and 4, respectively.

2. Model and techniques

The subsequent quantum simulations of the nuclear
wave packet dynamics representing the laser driven peri-
cyclic reaction of SBV employ the simple model of
Reference 34. It is illustrated in figure 2. The model is
motivated by the constrained mobility of SBV, as out-
lined in section 1, and also by the fact that for the sce-
nario of Reference 34, the transformation from R to
P takes less than 30 fs. This suggests that the reaction
should be induced by exciting a distinguished ‘reac-
tive’ nuclear degree of freedom (dof), called ξ , such
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Figure 2. Optimal control of the initiation of the Cope
rearrangement of semibullvalene (SBV) in the electronic
ground state. The time evolution of the laser driven
wavepacket dynamics from the reactant (R) along the nuclear
coordinate ξ to the product (P), is illustrated by the series
of snapshots ‘a,b,c,d,e’ of the nuclear densities, at times t =
0.0 fs, 3.1 fs, 7.1 fs, 10.0 fs (the end of the laser pulse) and
t = 33.5 fs, respectively. They are embedded in the potential
energy surfaces of SBV in the electronic ground and excited
states, Vg(ξ) and Ve(ξ), adapted from References 34 and 2,
respectively. The asymptotic base lines of the densities cor-
respond to their mean energies. Also shown is the density of
the target state, eqn. (5), adapted from Reference 34 which
runs from R to P, with total energy E well above the barrier
of Vg(ξ) (dashed line). Snapshot ‘a’ shows the density of the
initial ground state #g,ν=0(ξ) of R, with energy Eg,ν=0. Snap-
shots ‘b,c,d’ illustrate the evolution in the electronic excited
state, Ve(ξ), mediated by the pump and dump sub-pulses of
the optimal control pulse, which are indicated by the vertical
arrows. Snapshot ‘d’ embedded in Vg(ξ) shows the density
of the wavepacket at the end of the laser pulse, t = τ , close
to the ‘target’ state. Subsequently, it evolves to snapshot ‘e’
representing the product P in the electronic ground state. A
small fraction of the total density is left in the excited elec-
tronic state, and runs simultaneously from snapshot ‘d’ to ‘e’
embedded in Ve(ξ).

that motion along ξ is much faster than any compet-
ing process such as intramolecular vibrational redistri-
bution (IVR) of the available energy from ξ to the other
3×16−6−1 = 41 ‘passive’ vibrational dofs. The single
dof ξ that we consider leads straight from the minimum
of the symmetric double well PES representing R to the
other one representing P. It accounts for synchronous
motions of all the nuclei during the pericyclic reac-
tion. As dominant large amplitude motion, it describes
the difference of the lengths of the two carbon-carbon
bonds C8-C2 and C4-C6 (clockwise notation, cf.
figure 1) which are broken and formed, respectively,
during the Cope rearrangement, see also Reference 15,

confirmed by Reference 32. Accordingly, the values
ξR and ξP of ξ at the potential minima representing
R and P have the same absolute values, but opposite
signs, see figure 2. The associated reduced mass is µ =
(MC+ MH)/4.15 The 1D curve of the PES Vg(ξ) of SBV
in the electronic ground (g) state which is shown in
figure 2 is adapted from Reference 34. It was evaluated
by means of quantum chemical first principles calcu-
lations based on Kohn-Sham density functional theory.
The calculations are performed with the MOLPRO62

program package, using the B3LYP functional63,64

together with the cc-pVTZ65 basis sets. The reliabi-
lity of this method concerning structures and energies
along the coordinate ξ is ensured by comparison to
high-level ab initio methods (CASPT2/cc-pVTZ and
MRCI/cc-pVTZ, CCSD(T)/cc-pVTZ, respectively). In
addition, the PES of SBV in the excited (e) state is mod-
elled as harmonic potential with empirical parameters,
as derived in Reference 2.

The initial (t = 0) state of the system representing
R is the vibrational ground state (ν = 0) which is
localized in the potential well of the electronic ground
state (g) representing R, #g(t = 0) = #g,ν=0, with-
out any component in the excited electronic state (e),
#e(t = 0) = 0. The density ρg,ν=0(ξ) = |#g,ν=0(ξ)|2 is
shown as wavepacket labelled ‘a’ in figure 2. The time
evolution of the laser driven wavepackets, #g(t > 0)
and #e(t > 0), is obtained as solution of the time-
dependent Schrödinger equation (TDSE), in semiclas-
sical dipole approximation,

i!
∂

∂t

(

#e(t)
#g(t)

)

=

[(

T +Ve 0
0 T +Vg

)

−E(t)

(

dee deg

dge dgg

)] (

#e(t)
#g(t)

)

.

(1)

The rather simple form of the TDSE (1) applies to
the scenario of a pre-oriented, non-rotating molecule
interacting with a linearly polarized laser pulse. Pre-
orientation may be achieved e.g., by the methods of
References 66–69. The laser pulse with electric field
component E(t) should then be polarized parallel to the
transition dipole between the ground (g) and excited (e)
electronic state. The relevant component is modelled as
deg = dge = 0.3934 ea0 = 1 debye in Condon approxi-
mation. Furthermore, we neglect the dipole functions,
dgg = dee = 0. The experiment of Reference 5 suggests
a rather short duration τ of the laser pulse; we set
τ = 10 fs. Molecular rotations are negligible, indeed,
on this time scale. As a consequence, the model de-
scribes nuclear motions exclusively along ξ , with kinetic
energy operator T = −!2/(2µ) × ∂2/∂ξ 2. Kinetic
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couplings are also neglected, in Born-Oppenheimer
approximation.

The wavefunctions #g(ξ, t) and #e(ξ, t) allow to cal-
culate all the properties which are important for the
subsequent analysis, including the densities

ρg(t) = |#g(ξ, t)|2

ρe(t) = |#e(ξ, t)|2,
(2)

the populations

Pg(t) = 〈#g(t)|#g(t)〉

Pe(t) = 〈#e(t)|#e(t)〉
(3)

where 〈. . . | . . .〉 denotes integration over the nuclear
coordinate ξ , and the energies

Eg(t) = 〈#g(t)|T + Vg|#g(t)〉/Pg(t),

Ee(t) = 〈#e(t)|T + Ve|#e(t)〉/Pe(t).
(4)

The double-motivated, specific goal of the present
investigation is to design a laser pulse E(t) which ini-
tiates the Cope rearrangement of SBV in the elec-
tronic ground state, starting from the ground state
#g(ξ, t = 0) = #g,ν=0(ξ) and yielding essentially the
same wavepacket dynamics as in Reference 34. For this
purpose, we request that at the end (t = τ ) of the laser
pulse, the laser driven wavepacket #g(ξ, t = τ ) should
agree with the reactant wavefunction of Reference 34,
soon after the start of the Cope rearrangement – this
wave function will be called the ‘target wave function
#g,target(ξ)’. For convenience, we employ

#g,target(ξ) ≈ #g,ν=0(ξ − !ξ) × eikξ . (5)

The density of #g,target(ξ) is illustrated in figure 2 by
the dashed line. Apparently, the first factor in eqn. (5)
describes the shift of the initial wavefunction from its
centre at ξR to ξtarget = ξR+!ξ , soon after the start of the
reaction, but before the onset of wavepacket dispersion.
For the present application, we use !ξ = 0.41 Å. The
second factor eikξ describes nuclear motions directed
from R to P, with momentum !k. The corresponding
kinetic and total energies are Ekin = !k2/(2µ) and

Eg = Ekin + Vg(ξtarget), (6)

respectively. The target value Eg = 1.04 eV is adapted
from Reference 34, so that perfect generation of the tar-
get wavepacket, eqn. (5), launches the same wavepacket
dynamics of SBV, from R to P, as in Reference 34.

The design of the laser pulse E(t) which drives the
initial wavefunction #g(ξ, t = 0) = #g,ν=0(ξ) to the
target wavefunction, eqn. (5), is achieved by means of
OCT.6–10 It maximizes the cost functional, that means

the absolute value of the overlap, |〈#g,target|#g(t = τ )〉|
at the end (t = τ ) of the laser pulse, subject to the
ubiquitious ‘penalty’ for all-too-strong electric field
strengths.6–10 In practice, we employ the version of
OCT as implemented in the Multi Configuration Time
Dependent Hartree (MCTDH) package for propagation
of (laser driven) nuclear wavepackets, as documented in
References 70–72. The perfect laser pulse should yield
the ideal value |〈#g,target|#g(t = τ )〉| = 1 – this would
guarantee that the subsequent (t > τ ) free evolution of
#g(ξ, t) is the same as in Reference 34.

3. Results and discussion

The optimal laser pulse E(t) and the resulting popu-
lation dynamics, Pg(t), Pe(t), are documented in the
middle and bottom panels of figure 3, respectively. The
interpretation is obvious: the optimal laser pulse con-
sists of two sub-pulses which ‘pump’ and ‘dump’ popu-
lations, first from the electronic ground to the excited
state, and then back to the ground state. Subsequently,
we shall analyse these sub-pulses in order to discover
their cooperative mechanisms, which allow them to
reach the present goal of laser control, that is initiation
of the Cope rearrangement of the model SBV, from R to
P, in the electronic ground state, equivalent to the reac-
tion dynamics in Reference 34, cum grano salis. We
shall also discuss some remaining drawbacks.

The first and second sub-pulse are well separated
from each other — apparently, they have different tasks
which need to be carried out at special times with selec-
tive time delay td. Specifically, they are centered at
tpump = 2.4 fs and at tdump = 7.7 fs , respectively, thus
td = 5.3 fs, and they last from approximately t = 1.7 fs
till t = 3.1 fs and from t = 7.1 fs till t = 8.3 fs,
respectively, i.e., they have similar durations of 1.4 fs
and 1.2 fs, respectively. They consist of a little less than
four and about three half-cycles, respectively, implying
an overall down chirp, that means larger frequency of
the pump sub-pulse than for the dump sub-pulse (see
figure 2, top panel). The corresponding photon energies
are resonant or near-resonant to the energy gaps of the
PES,

!ωpump ≈ Ve(ξpump) − Vg(ξpump) ≈ 5.1 eV
!ωdump ≈ Ve(ξdump) − Vg(ξdump) ≈ 4.1 eV

(7)

at the positions ξpump = ξR = −0.94 Å and ξdump =
−0.74 Å. This supports resonant population transfer
by vertical Franck-Condon (FC) type pump and dump
transitions at ξpump and ξdump, respectively. These posi-
tions and the transitions are indicated by the vertical
arrows in figure 2. Note that the resonant position ξdump
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Figure 3. Optimal laser pulse E(t) for control of the ini-
tiation of the Cope rearrangement of semibullvalene SBV
(middle panel), and the resulting population dynamics Pg(t)
and Pe(t) in the electronic ground (g) and excited (e) states,
respectively (bottom panel). The events labelled ‘a,b,c,d’ co-
rrespond to the snapshots of the laser-driven wavepacket
dynamics shown in figure 2. Obviously, the optimal control
pulse consists of two sub-pulses which induce the ‘pump’
and ‘dump’ transitions, as indicated in figure 2. The laser
pulse and the resulting population dynamics are switched off
at τ = 10 fs. The top pannel shows the time-frequency pro-
file of the optimal pulse, obtained by a Gabor transform using
a Gaussian time-window (see e.g., References 73,74).

of the dump sub-pulse is located slightly before the
centre ξtarget of the target wavepacket #g,target(ξ), cf.
figure 2. This allows to generate #g(ξ, t) with proper
kinetic and total energies (see below) at t = tdump =
7.7 fs, readily before the final time τ = 10 fs when the
laser pulse is switched off, after driving the wavepacket

#g(ξ, t = τ ) as close to the target #g,target(ξ) as po-
ssible. The criterion for the decisive value, ξdump =
−0.74 Å, will be quantified below.

The half cycles of the pump and dump sub-pulses
have rather strong field amplitudes, with maximum
absolute value Emax ≈ 80 GV/m corresponding to maxi-
mum transient intensity, Imax = cε0E2

max = 1.7 ×
1015 W/cm2. The value of the integral

∫

E(t)dt =
0.23 GV

m fs is much smaller than Emaxτ = 800 GV
m fs,

in accord with References 75,76. Close inspection of
figure 3 shows that most of the populations are trans-
ferred at times close to the maxima or minima of the
half cycles of the pump and dump sub-pulses. In con-
trast, rather small amounts of population are trans-
ferred whenever the electric field is close to zero,
switching sign. As a consequence, the population trans-
fers proceed in a stepwise manner, as documented in
figure 3.

The laser driven wavepacket dynamics is illustrated
in figure 2 by the snapshots of the corresponding den-
sities, eqn. (2), labelled ‘a,b,c,d,e’, which are embedd-
ed in the respective PESs of the electronic ground and
excited states. The choice of these snapshots has been
made in order to explain the mechanism of the opti-
mal laser pulse. Apparently, its pump sub-pulse trans-
fers the original wavefunction #g,ν=0(ξ) (snapshot ‘a’)
to #e(ξ, t) in the excited electronic state (snapshot ‘b’).
The resonance condition, eqn. (7), of the FC-type verti-
cal transition at ξ = ξpump = ξR implies that #e(ξ, t) is
generated with energy

Ee(t) ≈ Ee = Vg(ξR) + !ωpump = Ve(ξR), (8)

which remains approximately constant during the time
window between the pump and dump sub-pulses. The
strong force of the steep repulsive wall of Ve(ξ) close to
ξ = ξpump = ξR drives the wavepacket #e(ξ, t) from R
toward P. This is illustrated by the shift of the snapshot
‘b’ to ‘c’. At the same time, the wavefunction #e(ξ, t)
gains momentum directed from R to P, and correspond-
ing kinetic energy. Approximate conservation of energy
during the time window between the pump and dump
laser pulses implies that the kinetic energy of #e(ξ, t)
is approximately equal to

Ee(t) − Ve(ξ) ≈ Ve(ξR) − Ve(ξ), (9)

where ξ denotes the centre (mean value) of #e(ξ, t).
Next, the second sub-pulse dumps #e(ξ, t) back to

#g(ξ, t) in the ground state, again in a vertical FC-type
manner, located at ξdump and applied at tdump. The time
delay td = tdump − tpump between the pump and dump
sub-pulses corresponds to the time that #e(ξ, t) needs
to run from ξpump = ξR to ξdump. Also, the value of ξdump
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determines the optimal transition frequency or photon
energy !ωdump, according to eqn. (7). Finally, the time
from tdump to τ is essentially the time #g(ξ, t) needs
to run from ξdump till ξtarget. The resulting wavepacket
#g(ξ, t = τ ) is illustrated by the snapshot labelled ‘d’
embedded in Vg(ξ).

The preceding analysis thus leaves us with the task
to determine the parameter ξdump of the dump sub-pulse,
for comprehensive understanding of the entire optimal
laser pulse. The solution is as follows: By its FC nature,
the dump sub-pulse is not only vertical, conserving the
nuclear position at ξdump, but it also conserves nuclear
momentum and, therefore, kinetic energy, thus

Ve(ξR) − Ve(ξdump) = Eg(tdump) − Vg(ξdump)

≈ Eg − Vg(ξdump).
(10)

For the given PES Vg(ξ) and Ve(ξ) of the model SBV,
for the given initial and target wavefunctions, and for
the given duration τ of the optimal laser pulse, the equa-
tion (10), combined with the previous ones (6) – (9),
imposes the total energy (6) of the target wavefunction
(5) as decisive contraint, which determines all the fre-
quencies and the timing of the two pump and dump
sub-pulses of the optimal laser pulse. The second equa-
tion (10) is based on approximate conservation of the
total energy, during the time window from the dump
sub-pulse till the end (t = τ ) of the optimal laser pulse.

Comparison of the laser driven wavefunction #g(ξ, τ )
and the target wave function #g,target(ξ) shows good
but not perfect agreement; for the energies, locations,
and shapes, see figure 2. As a consequence, the subse-
quent free evolution of #g(ξ, t) for t > τ is also simi-
lar to the free evolution of the target wavefunction,
which has been adapted from, and which is documented
in Reference 34. Snapshot ‘e’ shows the density of
#g(t = tP) on arrival at the product configuration P,
i.e., when it is centred at ξP. As expected, it agrees
almost perfectly with the corresponding snapshot of the
product wavefunction which is shown in figure 1 of
Reference 34.

As a summary, the optimal laser pulse E(t) shown
in figure 3 fulfils its task, i.e., it initiates the Cope
rearrangement of the model SBV in the electronic
ground state so that the resulting wavepacket dynamics
from R to P is similar to that of Reference 34. Close
analysis reveals, however, that E(t) is not perfect. First
of all, its pump sub-pulse does not achieve perfect popu-
lation transfer from the electronic ground to the excited
state. Figure 3 shows that the population which remains
in Vg(ξ) is about Pg(t) ≈ 0.08, from t ≈ 3 fs till 7 fs.
As a consequence, #g(ξ, t) keeps a small partial wave
which remains trapped in the reactant well of Vg(ξ).

This partial wave is not an eigenstate, hence it exhibits
non-stationary dynamics. This is visible in the time
evolution of the small lobes of the densities ρg(ξ, t)
labelled ‘d’ and ‘e’, close to ξ = ξR. Similar effects
of a pump pulse, called ‘hole carving’ in the ground
state wavepacket, have been discovered first by Kosloff
and coworkers.77,78 Likewise, the dump sub-pulse does
not achieve perfect population transfer from the excited
electronic state back to the ground state. This is doc-
umented by the rather small but clearly non-vanishing
densities ρe(ξ, t) labelled ‘d’ and ‘e’, embedded in
Ve(ξ), see figure 2. These deficiencies could possibly
be eliminated by even larger field strength, but in prac-
tice, this is prohibitive due to competing effects such as
excitations of higher electronic states, or ionization.

4. Conclusions

The present model investigation confirms the general
experimental result of Reference 5, which has served
as first, general motivation, i.e., pericyclic reactions in
the electronic ground state may be induced by laser
pulses in the visible to UV frequency and sub-10-fs
time domains. OCT yields a down-chirped intra-pulse
pump-dump mechanism as the most efficient approach
towards this goal. The two pump and dump sub-pulses
induce resonant FC-type transitions, from the ground to
the electronic excited state, and back, with optimal time
delay. In contrast, Reference 5 employs non-resonant
sub-pulses. The present results suggest that the effi-
ciency of the experiment may be enhanced by means
of properly chirped resonant ones. In any case, the sub-
pulses of Reference 5 and the present one are few (one
to two) cycle pulses, with corresponding broad spectral
ranges (approximately 1 eV). This supports the rather
flexible generation of suitable time-dependent nuclear
wavepackets, which may consist of several vibrational
eigenstates, first in the excited electronic state and sub-
sequently in the electronic ground state, as documented
in figure 2.

The intrapulse pump–dump mechanism of the
present optimal laser pulse is somewhat analogous to
the original pump-dump mechanism of Tannor and
Rice6,9,10, but there are important differences: Their
motivation has been laser control of photodissociations
towards competing product channels; they were able to
achieve this goal by means of OCT in the weak field
limit, at the expense of rather low product yields.6 In
contrast, we aim at a new task of laser control (com-
pare e.g., with References 79, 80) that is initiation of
a unimolecular reaction, exclusively in the electronic
ground state, and with perfect product yield. For this
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purpose, we have to employ OCT in the strong field
limit.7,8 The analysis of the mechanism in section 3
suggests to design analytical laser pulses e.g., with
Gaussian envelopes and similar frequencies, durations
and time delay, lending themselves more easily to
experimental applications than those obtained by means
of OCT. In any case, the present laser pulse is com-
plementary to previous down-chirped intra-pulse pump-
dump laser pulses which serve different purposes, e.g.,
to induce large amplitude vibrations in the electronic
ground state81,82, or control of branching ratios and
photodesorption yields.83

The present results are encouraging also concern-
ing the second, specific motivation, that means to pave
the way towards experimental monitoring the electronic
fluxes during the Cope rearrangement of SBV in the
electronic ground state, as predicted in Reference 34,
cf. figure 1. At the same time, it calls for several exten-
sions, e.g., the present empirical potential Ve(ξ) of the
electronic excited state should be replaced by quan-
tum chemical ab initio calculations, and the simple 1D
model should be replaced by a multi-dimensional one.
For example, the forces of the PES in the electronic
excited state Ve, and subsequently also in the ground
state Vg, may possibly (but not neccessarily, depend-
ing on the system) drive the wavepackets #e(t) and
subsequently also #g(t) away from the ideal ‘short-
cut’ along ξ – this may cause excitations of several
vibrational modes in the product P, as observed in Ref-
erence 5; for an early, illuminating discussion of the
relations of potential energy surfaces and molecular
reaction dynamics, see e.g., Reference 84. In order to
suppress these competing channels, one may employ
the tools of Reference 85, compare with Reference 86.

Another challenge is perfect suppression of any
partial wave #e(t) which ‘survives’ in the electronic
excited state, after the optimal laser pulse. This task
is motivated by the work of the group of Takatsuka
et al.87–89, which implies that the interplay of the ground
state wave function #g(t) with even just a small com-
ponent of #e(t) might have a rather strong effect on
the results for the net electronic fluxes from R to P in
the electronic ground state. This task may be supported
by model systems with shallower PES Ve in the elec-
tronic excited case, supporting perfect generation and
subsequent annihilation of slower wavepackets #e(t)
by means of longer and less intense pump and dump
sub-pulses. Alternatively, following a suggestion of
Prof. W Jakubetz (Universität Wien), one might employ
another laser pulse which eliminates any remaining
components of #e(t), by means of state-(e)-selective
photoionization.

Work along these lines is in progress.
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75. Milošević D B, Paulus G G, Bauer D and Becker W 2006
J. Phys. B.: At. Mol. Opt. Phys. 39 R203

76. Bandrauk A D, Chelkowski S and Shon N. H 2002 Phys.
Rev. Lett. 89 283903

98 Chapter 3. Results



Optimal control of a pericyclic reaction 129

77. Hartke B, Kosloff R and Ruhman S 1989 Chem. Phys.
Lett. 158 238

78. Banin U, Bartana A, Ruhman S and Kosloff R 1994 J.
Chem. Phys. 101 8461

79. Sathyamurthy N 1992 Lasers in chemical and biological
sciences (Wiley Eastern, New Delhi) pp. 19–29

80. Kühn O and Wöste L (eds) Analysis and control
of ultrafast photoinduced reactions, (Springer-Verlag
Berlin)

81. Ruhman S and Kosloff R 1990 J. Opt. Soc. Am. B 7,
1748

82. Cerullo G, Bardeen C J, Wang Q and Shank C V 1996
Chem. Phys. Lett. 262 1362

83. Mishima K and Yamashita K 1999 J. Chem. Phys. 110
7756

84. Sathyamurthy N and Joseph T 1984 J. Chem. Edu. 61
968

85. Belz S, Grohmann T and Leibscher M 2009 J. Chem.
Phys. 131 034305

86. Deeb O, Leibscher M, Manz J, von Muellern W and
Seideman T 2007 ChemPhysChem 8 322

87. Nagashima K and Takatsuka K 2009 J. Phys. Chem. A
113 15240

88. Yonehara T and Takatsuka K 2009 Chem. Phys. 366 115
89. Okuyama M and Takatsuka K 2009 Chem. Phys. Lett.

476 109

3.1. First Part:
Electron-Nuclear Quantum Fluxes in Pericyclic Reactions, Exemplified for the Cope
Rearrangement of Semibullvalene 99



100 Chapter 3. Results

3.1.3 T. Bredtmann∗, J. Manz∗,
Electronic Bond-to-Bond Fluxes in Pericyclic Reactions: Synchronous
or Asynchronous?
Angew. Chem. Int. Ed., 50, 12652-12654 (2011)



3.1. First Part:
Electron-Nuclear Quantum Fluxes in Pericyclic Reactions, Exemplified for the Cope
Rearrangement of Semibullvalene 101

T. Bredtmann∗, J. Manz∗,
Electronic Bond-to-Bond Fluxes in Pericyclic Reactions: Synchronous or Asynchronous?
Angew. Chem. Int. Ed., 50, 12652-12654 (2011).

DOI: 10.1002/anie.201104465
URL: http://dx.doi.org/DOI: 10.1002/anie.201104465



102 Chapter 3. Results

T. Bredtmann∗, J. Manz∗,
Electronic Bond-to-Bond Fluxes in Pericyclic Reactions: Synchronous or Asynchronous?
Angew. Chem. Int. Ed., 50, 12652-12654 (2011).

DOI: 10.1002/anie.201104465
URL: http://dx.doi.org/DOI: 10.1002/anie.201104465



3.1. First Part:
Electron-Nuclear Quantum Fluxes in Pericyclic Reactions, Exemplified for the Cope
Rearrangement of Semibullvalene 103

T. Bredtmann∗, J. Manz∗,
Electronic Bond-to-Bond Fluxes in Pericyclic Reactions: Synchronous or Asynchronous?
Angew. Chem. Int. Ed., 50, 12652-12654 (2011).

DOI: 10.1002/anie.201104465
URL: http://dx.doi.org/DOI: 10.1002/anie.201104465



104 Chapter 3. Results

3.1.4 T. Bredtmann∗, H. Kono, J. Manz∗, K. Nakamura∗, C. Stemmle,
Nuclear Flux Densities during a Model Pericyclic Reaction with
Energies Well Above and Below the Potential Barrier,
ChemPhysChem, 14, 1397-1404 (2013)



3.1. First Part:
Electron-Nuclear Quantum Fluxes in Pericyclic Reactions, Exemplified for the Cope
Rearrangement of Semibullvalene 105

T. Bredtmann∗, H. Kono, J. Manz∗, K. Nakamura∗, C. Stemmle,
Nuclear Flux Densities during a Model Pericyclic Reaction with Energies Well Above and Below the
Potential Barrier,
ChemPhysChem, 14, 1397-1404 (2013).

DOI: 10.1002/cphc.201200943
URL: http://dx.doi.org/10.1002/cphc.201200943



106 Chapter 3. Results

T. Bredtmann∗, H. Kono, J. Manz∗, K. Nakamura∗, C. Stemmle,
Nuclear Flux Densities during a Model Pericyclic Reaction with Energies Well Above and Below the
Potential Barrier,
ChemPhysChem, 14, 1397-1404 (2013).

DOI: 10.1002/cphc.201200943
URL: http://dx.doi.org/10.1002/cphc.201200943



3.1. First Part:
Electron-Nuclear Quantum Fluxes in Pericyclic Reactions, Exemplified for the Cope
Rearrangement of Semibullvalene 107

T. Bredtmann∗, H. Kono, J. Manz∗, K. Nakamura∗, C. Stemmle,
Nuclear Flux Densities during a Model Pericyclic Reaction with Energies Well Above and Below the
Potential Barrier,
ChemPhysChem, 14, 1397-1404 (2013).

DOI: 10.1002/cphc.201200943
URL: http://dx.doi.org/10.1002/cphc.201200943



108 Chapter 3. Results

T. Bredtmann∗, H. Kono, J. Manz∗, K. Nakamura∗, C. Stemmle,
Nuclear Flux Densities during a Model Pericyclic Reaction with Energies Well Above and Below the
Potential Barrier,
ChemPhysChem, 14, 1397-1404 (2013).

DOI: 10.1002/cphc.201200943
URL: http://dx.doi.org/10.1002/cphc.201200943



3.1. First Part:
Electron-Nuclear Quantum Fluxes in Pericyclic Reactions, Exemplified for the Cope
Rearrangement of Semibullvalene 109

T. Bredtmann∗, H. Kono, J. Manz∗, K. Nakamura∗, C. Stemmle,
Nuclear Flux Densities during a Model Pericyclic Reaction with Energies Well Above and Below the
Potential Barrier,
ChemPhysChem, 14, 1397-1404 (2013).

DOI: 10.1002/cphc.201200943
URL: http://dx.doi.org/10.1002/cphc.201200943



110 Chapter 3. Results

T. Bredtmann∗, H. Kono, J. Manz∗, K. Nakamura∗, C. Stemmle,
Nuclear Flux Densities during a Model Pericyclic Reaction with Energies Well Above and Below the
Potential Barrier,
ChemPhysChem, 14, 1397-1404 (2013).

DOI: 10.1002/cphc.201200943
URL: http://dx.doi.org/10.1002/cphc.201200943



3.1. First Part:
Electron-Nuclear Quantum Fluxes in Pericyclic Reactions, Exemplified for the Cope
Rearrangement of Semibullvalene 111

T. Bredtmann∗, H. Kono, J. Manz∗, K. Nakamura∗, C. Stemmle,
Nuclear Flux Densities during a Model Pericyclic Reaction with Energies Well Above and Below the
Potential Barrier,
ChemPhysChem, 14, 1397-1404 (2013).

DOI: 10.1002/cphc.201200943
URL: http://dx.doi.org/10.1002/cphc.201200943



112 Chapter 3. Results

T. Bredtmann∗, H. Kono, J. Manz∗, K. Nakamura∗, C. Stemmle,
Nuclear Flux Densities during a Model Pericyclic Reaction with Energies Well Above and Below the
Potential Barrier,
ChemPhysChem, 14, 1397-1404 (2013).

DOI: 10.1002/cphc.201200943
URL: http://dx.doi.org/10.1002/cphc.201200943



3.1. First Part:
Electron-Nuclear Quantum Fluxes in Pericyclic Reactions, Exemplified for the Cope
Rearrangement of Semibullvalene 113

3.1.5 T. Bredtmann∗, B. Paulus,
Electron-Nuclear Motion in the Cope Rearrangement of
Semibullvalene: Ever Synchronous?
J. Chem. Theor. Comp., 9, 3026−3034 (2013)



114 Chapter 3. Results

T. Bredtmann∗, B. Paulus,
Electron-Nuclear Motion in the Cope Rearrangement of Semibullvalene: Ever Synchronous?
J. Chem. Theor. Comp., 9, 3026−3034 (2013).

DOI: 10.1021/ct400318z
URL: http://dx.doi.org/10.1021/ct400318z



3.1. First Part:
Electron-Nuclear Quantum Fluxes in Pericyclic Reactions, Exemplified for the Cope
Rearrangement of Semibullvalene 115

T. Bredtmann∗, B. Paulus,
Electron-Nuclear Motion in the Cope Rearrangement of Semibullvalene: Ever Synchronous?
J. Chem. Theor. Comp., 9, 3026−3034 (2013).

DOI: 10.1021/ct400318z
URL: http://dx.doi.org/10.1021/ct400318z



116 Chapter 3. Results

T. Bredtmann∗, B. Paulus,
Electron-Nuclear Motion in the Cope Rearrangement of Semibullvalene: Ever Synchronous?
J. Chem. Theor. Comp., 9, 3026−3034 (2013).

DOI: 10.1021/ct400318z
URL: http://dx.doi.org/10.1021/ct400318z



3.1. First Part:
Electron-Nuclear Quantum Fluxes in Pericyclic Reactions, Exemplified for the Cope
Rearrangement of Semibullvalene 117

T. Bredtmann∗, B. Paulus,
Electron-Nuclear Motion in the Cope Rearrangement of Semibullvalene: Ever Synchronous?
J. Chem. Theor. Comp., 9, 3026−3034 (2013).

DOI: 10.1021/ct400318z
URL: http://dx.doi.org/10.1021/ct400318z



118 Chapter 3. Results

T. Bredtmann∗, B. Paulus,
Electron-Nuclear Motion in the Cope Rearrangement of Semibullvalene: Ever Synchronous?
J. Chem. Theor. Comp., 9, 3026−3034 (2013).

DOI: 10.1021/ct400318z
URL: http://dx.doi.org/10.1021/ct400318z



3.1. First Part:
Electron-Nuclear Quantum Fluxes in Pericyclic Reactions, Exemplified for the Cope
Rearrangement of Semibullvalene 119

T. Bredtmann∗, B. Paulus,
Electron-Nuclear Motion in the Cope Rearrangement of Semibullvalene: Ever Synchronous?
J. Chem. Theor. Comp., 9, 3026−3034 (2013).

DOI: 10.1021/ct400318z
URL: http://dx.doi.org/10.1021/ct400318z



120 Chapter 3. Results

T. Bredtmann∗, B. Paulus,
Electron-Nuclear Motion in the Cope Rearrangement of Semibullvalene: Ever Synchronous?
J. Chem. Theor. Comp., 9, 3026−3034 (2013).

DOI: 10.1021/ct400318z
URL: http://dx.doi.org/10.1021/ct400318z



3.1. First Part:
Electron-Nuclear Quantum Fluxes in Pericyclic Reactions, Exemplified for the Cope
Rearrangement of Semibullvalene 121

T. Bredtmann∗, B. Paulus,
Electron-Nuclear Motion in the Cope Rearrangement of Semibullvalene: Ever Synchronous?
J. Chem. Theor. Comp., 9, 3026−3034 (2013).

DOI: 10.1021/ct400318z
URL: http://dx.doi.org/10.1021/ct400318z



122 Chapter 3. Results

T. Bredtmann∗, B. Paulus,
Electron-Nuclear Motion in the Cope Rearrangement of Semibullvalene: Ever Synchronous?
J. Chem. Theor. Comp., 9, 3026−3034 (2013).

DOI: 10.1021/ct400318z
URL: http://dx.doi.org/10.1021/ct400318z



3.1. First Part:
Electron-Nuclear Quantum Fluxes in Pericyclic Reactions, Exemplified for the Cope
Rearrangement of Semibullvalene 123

3.1.5.1 Supporting Information



124 Chapter 3. Results

T. Bredtmann∗, B. Paulus,
Electron-Nuclear Motion in the Cope Rearrangement of Semibullvalene: Ever Synchronous?
J. Chem. Theor. Comp., 9, 3026−3034 (2013).

DOI: 10.1021/ct400318z
URL: http://dx.doi.org/10.1021/ct400318z



3.1. First Part:
Electron-Nuclear Quantum Fluxes in Pericyclic Reactions, Exemplified for the Cope
Rearrangement of Semibullvalene 125

T. Bredtmann∗, B. Paulus,
Electron-Nuclear Motion in the Cope Rearrangement of Semibullvalene: Ever Synchronous?
J. Chem. Theor. Comp., 9, 3026−3034 (2013).

DOI: 10.1021/ct400318z
URL: http://dx.doi.org/10.1021/ct400318z



126 Chapter 3. Results

T. Bredtmann∗, B. Paulus,
Electron-Nuclear Motion in the Cope Rearrangement of Semibullvalene: Ever Synchronous?
J. Chem. Theor. Comp., 9, 3026−3034 (2013).

DOI: 10.1021/ct400318z
URL: http://dx.doi.org/10.1021/ct400318z



3.1. First Part:
Electron-Nuclear Quantum Fluxes in Pericyclic Reactions, Exemplified for the Cope
Rearrangement of Semibullvalene 127

T. Bredtmann∗, B. Paulus,
Electron-Nuclear Motion in the Cope Rearrangement of Semibullvalene: Ever Synchronous?
J. Chem. Theor. Comp., 9, 3026−3034 (2013).

DOI: 10.1021/ct400318z
URL: http://dx.doi.org/10.1021/ct400318z



128 Chapter 3. Results

3.2 Second Part:
Analysis of Electronic Fluxes and Nuclear Flux Densities
in Experimentally Readily Accessible Molecular Systems

3.2.1 T. Bredtmann∗, E. Hupf, B. Paulus,
Electronic Fluxes during Large Amplitude Vibrations of Single,
Double and Triple Bonds,
Phys. Chem. Chem. Phys., 14, 15494-15501 (2012)



∗ †

∗

†

3.2. Second Part:
Analysis of Electronic Fluxes and Nuclear Flux Densities in Experimentally Readily
Accessible Molecular Systems 129



1fs = 10−15s

1as = 10−18 s

130 Chapter 3. Results



±zobs

H+
2 H2

3.2. Second Part:
Analysis of Electronic Fluxes and Nuclear Flux Densities in Experimentally Readily
Accessible Molecular Systems 131



Ψn(q,Q, t) = χn(Q, t)Φn(q;Q),

n = 1, 2, 3

q Q N

qi = {ri, σi} (i = 1, . . . , N) M QA = {RA,ΣA} (A = 1, . . . ,M)

χn(Q, t)

Φn(q;Q)

Φn(q;Q)
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4 Summary and Conclusions

In this thesis, it was shown that the quantum dynamical evaluation and analysis of electron-
nuclear quantum fluxes provides quantitative insight into adiabatic chemical processes occurring
in specific non-degenerate electronic quantum states [T1,T3-T7]. Special emphasis was laid
on pericyclic reactions in the electronic ground state, exemplified for the degenerate Cope
rearrangement (DCR) of semibullvalene (SBV) [T1-T5], c.f. Figure 1.1, which constitutes part one
of the results of this thesis. One of the main objectives was the quantification of the qualitative
rules traditionally used in organic, inorganic and biochemistry [29–31, 34, 35] to indicate the net
outcome of chemical reactions by curved arrows embedded in the reactant, c.f. top left panel
in Figure 4.1. The latter figure, which presents a graphical summary of some of the results
obtained in part one, shows “top” or “bird‘s eye views” of the DCR of SBV, while Figure 1.1 shows
“side views” of this pericyclic reaction.
At first, the reaction from the reactant R over the potential barrier Bd to the product P,

at energies E well above the potential barrier Bd (E > Bd), involving synchronous nuclear
quantum motion along the one-dimensional reaction coordinate ξ, was investigated [T1]. The
reader is referred to section 2.4 for a detailed description of the underlying model, see also
Ref. [72]. Hence, according to section 2.4, the barrier associated with this direct path from R
to P is denoted by Bd and the actual transition state by TS, whereas barriers without explicit
specification will be denoted by B in the following. The underlying potential energy surface
along the one-dimensional reaction coordinate ξ was calculated at the B3LYP/cc-pVTZ level
of theory, sections 2.2.2 and 2.2.4, which is a very reasonable approximation [T5]. Visual
data analysis in cooperation with the Zuse-Institut für Visualisierung und Datenanalyse Berlin
showed that exclusively pincer-shaped patterns of the electronic fluxes, topmost depiction in
the top left panel in Figure 4.1, are observed for the DCR of SBV. Such flux patterns are a
general feature of unimolecular pericyclic reactions in the non-degenerate electronic ground
state, as successively shown in Ref. [161]. In the latter study, exploiting the fact that for such
reactions the mean electronic angular momentum is equal to zero, a selection rule for the
corresponding directionality of electronic fluxes was derived. Accordingly, such electronic fluxes
must change directions, forbidding counter-clockwise or clockwise ring-current like electronic
fluxes, c.f. middle and bottommost depiction, respectively, in the top left panel in Figure 4.1.
These selection rules are in analogy to spectroscopic selection rules for “symmetry forbidden”
and “symmetry allowed” transitions [145], with the determination of the “true” directionality
of the fluxes and their quantitative values relying on specific quantum dynamical evaluations
[161]. Note that clockwise or counter-clockwise electronic fluxes occur in chemical processes
involving degenerate or quasi-degenerate excited electronic states, see Refs. [14, 15] and [16, 21,
25], respectively, as well as in processes involving multiple excited non-degenerate electronic
quantum states, involving complex electronic flux patterns [18, 23].
Furthermore, Ref. [T1] showed that series of time-integrated electronic fluxes can be as-
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Figure 4.1: Quantum dynamical results (top right panel) may be combined with traditional de-
pictions of reaction mechanisms in organic chemistry (top left panel) in order to
yield new insight into pericyclic reactions (middle panel). The actual directionality
of the electronic bond-to-bond fluxes is indicated by pincer-shaped curved arrows.
These arrows may be complemented both by the number of electrons transferred
from bond to bond from the reactant (R) to the product (P) and by labels indicating
the time-sequences of the electronic bond-to-bond fluxes: (i) for initial dominant flux
associated with bond breaking (bb) from R to the barrier Bd corresponding to the di-
rect path from R to P, see text and section 2.4.2.1, (f) for final dominant flux associated
with bond making (bm) from Bd to P, and (p) for perpetual fluxes associated with
double-bond-shifting (dbs). The bottommost depiction shows an alternative quanti-
tative depiction emphasizing this asynchronous electronic rearrangement, that is the
dominant flux out of the breaking bond from R to Bd, by the scale of the associated
pincer-shaped arrows together with the numbers of the transferred electrons. From
Bd to P, these electronic flux patterns are of course inversed due to the underlying
symmetry of the reaction. The program Amira [158] was used for data visualization.
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signed to the pincer-shaped curved arrows in the Lewis structures corresponding to the number
of electrons participating in the electronic bond-to-bond fluxes. For this analysis, the time-
dependent one-electron density ρBO

el (r, t), eqn. (2.41), had to be partitioned, by means of
localized molecular-orbitals, see Ref. [201] and section 2.2.3, in order to filter out spurious con-
tributions mainly due to rearranging CH groups, see also Refs. [T5] and [253]. Hence, the
total density was partitioned into a core density, ρBO

el,core(r, t), accounting for the sixteen core
electrons associated with the eight carbon 1s-shells, into a pericyclic density, ρBO

el,peri(r, t), ac-
counting for the mutation of the Lewis structure for the reactant into that for the product, and
into a density accounting for the other, remaining, valence electrons, ρBO

el,oval(r, t), such that
ρBO
el (r, t) = ρBO

el,core(r, t) + ρBO
el,peri(r, t) + ρBO

el,oval(r, t). The number of electrons participating
in the bond-to-bond fluxes was then evaluated in terms of the pericyclic density, ρBO

el,peri(r, t),
see section 2.2.3 for further details. This pericyclic density for R and P, including the transferred
numbers of electrons, is shown in the top right panel of Figure 4.1, as isosurface plots using
three nested equidensity contours.

Concerning the synchronicity of the electronic bond-to-bond fluxes associated with bond
breaking (bb), bond making (bm) and double-bond-shifting (dbs), it was found [T1] that initially
(i), from R to Bd, the electrons dominantly flow out of the breaking bond and finally (f),
from Bd to P, they dominantly flow into the new bond, i.e. asynchronous electronic fluxes
associated with bond breaking and bond making during synchronous nuclear rearrangement
were observed. Meanwhile, perpetual (p) electronic flux associated with double-bond-shifting
was observed. At the mean total energy considered in Ref. [T1], E = 1.04 eV, the reaction time
τ from R to P was determined as τ = 27.3 fs, c.f. Figure 4.1. The latter graphical summary shows
how these quantum dynamical results yield new insight into reaction mechanisms in organic
chemistry. Specific sets of curved arrows may be used to indicate the actual directionality of
electronic bond-to-bond fluxes during pericyclic reactions, complemented by the number of
electrons that are transferred from bond-to-bond, as well as by labels of the time sequences,
going beyond mere qualitative depictions for the net outcome of such reactions (middle panel).
The bottom panel of Figure 4.1 shows an alternative depiction, emphasizing the dominant flux
out of the breaking bond from R to Bd by the scale of the associated pincer-shaped curved
arrows together with the numbers of the transferred electrons. This asynchronicity may be
quantized by the parameter α as the difference between the number of electrons that have,
from R to Bd, flown out of the old and into the new bond, α = 0.15 − 0.08. From Bd to
P, these patterns are of course inversed due to the underlying symmetry of the reaction. The
reader is also referred to Ref. [82] for a recent theoretical study based on topological analysis
of the electron density along the intrinsic reaction path [200] of the DCR of SBV, which was
motivated by Ref. [T1], and confirmed our results.

Pericyclic reactions occurring in the electronic ground state with energies well above the po-
tential barrier may be initialized by ultrashort laserpulses in the ultraviolett frequency domain
with pulse durations shorter than 10 fs as shown experimentally for the Claison rearrangement
of allyl vinyl ether [89] and allyl phenyl ether [90] involving successive excitation and deexci-
tation of an excited electronic state. Motivated by these experimental studies on the Claison
rearrangement and in order to motivate, on our part, experimental studies aiming to monitor
the rich electronic flux phenomena in the DCR of SBV using emerging experimental techniques
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Figure 4.2: Optimal control of the initiation of the Cope rearrangement of semibullvalene in the
electronic ground state, adapted from [T2]. (a) Time-frequency profile (top panel)
and electric field (bottom panel) of the optimal laser pulse. The time-frequency
profile was obtained by a Gabor transform using a Gaussian time-window, see eqn.
(2.228). The events labeled “a,b,c,d” correspond to the snapshots of the laser-driven
wave packet dynamics shown in (b). (b) The time evolution of the laser driven wave
packet dynamics, from the reactant (R) along the nuclear coordinate ξ to the product
(P), is illustrated by the series of snapshots “a,b,c,d,e” of the nuclear densities, at
times t = 0 fs, 3.1 fs, 7.1 fs, 10 fs (the end of the laser pulse) and t = 33.5 fs, the
time when the product structure is reached. The snapshots are embedded in the
electronic ground (g) and excited (e) state potential energy surfaces with base lines of
the densities corresponding to their mean total energies. Also shown is the density
of the target state adapted from Ref. [T1], which runs from R to P, with total energy
E well above the barrier Bd (dashed line). After the laser pulse, a small fraction of
the total density is left in the excited electronic state, and runs simultaneously in
both electronic states from snapshot “d” to “e”.
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of femto-to-attosecond spectroscopy [4–9, 254], Optimal Control Theory (OCT) [91–99], see also
section 2.3.4, was applied in this thesis in order to design an ultra-short laser-pulse that initiates
the DCR of SBV in the electronic ground state. Using the model for the electronic ground state
from Ref. [T1] and an empirical potential [73] for the first excited electronic state, it was shown
in Ref. [T2] that OCT yields a Raman-type pump-dump mechanism as the most efficient initi-
ation. Figure 4.2(a) shows the time-frequency profile (top panel) and the electric field (bottom
panel), see section 2.3.3, of the optimal laser pulse. Figure 4.2(b) shows the corresponding time
evolution of the laser driven wave packet dynamics from R along the nuclear coordinate ξ to
P, illustrated by the series of snapshots “a,b,c,d” of the nuclear densities corresponding to the
points of time marked in the depiction of the electric field, bottom panel of Figure 4.2(a). Ad-
ditionally depicted is the time when the product structure is reached at t = 33.5 fs marked by
snapshot “e” as well as the predefined target state as dashed line. It may be interesting to note
that the initial guess for the optimized laser pulse was a resonant pulse with a sin2-envelope
function of time duration tp = 10 fs, c.f. Figure 2.4(a).
Specifically, the pump sub-pulse of the optimized laser field first induces a resonant Franck-

Condon type transition from the electronic ground state (snapshot “a” in Figure 4.2(b)) to the
electronic excited state (snapshot “b”), where the nuclear wave packet evolves freely and gains
momentum in the direction of the product (“c”). After an optimal time-delay, the dump-
sub-pulse transfers the system resonantly back to the electronic ground state (“d”). In this
dump-process, the momentum originally gained in the excited electronic state is preserved and
the reaction proceeds in the electronic ground state towards the product (“e”). Since the dump-
pulse has a lower central laser frequency compared to the pump-pulse (top panel in Figure
4.2(a)), the process may be described as a down-chirped intra-pulse pump-dump mechanism
with both sub-pulses being few (one to two) cycle pulses [T2]. This mechanism agrees with
the previously suggested pump-dump mechanism [89, 90]. It shall be noted that in the latter
experimental studies, non-resonant pulses were used, such that these experiments might be
improved using properly chirped resonant laser pulses [T2]. Furthermore, the analysis of both
the OCT-pulse and the mechanism of the initiation suggests to design experimentally more
accessible analytical pulses with Gaussian- or sin2-envelope functions, with similar central
frequencies, time-durations and time-delays as the OCT-pulse. This study was carried out in
Ref. [255] yielding results close to those obtained in Ref. [T2].
The elimination of the complete excited state population after the dump-pulse is essential in

the context of monitoring electronic fluxes in the electronic ground state, since the interference
between the associated wave function in the excited electronic state with the ground state
wave function might induce contributions to electronic fluxes which are much larger then those
for the adiabatic reactions from R to P in the electronic ground state [18, 19, 23]+[B1-B4], see
also Chapter 5. This might be achieved by employing another laser-pulse for selective photo-
ionization from the excited electronic state [256]. In this context, also note that pump-dump laser
pulse control involving solely the electronic ground state using infrared laser pulses [73–75] rely
on strong changes of the dipole along the reaction coordinate, a prerequisite which is difficult to
fulfill, making pump-dump laser pulse-control involving successive excitation and deexcitation
of an excited electronic state a promising scheme.
In Refs. [T3] and [T4], the investigations on the DCR of SBV for the reaction above the

potential barrier were extended and compared to the tunneling regime occurring at cryogenic
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Figure 4.3: (a) Electronic fluxes associated with bond making and bond breaking are asyn-
chronous in the degenerate Cope rearrangement of semibullvalene when the reac-
tants are prepared with energies well above the potential barrier (left), c.f. Figure 4.1,
and synchronous in the case of coherent tunneling with energies well below the po-
tential barrier [T3]. The pericyclic density, accounting for the mutation of the Lewis
structure for the reactant into that for the product, is shown as isosurface plots using
three nested equidensity contours at time t = τ/4, with reaction time τ = 27.3 fs
for the over the barrier case [T3] and τ = 970 s in the case of coherent tunneling [80].
The nuclear wave packet dynamics is shown in red, adapted from Ref. [T3]. The
program Amira was used for data visualization [158]. (b) Corresponding nuclear flux
densities (dashed lines) and nuclear densities (solid lines) embedded in the potential
energy surface with baseline at the mean total energies, shown at the characteristic
times t = 0 fs, t = τ/2 and t = τ . For the over the barrier scenario (left), the
nuclear flux density is essentially proportional to the nuclear density, whereas in
the case of coherent tunneling (right panel) the nuclear flux density increases with
decreasing nuclear density, adapted from Ref. [T4].
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temperatures T with energies well below the potential barrier (E < Bd). In this scenario, the
nuclear dynamics is determined by the two lowest nuclear stationary eigenstates, c.f. section
2.3.1, that is the lowest doublet of the delocalized gerade and ungerade eigenfunctions, as well as
the energy gap between these two states, the so-called tunneling splitting ∆Ẽ, c.f. eqn. (2.187).
In Ref. [80], it was shown that for temperatures T < 50K, the DCR of SBV proceeds from R
to P within τ = 970 s, such that ∆Ẽ = !π/τ = 2.1318−18 eV. Analysis of the corresponding
electronic bond-to-bond fluxes showed synchronous bond making and bond breaking [T3].
Hence, the synchronicity of the electronic bond-to-bond fluxes in the DCR of SBV depends
on the preparation of the reactant, i.e. synchronous at cryogenic temperatures (E < Bd) but
asynchronous when initiated by ultrashort laser pulses (E > Bd) [T3]. This is illustrated in
Figure 4.3(a), which shows snapshots of the respective pericyclic densities, ρBO

peri(r, t), at times
t = τ/4, where the reaction time from R to P amounts to τ = 26.4 fs for E > Bd [T3] and
τ = 970 s for E < Bd [80]. Note that in Ref. [T3] the mean total energy was set to E = 1.58 eV,
whereas previously in Ref. [T1], it was set to E = 1.04 eV with τ = 27.3 fs. This variation
of the mean total energy E and hence the reaction time τ showed that the asynchronicity of
the electronic fluxes from R to P is insensitive with respect to the energy for E > Bd, that is,
virtually identical asynchronicity parameters α are obtained for different mean total energies E
and associated reaction times τ , as long as (partial) reflections of the nuclear wave packet at
the barrier is prevented.
The related nuclear flux densities, 〈jnuc(ξ, t)〉, were analyzed in Ref. [T4] and are shown

for both cases, together with the nuclear densities, ρnuc(ξ, t), in Figure 4.3(b). Both densities
are embedded in the potential energy surface with baselines at the mean total energies, and
are shown at the characteristic times t = 0 fs, t = τ/2 and t = τ . For the reaction over
the barrier (left panel), the nuclear flux density (dashed lines) is essentially proportional to the
nuclear density (solid lines), 〈jnuc(ξ, t)〉 ≈ 〈vnuc(t)〉 × ρnuc(ξ, t), where 〈vnuc(t)〉 is the mean
velocity of the nuclear wave packet. This corresponds to the expected result based on classical
trajectories. In the case of coherent tunneling (right panel), on the other hand, the nuclear flux
density increases with decreasing nuclear density, such that 〈jnuc(ξ, t)〉 has its maximum at
the potential barrier Bd, where ρnuc(ξ, t) is close to zero [T4]. This counter-intuitive result calls
for experimental demonstration, just as the asynchronous electronic bond-to-bond fluxes for
E > Bd.
In the last study of the first part of the results of this thesis [T5], the over the barrier scenario,

Ref. [T1], was investigated in more detail. In particular, the effect of nuclear motion on the
synchronicity of the pincer-shaped electronic rearrangement associated with bond breaking and
bond making and vice versa was studied using a time-independent quantum chemical approach.
Hence, various paths along the potential energy surface from R to P involving different potential
barriers B, including the transition state, were investigated. This traditional approach may
be considered as an approximation to the explicitly time-dependent treatment given in Refs.
[T1,T3] neglecting effects of nuclear quantum dispersion, which has been shown to be a very
reasonable approximation [T1]. Furthermore, the quantum chemical method employed in Refs.
[T1-T4] (B3LYP/cc-pVTZ) was tested against high level multireference methods, to assess its
ability to describe the underlying potential energy surface, thereby extending previous quantum
chemical data for the DCR of SBV.
Specifically, the quantum chemical method needs to provide a balanced description of the
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minima of the potential energy surface associated with the reactant and the product (Cs-
symmetry) and of the transition state region (C2v-symmetry). The quantum chemical description
of the latter region is much more involved. It contains a continuum between radical and
bishomoaromatic structures, which are distinguished by the interallylic distance d (distance
between carbon atoms C2 and C8, or equivalently, atoms C4 and C6, in the C2v-structure, see
Figure 4.4(a)). Note that more pronounced σ-bond elongation associated with carbon atoms C2
and C8 compared to σ-bond contraction associated with carbon atoms C4 and C6 from R to
B leads to bis-allyl-like structures with corresponding large interallylic distance d, while more
pronounced σ-bond contraction compared to σ-bond elongation leads to 3,7-diyl-like structures
with associated short d values. Finally, synchronous σ-bond elongation and contraction leads
to bishomoaromatic structures with intermediate values of the interallylic distance d.
Comparison to multireference calculations at the RS2/cc-pVTZ level of theory, section 2.2.1.3,

including full structure optimizations yielded excellent agreement with the previously reported
B3LYP/cc-pVTZ results along the reaction coordinate ξ [T1,T3], that is the asynchronicity of
bond breaking and bond making during synchronous nuclear rearrangement was shown to be
stable, irrespective of the quantum chemical method used. Similar excellent agreement was
observed for the optimized C2v-structure associated with the transition state. The reaction
from the reactant to the transition state involves more pronounced σ-bond elongation associ-
ated with bond breaking compared to σ-bond contraction associated with bond making [T5].
Consequently, the interallylic distance d associated with the transition state is slightly larger
than the one associated with synchronous σ-bond making and breaking, Figure 4.4(a). Hence,
this asynchronicity of the nuclear rearrangement involving the transition state enhances the
asynchronicity of the electronic rearrangement with respect to the previously reported asyn-
chronicity during synchronous nuclear rearrangement. Furthermore, Ref. [T5] showed that the
asynchronicity of the electronic rearrangement is already apparent in the total electron density
when appropriate observer planes monitoring the electronic rearrangement are chosen. The
partitioning of the electron density using localized molecular-orbitals and the analysis in terms
of the resulting pericyclic density is nevertheless recommended. In this way, spurious contribu-
tions, mostly due to rearranging core electrons and CH groups, are diminished, simplifying the
analysis of the results and yielding straightforward chemical insight. Furthermore, illustrations
of this pericyclic density allow the connection to the traditional chemical picture of the under-
lying reaction, Figures 4.4(a)+(b). In this context, the analysis in terms of the pericyclic density
showed that synchronous electronic rearrangement is observed when the reaction proceeds
from the reactant over 3,7-diyl-like-structures associated with short interallylic distances d, Fig-
ures 4.4(a)+(b), involving more pronounced σ-bond contraction compared to σ-bond elongation,
that is asynchronous nuclear rearrangement.
Although both the RS2/cc-pVTZ and B3LYP/cc-pVTZ methods give excellent optimized struc-

tures of the stationary points on the potential energy surface, the barrier heights are significantly
underestimated for the DCR of SBV by RS2/cc-pVTZ, while B3LYP/cc-pVTZ additionally under-
estimates the relative stability of the radical structures with respect to the transition state.
Hence, for an accurate description of the extended transition state region including accurate
barrier heights, a high degree of static and dynamic electron correlation needs to be included.
Benchmark results for the DCR of SBV were obtained by refining the corresponding optimized
RS2/cc-pVTZ structures at the RS3/cc-pVTZ and the MRCISD+Dav/cc-pVTZ level of theory, sec-
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Figure 4.4: Illustration of the degenerate Cope rearrangement of semibullvalene from the reac-
tant (Cs-symmetry) through distinct structures with C2v-symmetry associated with
different potential barriers B to the product (Cs-symmetry). The different C2v-
structures may be distinguished by the interallylic distance d. The top panel (a)
shows traditional depictions of this pericyclic reaction in terms of the associated
Lewis structures, while the bottom panel (b) shows the corresponding quantum
chemical results in terms of isosurface plots of the pericyclic density, adapted from
Ref. [T5].
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tions 2.2.1.3 and 2.2.1.4, yielding virtually identical results [T5]. These high level potential energy
surfaces are important for further studies on the DCR of SBV involving for example the coher-
ent control of the asynchronicity of the electron-nuclear rearrangement using Optimal Control
Theory, see also Chapter 5.
These rich electron-nuclear flux phenomena motivated two further studies on experimentally

easier accessible systems [T6,T7], presented in the second part of the results of this thesis. The
first study dealt with electronic fluxes during large amplitude vibrations of single, double and
triple bonds, occurring in the non-degenerate electronic ground state, exemplified for vibrating
ethane, ethene and ethyne [T6]. This time-dependent analysis showed that in general, the
number of electrons participating in the concerted electron-nuclear vibrations decrease from
ethane via ethene to ethyne. This surprising result is counter-intuitive to the qualitative model
based on the respective Lewis-structures, which predicts increasing electron density between
the carbon atoms from ethane via ethene to ethyne, such that more pronounced electronic
rearrangement during nuclear vibrations is predicted in the reverse order from that found in
the quantum dynamical analysis (Figure 4.5(a)). This counter-intuitive result is due to very
similar electron distributions of single, double and triple bonds along the carbon-carbon axis at
equal carbon-carbon distances (Figure 4.5(b)). Hence, most electrons participate in the electron-
nuclear vibrations in the case of the molecule with the largest amplitude of vibrations, that
is ethane when all molecules are excited by the same amount of energy. Surprisingly, this
dominant electronic rearrangement for ethane also persists when all molecules show the same
amplitude of vibration, as shown by a detailed analysis using different sets of observer planes
monitoring the electronic rearrangement [T6]. These results should stimulate the transfer of
experiments from the regime of multi-state attosecond electron dynamics, already carried out
for ethane [13], to the regime of adiabatic single-state electron dynamics, ubiquitous in (thermal)
chemistry.
Finally, the detailed analysis of the nuclear flux density in the degenerate Cope rearrangement

of semibullvalene proceeding with energies well above the potential barrier, Refs. [131] and [T4],
lead to the discovery of interference phenomena in the nuclear flux density close to the classical
turning points. These observations gave raise to the extension of wave packet interferometry,
see Refs. [106–130] and Chapter 1, from nuclear densities to nuclear flux densities in Ref. [T7].
Since, due to intramolecular vibrational redistribution, the accuracy of the one-dimensional
model employed for the DCR of SBV (section 2.4.2.1) becomes less accurate in the vicinity of
the classical turning points, these interference phenomena were analyzed in more detail for
a diatomic molecular system, for which the one-dimensional model is of course exact when
rotational dof are neglected. Motivated by recent experiments on the diatomic molecule I2,
which showed that spatio-temporal images of the associated quantum interferences in the
nuclear densities on the excited electronic B-state can be controlled with picometer spatial
and femtosecond temporal resolution [130], I2 was chosen as the molecular system studied
theoretically in Ref. [T7].
In particular, it was found that the interferences in the nuclear densities, manifested as a

chain of lobe-shaped structures of these densities corresponding to a finite set of bond lengths
of the molecule in the excited electronic state (Figure 4.6(a)) also appear in the nuclear flux
densities (Figure 4.6(b)) with chains of lobes corresponding to alternating bond stretches and
bond compressions. Interestingly, quite often, positive and negative values of the nuclear flux
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Figure 4.5: (a) Lewis structures of ethane, ethene and ethyne. (b) Corresponding snapshots of the
valence electron density, shown as isosurface plots using three nested equidensity
contours, at equal carbon-carbon (CC) distances, corresponding to the equilibrium
distance of ethyne, CC = 1.21Å [T6]. The program Amira was used for data
visualization [158], adapted from Ref. [T6].
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Figure 4.6: Extension of wave packet interferometry [106–130] from nuclear densities to nuclear
flux densities, adapted from Ref. [T7]. The panels (a) and (b) show the time evolutions
of the nuclear density and nuclear flux density, respectively, after excitation of the
vibrational ground state associated with the electronic ground state to the excited
electronic B-state in the diatomic I2, using two time-delayed laser pulses. For both
laser pulses, Gaussian shape functions with identical associated durations τp = 60 fs
and central laser frequencies, ω0,1 = ω0,2 = 2.087 eV/! were used, see eqn. (2.226)
in section 2.3.3. The corresponding temporal centers were chosen as τd,1 = 300 fs
and τd,2 = 752 fs and the respective carrier envelope phases as η1 = η2 = 0.
The equal amplitudes of the electric fields of the two sub-pulses and the transition
dipole moments, eqn. (2.231), were chosen to yield 0.011 population transfer from
the ground to the excited B-state per sub-pulse. (c) Snapshots of the nuclear density
(green) and of the nuclear flux density (red) embedded in the potential energy surface
of the electronic B-state (blue) at times specified by the horizontal lines in (a) and
(b).
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density correlate with maxima and minima of the nuclear density, respectively, as illustrated in
Figure 4.6(c). This latter figure shows horizontal cuts through Figures 4.6(a) and (b) as indicated
by the horizontal lines, with the nuclear density shown in green and nuclear flux density shown
in red. Additionally, the variation of the laser parameters associated with the two time-delayed
laser pulses allows the shaping and hence the control of these lobe-shaped structures [T7].





5 Outlook

In this outlook, from the many ideas for possible extensions of the investigations presented in
this thesis, only projects, for which basic preliminary results have already been obtained, are
presented. The preliminary results presented in Figure 5.2 are adapted from Refs. [257, 258].
An interesting extension of the investigations on the degenerate Cope rearrangement of

semibullvalene presented in the first part of this thesis is the incorporation of the transition state
in the quantum dynamical model as well as the ab-initio calculation of the corresponding first
excited electronic state. Figure 5.1(a) shows a contour plot of the corresponding two-dimensional
potential energy surface of the electronic ground state, calculated at the MRCISD+Dav[6,6]/cc-
pVTZ level of theory using a reference CASSCF wave function with six active electrons in six
active orbitals, see sections 2.2.1.3 and 2.2.1.5, as well as Ref. [T5] for details. The previously
considered direct path [T1-T5] leading straight from the minimum of the symmetric double well
potential energy surface representing the reactant over the associated barrier Bd to the other
potential minimum representing the product, accounting for synchronous motion of all the
nuclei, is represented by the grey horizontal line. This model is extended by introducing a
second, orthogonal direction, leading straight, from the barrier Bd to the transition state. These
two direction span the so-called reaction plane [245–248], for further details see section 2.4.2.2.
Figure 5.1(b) shows the corresponding potential energy surface of the first excited electronic
state (right panel) and again the ground state potential energy surface (left panel), with adapted
range of the ξ′-axis. The respective MRCISD+Dav[6,6]/cc-pVTZ calculations used a state averaged
CASSCF reference wave function, section 2.2.1.5, with equal weights of the ground and the first
excited electronic states. The corresponding vertical excitation energies associated with the
reactant (and product) and the transition state are 6.58 eV and 4.34 eV, respectively. These large
energy gaps between the ground and first excited electronic state give further justification for
employing the Born-Oppenheimer approximation in Refs. [T1-T5].
These two-dimensional potential energy surfaces and the associated transition dipole mo-

ments evaluated at the same level of theory (not shown) constitute the basis of quantum
dynamical simulations for the laser control of the synchronicity of the electronic and nuclear
rearrangement in the degenerate Cope rearrangement of semibullvalene by means of Optimal
Control Theory. Specifically, based on the intra pulse pump-dump mechanism described above,
c.f. Figure 4.2 and Refs. [T2] and [89, 90], target states situated close to the potential mini-
mum associated with the reactant, with different mean momentum components along the ξ-
and ξ′-axis, 〈p〉ξ and 〈p〉ξ′ , respectively, are expected to entail different synchronicities of the
electron-nuclear rearrangement. Hence, as working hypothesis, nuclear wave packets that cross
the potential barrier close to the transition state (ξ = 0Å, ξ′ = 0Å) are expected to entail both
asynchronous nuclear and asynchronous electronic rearrangement. On the other hand, nuclear
wave packets that cross the C2v-region close to Bd, that is the barrier considered in Refs. [T1-T5]
(ξ = 0Å, ξ′ = 0.172Å) are expected to entail synchronous nuclear and asynchronous electronic
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Figure 5.1: (a) Contour plot of a two-dimensional potential energy surface for the degener-
ate Cope rearrangement of semibullvalene. This so-called reaction plane [245–248]
contains the reactant (ξ = −0.960Å, ξ′ = 0.172Å), the product (ξ = 0.960Å,
ξ′ = 0.172Å) as well as the transition state (ξ = ξ′ = 0Å). The previously considered
direct path from the reactant to the product, involving synchronous rearrangement
of all the nuclei and leading over the associated barrier Bd (ξ = 0Å, ξ′ = 0.172Å)
[T1-T5], is shown as grey horizontal line. The potential energy surface was calculated
at the MRCISD+Dav/cc-pVTZ level of theory based on fully optimized structures of
the reactant (or equivalently of the product) and the transition state obtained at the
RS2/cc-pVTZ level of theory. In all cases, a CASSCF reference wave function with six
active electrons in six active orbitals was used, see Ref. [T5] for further details of the
ground state potential energy surface (b) Corresponding potential energy surface of
the excited electronic state (right panel) and, for comparison, the ground state poten-
tial energy surface (left panel) with adapted range of the ξ′-axis. The same quantum
chemical methods as in (a) were used except that a state averaged CASSCF reference
wave function with equal weights for the ground and excited electronic state was
used. In all illustrations, the contour line spacing is 0.09 eV and the ranges of the
color coding are given in the respective colorbars.
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electronic rearrangement. Finally, nuclear wave packets associated with 3,7-diyl-like structures,
Figure 4.4, associated with ξ = 0Å and ξ′ > 0.172Å, are expected to entail asynchronous
nuclear and quasi synchronous electronic rearrangement.
Further straightforward extensions are for example the inclusion of additional nuclear degrees

of freedom into the quantum mechanical model and the comparison to classical trajectory
calculations, as well as the investigation of the reaction occurring with energies close to the
potential barrier (E ≈ B) involving branching of the nuclear wave packet. All of these scenarios
might of course be transferred to other pericyclic reactions, involving possibly asymmetric
potential energy surfaces, to underline the ubiquity of the discovered results.
Another more fundamental extension of the analysis of electron-nuclear fluxes in adiabatic

processes presented in this thesis is the incorporation of excited electronic states including
effects of decoherence [259] due to nuclear quantum motion. Such investigations are partly
motivated by recent theoretical studies on mapping attosecond electronic motion by molecular
high-order-harmonic pump-probe spectroscopy [B1-B4], exemplified for the molecular ion H+

2 ,
see also Refs. [260–263]: Consider a molecular system prepared in a coherent superposition
of two electronic states a and b which may be expressed as the superposition of two Born-
Oppenheimer electronic states for the present purpose:

Ψ(r,R, t) = |χa(R, t)|Φa(q;R)e−iEa(R)t + |χb(R, t)|Φb(q;R)e−iEb(R)t, (5.1)

where χi(R, t) and Φi(q;R) denote the nuclear and electronic wave functions, respectively,
depending on the set of nuclear and electronic coordinates, R and q, respectively, with corre-
sponding probability density

|Ψ(r,R, t)|2 =|χa(R, t)|2|Φa(q;R)|2 + |χb(R, t)|2|Φb(q;R)|2

+ 2Re
(

|χa(R, t)||χb(R, t)|Φa(q;R)Φb(q;R)e−i(Ea(R)−Eb(R)t)
)

.
(5.2)

Eqns. (5.1) and (5.2) are the extension from nuclear wave packets, eqns. (2.186) and (2.187),
to electron-nuclear wave packets [B1-B4]. Hence, the coupled electron-nuclear dynamics and
consequently the electron-nuclear quantum fluxes in a superposition of two electronic states
are governed by three terms: the first two terms describe the collective rearrangement of both
electrons and nuclei, occurring typically on the femtosecond time-scale [T1,T3,T6], involving the
single electronic quantum states a and b. The third interference term describes mainly electronic
motion with oscillation period

T̃el(R) = 2π/(Ea(R)− Eb(R)), (5.3)

depending both on the electronic energies Ea(R) and Eb(R), and hence on the nuclear co-
ordinates, and on the overlap of the nuclear wave packets χ∗

a(R, t)χb(R, t). As long as this
overlap of the nuclear wave packets is sufficient, the electronic fluxes are expected to be gov-
erned by the interference term [B1-B4], eqn. (5.2), with time-scales being inversely proportional
to the energy gap between the associated electronic states, eqn. (5.3). Thus in the case of energy
gaps of several electron volts, see for example Figure 5.1(b), considerably faster timescales than
reported in this thesis are expected. However, as soon as the overlap of the nuclear wave



174 Chapter 5. Outlook

packets in the two electronic states is lost, the interference term in eqn. (5.2) decays to zero
and the electron-dynamics is anticipated to slow down considerably being governed by the first
two terms in eqn. (5.2). This decoherence as well as recurrences associated with transiently
recovered overlap between the corresponding nuclear wave packets is expected to be nicely
visualized by the corresponding electron-nuclear fluxes.
Further related extensions are the incorporation of conical intersections or avoided crossings

[147, 154, 155, 167], in the vicinity of which the associated electronic states are coupled by the
non-adiabatic coupling terms given in eqn. (2.12), see also eqn. (2.14), leading to radiationless
transitions between the electronic states. Figure 5.2, adapted from Refs. [257, 258], shows snap-
shots of the nuclear wave packet dynamics, occurring on the two lowest electronic states of
NaCl having the same symmetry after impulsive excitation of the vibrational nuclear ground
state associated with the electronic ground state to the first excited electronic state. This system
is particularly interesting to study in terms of electron-nuclear fluxes since it exhibits, besides
an avoided crossing, different characters (ionic vs. covalent) of the corresponding electronic
states, giving raise to charge transfer [167], see also Refs. [46, 264–266]. The potential energy
surfaces have been calculated at the MRCISD/aug-cc-pVTZ level of theory with a state averaged
CASSCF reference wave function containing six active electrons in four active orbitals [257, 258].
The non-adiabatic vectorial coupling terms, eqn. (2.12), have been calculated at the same level
of theory and the propagation was carried out in the diabatic representation, for details see
Ref. [257,258] and also Refs. [267,268]. Analysis in terms of eqn. (5.2) predicts that at first (Figure
5.2(a)) the electronic fluxes will occur on the femtosecond time-scale describing the collec-
tive electron-nuclear rearrangement in the excited covalent electronic state. When the avoided
crossing is reached radiationless decay is observed (Figure 5.2(b)) and the electronic fluxes might
be dominated by the interference term, eqn. (5.2), giving rise to a deceleration of the electronic
fluxes due to the small energy gap between the electronic states. At later times, the overlap
between the nuclear wave packets is lost (Figure 5.2(c)) and recovered again (Figure 5.2(d)+(e)) in
certain coordinate regions, involving non-trivial structures of the nuclear wave packets, leading
possibly to an acceleration of the electronic-fluxes associated with charge transfer. This analysis
is, of course, speculative and quantitative evaluations of the corresponding electron-nuclear
fluxes are presently being carried out [257, 258].
Finally, the experimental verification of the discovered electron-nuclear flux phenomena in

adiabatic processes presented in this thesis provides a major challenge. Although in recent years,
considerable theoretical and experimental progress in monitoring changes of the electronic
structure in real-time has been achieved, most of these studies focus on measuring non-
adiabatic attosecond electron-dynamics involving multiple electronic states, see for instance
Refs. [4,6–13,24,27]. The reader is also referred to Refs. [B1-B4] for recent theoretical progress on
measuring electronic-fluxes involving attosecond electronic wave packets. Nevertheless, there is
also promising experimental progress in measuring adiabatic single state electron dynamics, see
for example Refs. [5, 254].
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Figure 5.2: Snapshots of the nuclear wave packet dynamics in NaCl occurring in the electronic
ground state (black) and the first excited state of the same symmetry (red) after
impulsive excitation of the vibrational nuclear ground state associated with the elec-
tronic ground state to the excited state. The nuclear wave packets associated with
the electronic ground state are shown in green and those associated with the excited
electronic state in blue, both with baselines at the respective mean total energies,
embedded in the respective potential energy surfaces shown as function of the in-
ternuclear distance r. In panel (a) the nuclear wave packet was scaled by a factor
of 0.1 with respect to the remaining panels. The potential energy surfaces and non-
adiabatic couplings were obtained at the MRCISD/aug-cc-pVTZ level of theory using
a state averaged CASSCF wave function containing six active electrons in four active
orbitals, adapted from Refs. [257, 258].





6 Appendix

6.1 Functional Derivatives

A function is a mapping from a variable x to a number f(x). A functional is a mapping from a
function f(x) to a number G[f(x)]. Hence, in a manner of speaking, a functional is a function
of which the variable is a function [162]. The search for the minimum of a functional, i.e.
the determination of the function f(x) for which the functional G[f(x)] becomes stationary,
δG[f(x)] = 0, is a branch of the calculus of functionals, which is usually called calculus of
variation [162, 269]. Functionals and functional derivatives are encountered in this thesis e.g. in
the derivation of the Hartree-Fock equations, section 2.2.1.3, eqn. (2.87), in Density Functional
Theory involving the minimization of the energy functional E[ρBO

el (r)] with respect to the
electron density ρBO

el (r), see for example eqn. (2.145) in section 2.2.2, or in the framework of
Optimal Control Theory involving the maximization of the control functional J [ttar; Ez(t)], eqn.
(2.236).
First consider the total differential of a function f depending on n-variables

df(x1, x2, . . . , xn) =
∑

j

(
∂f

∂xi

)

dxi. (6.1)

The differential of a functional, δF [f(x)], is the extension of eqn. (6.1) to continuous variables.
Hence, δG[f(x)] is the part of the difference G[f(x) + δf(x)] − G[f(x)] that depends on
δf(x) linearly according to [162]

δG[f(x)] =

ˆ

δG[f(x)]

δf(x)
δf(x)dx, (6.2)

where δG[f(x)]
δf(x) is the functional derivative of G[f(x)]. Since the displacement δf(x) is arbitrary,

the stationary points of the functional G[f(x)] are found by setting the functional derivative
equal to zero, δG[f(x)]

δf(x) = 0.
For the calculation of functional derivatives, consider the functional

G[f(x)] =

ˆ

g(x, f(x), f (1)(x), f (2)(x), . . . , f (n)(x))dx, (6.3)

where f (n)(x) = dnf(x)
dxn and the function f(x) vanishes at the boundary of x. Then, the

functional derivative is given by [162, 269]

δG[f(x)]

δf(x)
=
∂g

∂f
− d

dx

(
∂g

∂f (1)

)

+
d2

dx2

(
∂g

∂f (2)

)

− . . .+ (−1)n
dn

dxn

(
∂g

∂f (n)

)

, (6.4)

where ∂g
∂f (p) are partial derivative, that is ∂g

∂f (p) is taken holding f (m) with m %= p constant.
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6.2 Details and comparison of Hartree-Fock and Density
Functional Theory

In this Appendix, the solution of the Hartree-Fock and the Kohn-Sham equations, eqns. (2.88)
and (2.160), respectively, in terms of an auxiliary set of one-electron basis functions, c.f. eqn.
(2.53) and section 2.2.4, is discussed in more detail. The resulting equations are usually referred
to as the Roothaan [136] or the Roothaan-Hall [148] equations in the case of Hartree-Fock theory.
Special emphasize is laid on the similarities between Hartree-Fock and Densitiy Functional
Theory.

At first, details of the derivation of the Hartree-Fock equations are presented and the specific
expression of the average Hartree-Fock potential ϑHF(qi), c.f. eqn. (2.88), is given. Considering
again only closed-shell systems, the auxiliary functional G [{φm(qi)}], c.f. eqn. (2.87), contains
the energy expectation value of the trial Slater determinant ΦSD(q) and the set of Lagrange
multipliers εab accounting for the constraint of orthonormal spin-orbitals and is given by

G [{φm(qi)}] = 〈ΦSD(q)|Ĥel|ΦSD(q)〉 −
∑

ab

εab [〈φa(qi)|φb(qi)〉 − δab] . (6.5)

Using the Condon-Slater rules [136, 148], the energy expectation value is expressed in terms of
the spin-orbitals according to

GHF [{φm(qi)}] =
N
∑

a

ˆ

φa(qi)









−1

2
∇

2
ri
−
∑

A

ZA

|ri −RA|
︸ ︷︷ ︸

ĥ









φa(qi)dqi

+
N
∑

ab

1

2

ˆ ˆ

dqidqjφa(qi)φa(qi)
1

|ri − rj |
φb(qj)φb(qj)

︸ ︷︷ ︸

gaabb

−
N
∑

ab

1

2

ˆ ˆ

dqidqjφa(qi)φb(qi)
1

|ri − rj |
φb(qj)φa(qj)

︸ ︷︷ ︸

gabba

−
N
∑

ab

εab [〈φa(qi)|φb(qi)〉 − δab] .

(6.6)

Here, the one-electron operator ĥ, and the two-electron Coulomb and exchange integrals, gaabb
and gabba, respectively, were introduced [136, 148]. Taking the functional derivative of eqn. (6.6)
with respect to φ∗m(qi) leads to
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δGHF [{φm(qi)}]
δφ∗

m(qi)
= ĥφm(qi) +

N∑

b









ˆ

dqjφ
∗
b(qj)

1
|ri − rj |

φb(qj)
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Ĵb

φm(qi)−
ˆ

dqjφb(qj)
1

|ri − rj |
φm(qj)φb(qi)









−
N∑

b

εmbφb(qi), (6.7)

where the Coulomb operator Ĵb was defined. To proceed, the exchange operator K̂b defined by
its effect when operating on a spin-orbital φm(qi) according to

K̂bφm(qi) =

[
ˆ

dqjφ
∗
b(qj)

1

|ri − rj |
φm(qj)

]

φb(qi) (6.8)

is introduced. Since the result of operating with K̂b on φm(qi) depends on the value of φm(qi)
throughout all space, it is termed a non-local operator, whereas the Coulomb operator Ĵb, eqn.
(6.7), is a local operator. Hence, the Hartree-Fock equations, yielding a set of spin-orbitals
{

φ̃HF
m (qi)

}

for which the auxiliary functional, eqn. (6.7), becomes stationary, may be written

in the form

[ĥ+
N
∑

b

ˆ̃Jb − ˆ̃Kb

︸ ︷︷ ︸

ϑ̃HF(qi)

]φ̃HF
m (qi) =

∑

b

ε̃HFbmφ̃
HF
b (qi). (6.9)

Next, the fact that both the HF wave function, ΦHF(q), being a single SD for closed-shell

systems, and the Fock operator, ˆ̃fHF(qi) = ĥ+ϑ̃HF(qi), are invariant with respect to a unitarily
transformation among the spin-orbitals [136], is used to transform eqn. (6.9) into the form of
an eigenvalue equation. Such unitary transformations among the spin-orbitals were already
encountered in this thesis in section 2.2.3 for the calculation of localized molecular-orbitals, c.f.
eqn. (2.170). In particular, a set of unitary transformed spin-orbitals

{

φHF
m (qi)

}

that diagonalize

the matrix of Lagrange multipliers ε̃HF with elements ε̃HF
ab = 〈φ̃HF

a (qi)| ˆ̃fHF(qi)|φ̃HF
b (qi)〉 are

sought. Since ε̃HF is a Hermitian matrix, such a unitary transformation exists such that eqn.
(6.9) may be written in the form

[ĥ+
N
∑

b

(

Ĵb − K̂b

)

︸ ︷︷ ︸

ϑHF(qi)

]φHF
m (qi) = εHFm φ

HF
m (qi). (6.10)

These are the canonical Hartree-Fock equations yielding a set of canonical Hartree-Fock spin-
orbitals

{

φHF
m (qi)

}

, c.f. eqn. (2.88).
In the restricted Hartree-Fock method, the set of spin-orbitals

{

φHF
m (qi)

}

is expressed accord-
ing to eqn. (2.48), and the spin-orbital HF equations (6.10) are converted to spatial eigenvalue
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equations for a set of N/2 molecular-orbitals
{

ψHF
m (ri)

}

, each of which is occupied with two
electrons with opposite spin [136]. These spatial eigenvalue equations are obtained by integrating
eqn. (6.10) over the spin-functions yielding

[ĥ+

N/2
∑

b

(

2Ĵb − K̂b

)

︸ ︷︷ ︸

ϑHF(ri)
︸ ︷︷ ︸

f̂HF(ri)

]ψHF
m (ri) = εHFmψ

HF
m (ri), (6.11)

where in the expressions for the Coulomb and exchange operators, eqns. (6.7) and (6.8), respec-
tively, the spin-orbitals were replaced by the respective spatial MOs and the sum runs over the
N/2 occupied MOs. In the Roothaan [136] or Roothaan-Hall [148] scheme, the MOs in eqn. (6.11)
are expanded in a set of real-valued one-electron basis-functions (AOs), section 2.2.4, according
to

ψHF
m (ri) =

K
∑

µ

cHF
mµλµ(ri), (6.12)

c.f. eqn. (2.53). Inserting eqn. (6.12) into eqn. (6.11), multiplying from the left by λν(ri) and
integrating over the electronic coordinates yields

∑

µ

cHF
µm

ˆ

driλν(ri)f̂
HF(ri)λµ(ri)

︸ ︷︷ ︸

fHF
νµ

= εHF
m

∑

µ

cHF
µm

ˆ

driλν(ri)λµ(ri)
︸ ︷︷ ︸

Sνµ

, (6.13)

where the elements of the Fock matrix fHF and of the overlap matrix S, fHF
νµ and Sνµ,

respectively, were defined. These equations may be expressed in matrix form as

fHFcHF = ScHFεHF, (6.14)

where cHF is a K × K matrix of the AO expansion coefficients cHF
µm, and εHF is a diagonal

matrix of the Lagrange multipliers εHF
m , which are also referred to as the molecular orbital

energies. The Fock matrix fHF may be completely expressed in the AO basis by expanding the
respective MOs in the expressions for the coulomb and exchange operators, c.f. eqn. (6.11), in
terms of the AOs resulting in

fHF,AO
νµ (c) =

ˆ

driλν(ri)ĥλµ(ri) +
∑

ρσ

∑

m

cρmcσm

︸ ︷︷ ︸

DAO
ρσ

(2gνµρσ − gνσρµ) , (6.15)

where DAO
ρσ are the elements of the AO representation of the density matrix [136, 148].

Applying the same scheme to the Kohn-Sham equations, eqn. (2.160), leads to the analogous
matrix equations

fKScKS = ScKSεKS. (6.16)
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Apart from the expression for the exchange integrals, eqns. (6.6) and (6.15), the expressions
for the Kohn-Sham matrix fKS in eqn. (6.16) are exactly equal to the expressions for the Fock
matrix fHF in eqn. (6.14). In the Kohn-Sham matrix, the Hartree-Fock exchange integrals are
replaced by the matrix representation of the exchange-correlation potential, eqn. (2.158), in the
AO basis according to

vXC
νµ =

ˆ

driλν(ri)vXC(ri)λµ(ri). (6.17)

Hence, except for the exchange correlation part, eqn. (2.158), any numerical implementation
of the Hartree-Fock equations, involving the analytical evaluation of the respective integrals in
terms of the AOs, c.f. section 2.2.4, may be straightforwardly adapted to Kohn-Sham density
functional theory. The exchange correlation part, on the other hand, involving the complicated
expressions for the exchange correlation energy EXC[ρBO

el (r)], c.f. section 2.2.2.3, need to be
evaluated numerically. The reader is referred to Ref. [163] and Refs. therein for further details
including the acceleration of the evaluations of the two-electron Coulomb integrals in the case
of KS Density Functional Theory. Furthermore, the Roothaan matrix equations, eqn. (6.14),
and the analogous KS matrix equations, eqn. (6.16), are usually transformed into a new set of
equations resulting from the diagonalization of the overlap matrix S. In this way, eqns. (6.14)
and (6.16) can be solved by diagonalization of the transformed Fock and KS matrices, for further
details see e.g. Ref. [136].
Since the Fock and Kohn-Sham matrices depend on the AO expansion coefficients, fHF(cHF),

fKS(cKS), see e.g. eqn. (6.15), the non-linear eqns. (6.14) and (6.16) need to be solved iteratively.
A straightforward implementation of the corresponding iterative procedure, usually referred to
as SCF procedure, goes as follows:

• Calculate the Fock/KS matrix using an initial guess for the AO density matrix DAO
ρσ , c.f.

eqn. (6.15), generated e.g. by an extended Hückel calculation [137].

• Repeatedly update the Fock/KS matrix using the coefficients cHF/cKS obtained in the pre-
vious iteration and generate an improved set of coefficients cHF/cKS using eqn. (6.14)/(6.16)
until convergence is achieved, i.e. until for instance the change in the density matrix from
one iteration to the next is below a predefined threshold [136].

This iterative procedure, however, may converge slowly or diverge [148]. Consequently, in modern
Quantum Chemistry Program Packages, e.g. Gaussian [135] or Molpro [134], SCF convergence
accelerations, usually based on Pulay‘s method of direct inversion in the iterative subspace [270,
271] are used. Basically, these methods use the information from the preceding iterations to
generate an averaged effective Hamiltonian by calculating the Fock/KS matrix of the current
iteration as a linear combination of the Fock/KS matrix obtained in the previous iterations, see
e.g. Ref. [148] for details and analysis of the respective convergence behaviors.
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