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Almost all aspects of life are
engineered at the molecular level,
and without understanding
molecules we can only have a very
sketchy understanding of life itself.

Francis CrickChapter 1

Introduction

We are concerned with the development and application of computational methods for
the analysis of gene expression data. In this thesis, we focus on two approaches applied
to gene expression data. The first approach called biclustering, detects sets of genes that
have similar expression patterns under certain biological conditions. We developed an effi-
cient novel biclustering algorithm for detecting statistically significant patterns especially
in large datasets. The second approach aims to find the connections between compounds
with unknown functions and drugs using a pattern matching tool. In this introduction
chapter, we first give a concise biological background on gene expression (section 1.1).
Then, we introduce the microarray technology and the computational challenges in an-
alyzing microarray datasets (section 1.2). Finally, we give the motivation, structure and
contribution of the thesis (section 1.3 and section 1.4).

1.1 Biological Background

Deoxyribonucleic acid (DNA) is the most important constituent of the cell. Almost
all the cells in our body contain the same DNA molecules. DNA stores and passes
the genetic information from one generation to the next. Thus, understanding the
way DNA functions will give us a deeper insight into the mechanism of the cell.

DNA The information in DNA is stored in the sequence of four chemical bases:
adenine (A), cytosine (C), guanine (G) and thymine (T). A nucleotide is composed
of a base, a five-carbon sugar, and one to three phosphate groups. Nucleotides are
arranged in two long strands that form a spiral called a double helix. In 1953, Watson
and Crick discovered the double helix structure of DNA. Each type of base on one
strand forms a bond with a given type of base on the other strand. Purines (A or
G) form hydrogen bonds to pyrimidines (T or C), with A bonding only to T, and C
bonding only to G (Fig. 1.1).

Genes are the DNA segments and their base sequence specifies the sequence of the
amino acids within proteins. The definition of a gene is; a locatable region of genomic
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Chapter 1 Introduction

Figure 1.1: Double helix structure of the DNA molecule. Purines (A or G) form hydrogen
bonds to pyrimidines (T or C), with A bonding only to T, and C bonding only to G.
The figure is adapted from a public domain illustration of the U.S. National Library of
Medicine http://ghr.nlm.nih.gov/

sequence, corresponding to a unit of inheritance, which is associated with regulatory
regions, transcribed regions, and or other functional sequence regions [42].

Gene Expression and Regulation Central Dogma describes the flow of genetic
information from DNA to RNA (transcription) and from RNA to protein (transla-
tion) (Fig. 1.2) [30]. In the transcription step, an enzyme called RNA polymerase
transcribes the information encoded in the DNA segment, i.e. gene, to precursor
messenger RNA (pre-mRNA). The pre-mRNA forms the mature mRNA after post-
transcriptional modifications (see step 2 in Fig. 1.2). The pre-mRNA contains both
exons and introns. Exons are the template sequences for the protein, whereas introns
are noncoding sequences mostly have a regulatory rule. The introns are removed
from pre-mRNA by splicing factors. Sometimes pre-mRNA is spliced in different
ways, allowing a single to encode multiple different proteins. This process is called
alternative splicing. In the translation step, the mRNA is translated into amino-acid
chain, forming proteins (see step 3 in Fig. 1.2).

Gene expression is the process by which information encoded in a gene is used for
the synthesis of a functional gene product. The control of the timing, location, and
amount of gene expression can have a profound effect on the functions of the gene in
a cell [5].

Even though almost all cells in our body contain the same genetic information, we
have different cell types (e.g. neurons, muscle cells, liver cells, . . . ). These differences
arise from different gene expression regulation in the cells. Genes are differentially
expressed in different conditions: cell types, environment, developmental phases, cell
cycle stages, disease stages.

2

http://ghr.nlm.nih.gov/


1.2 Microarray Technology

Figure 1.2: Biological processes in a eukoryatic cell. Central Dogma describes the flow
of genetic information from DNA to RNA (transcription) and from RNA to protein
(translation). In step 1, the information encoded in the DNA segment transcribed to
precursor messenger RNA (pre-mRNA). In step 2, the pre-mRNA forms the mature
mRNA after post-transcriptional modifications. In step 3, the mRNA is translated into
amino-acid chain, forming proteins. Step 4 shows the replication of DNA.The figure is
adapted from [75].

Gene regulation studies how genes perform their functions at the right time in the
right place. There are several control mechanisms of gene regulation. The most
important one takes part in transcription process where the amount of synthesized
mRNA is controlled. Each gene, begins with one or more transcription start site
(TSS). The term promoter designate the regions upstream of transcription start sites.
The core promoters are bound by RNA polymerase together with Transcription Fac-
tors (TF) to control the transcription of a gene. The DNA segments bound by such
factors, called binding sites, are usually very short (∼ 15 nucleotides) are recognized
by the factors in a sequence specific manner. The binding preference of a given TF
is referred to as a regulatory motif.

1.2 Microarray Technology

In recent years, various high throughput technologies such as cDNA microarrays [99,
34, 22], short oligo-microarrays [67, 74] and sequence-based approaches (RNA-Seq) [118]
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Chapter 1 Introduction

for transcriptome profiling have been developed. These latest technologies allow us
to monitor gene expression of tens of thousands of genes in parallel. In this thesis,
we are focusing on analyzing microarray data, therefore we will not be discussing
RNA-Seq technology.

The main principle behind DNA microarrays is that complementary nucleotide se-
quences pair with each other by forming hydrogen bonds. DNA microarrays are pre-
pared on a solid surface divided into small grids. Each grid contains a piece of DNA
known as probes. The probes are short sections of a gene with the length ranging
from 25 to 75 bases. The mRNAs extracted from the samples are reverse transcribed
into complementary DNA called cDNA. The amount of cDNA sample (target) bound
to each spot on the array indicates the expression level of the genes.

There are different types of microarray technologies, mainly cDNA microarrays and
oligonucleotide microarrays. In cDNA microarrays, the probes are synthesized by
robots and attached to the glass microscopic slides. They are double channel mi-
croarrays. Two samples are hybridized to one microarray at the same time. One
sample is coming from the control, whereas the other one is coming from the sample
of interest such as cancer tissue. Each sample is dyed with distinct marker, a red Cy3
dye versus a green Cy5 dye. After hybridization, the array is read by the scanner.
The differential expression level of a given gene is measured by the ratio between the
signal intensities of two colors. In oligonucleotide microarrays, the probes are short
sequences designed to match the subsequences of the mRNA transcript. The mRNA
transcript is, in average, thousands of base pairs long and the probes are 25 or 75
base pairs long depending on the platform. Each mRNA is represented by several
probes. The probes are synthesized directly onto the array surface. Then the sample
containing the mRNAs are attached to the array, and for each probe the amounts of
bound mRNA is measured. The probe types and normalization methods specific to
oligonucleotide microarrays will be discussed in Chapter 2.

DNA microarrays have been used successfully in various research areas such as gene
discovery [57], disease diagnosis [94] and drug discovery [44]. The functions of the
genes and the mechanisms underlying diseases can be identified using microarrays.
Additionally, microarrays has an extensive application in drug discovery. Drug is a
chemical substance used in the treatment, cure or prevention of disease. Microarrays
assist in drug discovery by monitoring changes in gene expression in response to drug
treatment.

There are several challenges in analyzing microarray datasets. Most importantly, the
microarray data tend to be noisy due to nonspecific hybridization, image scanning
and etc. The technical biases like different dye efficiencies, must be removed by
normalization. However, choosing the best normalization method for the data is
not very easy [93]. We will discuss the normalization methods for oligonucleotide
microarrays in Chapter 2.

4



1.3 Thesis Motivation

1.3 Thesis Motivation

High throughput technologies are the latest breakthroughs in experimental molecular
biology. These technologies provide insight into the molecular mechanism of the cell
which was impossible to study with traditional approaches. However, sophisticated
statistical and computational methods are required to extract useful information from
these datasets.

The most common approach for detecting functionally related gene sets from such
high throughput data is clustering [9]. Traditional clustering methods like hierarchi-
cal clustering [107] and k-means [53], have several limitations. Firstly, they are based
on the assumption that a cluster of genes behaves similarly in all samples. How-
ever, a cellular process may affect a subset of genes, only under certain conditions.
Secondly, clustering assigns each gene or sample to a single cluster. However, some
genes may not be active in any of the samples and some genes may participate in
multiple processes. Biclustering overcomes these limitations by grouping genes and
samples simultaneously. Recent studies showed that biclustering has a great potential
in detecting marker genes that are associated with certain tissues or diseases. Several
biclustering algorithms have been proposed. However, it is still a challenge to find
biclusters that are significant based on biological validation measures. Nowadays, It
is possible to download large gene expression datasets from publicly available repos-
itories, such as GEO [38] and ArrayExpress [20]. There is a need for a biclustering
algorithm that is capable of analyzing very large datasets in reasonable time.

The first part of the thesis focuses on biclustering algorithms. We have proposed a
novel fast biclustering algorithm especially for analyzing large data sets. Our algo-
rithm aims to find biclusters where each gene in a bicluster should be highly or lowly
expressed over all the bicluster samples compared to the rest of the samples. Unlike
other algorithms, it is not required to define the number of biclusters apriori.

In the second part of the thesis we are interested in revealing connections between
small molecules and drugs using gene set enrichment metric. A variety of cell lines
treated with a variety of small molecules are analyzed to derive induced and repress
gene sets. Then, the derived gene sets are used to reveal the similarities between
small molecules and drugs. The small molecules with high similarities thus hold a
potential to be alternative to existing drugs and the underlying mechanisms are likely
disclosed by the affected genes and pathways. We also used biclustering to discover
novel drugs from compunds with unknown functions.

1.4 Thesis Organization

The organization of the dissertation is as follow:

5



Chapter 1 Introduction

In Chapter 2, we will give a brief overview on different high throughput technologies
for measuring gene expression. Then we will explain statistical normalization tech-
niques specific to the type of the technology. Afterwards, the detection of differentially
expressed genes, gene set enrichment analysis and clustering will be overviewed.

In Chapter 3, we will extend the discussion of clustering to biclustering. We will give
a brief survey of existing biclustering algorithms. Then, we will discuss evaluation
and validation measures for the biclustering results. Finally, we will present different
ways of visualizing biclustering results.

In Chapter 4, we will present a well known data mining approach called frequent
itemset. We will explain several algorithms for identifying frequent itemsets. Fre-
quent itemset aproach will be used later in Chapter 5 for our proposed biclustering
algorithm.

In Chapter 5, we will introduce our novel fast biclustering algorithm called DeBi
(Differentially Expressed BIclusters). Then, we will evaluate the performance of
DeBi on a yeast dataset, on synthetic datasets and on human datasets. We will
also compare our algorithm with existing biclustering algorithms based on biological
validation measures.

In Chapter 6, we will introduce the gene set enrichment method for revealing the
hidden connections among drugs, genes and small molecules. Then, we will use
this method for elucidating molecular mechanisms of Traditional Chinese Medicine
(TCM) compounds and for identifying new drug candidates from TCM against differ-
ent human diseases. The method will be applied to existing data describing the effect
of well-known drugs, provided in the so-called Connectivity Map (cMap). Finally, we
will apply our novel biclustering algorithm on cMap microarray data combined with
TCM microarray data.

6



. . .to call in the statistician after
the experiment is done may be no
more than asking him to perform a
post-mortem examination: he may
be able to say what the experiment
died of. . .

Ronald A. Fisher
Chapter 2

Analysis of oligonucleotide microarray
data

In this chapter, we first give a brief overview of different high throughput technologies for
measuring gene expression (section 2.1). Then the importance of microarray experiment
design is mentioned (section 2.2). In section 2.3, we explain preprocessing techniques
specific to Affymetrix Gene Chips and Illumina Bead Arrays platforms. Afterwards, the
identification of differentially expressed genes, gene set enrichment methods and clustering
is discussed (section 2.4).

2.1 Overview of Oligonucleotide Microrarray
Technologies

The leading high-density microarray technologies are Illumina Bead Arrays and Affymetrix
Gene Chips [67, 74]. Both Affymetrix Gene Chips and Illumina Bead Array platforms
are oligonucleotide microarrays. Below we will review the probe types and normal-
ization methods for both platforms. Knowing the properties specific to each platform
is necessary for correctly processing and analyzing the data.

Affymetrix Gene ChipsTechnology In Affymetrix oligonucleotide microarrays, probes
are 25 base pairs long. Affymetrix microarrays contain 11-16 pairs of probes per gene.
Multiple probes are designed for a single gene because different probes for the same
gene have different binding affinities. The probe pair contains a perfect match(PM)
oligonucleotide and a mismatch(MM) oligonucleotide. The PM probes are paired
with MM probes to control cross-hybridization. The MM probe sequence differs
from PM by a complementary base located in the 13th position. The average of
the PM-MM differences for all probe pairs in a probe set is used as the expression
value for the target gene [59]. Figure 2.1 summarizes the probe design in Affymetrix
micorarrays.

Affymetrix oligonucleotide probe set annotation: In the latest human microarrays (HG-
U133) three probe set designations are used [2].

7



Chapter 2 Analysis of oligonucleotide microarray data

Figure 2.1: Affymetrix oligonucleotide probe design. Affymetrix microarrays contain 11-16
pairs of probes per gene and each probe is 25 base pair long. The probe pair contains
a perfect match(PM) oligonucleotide and a mismatch(MM) oligonucleotide. The PM
probes are paired with MM probes to control cross-hybridization. The MM probe se-
quence differs from PM by a complementary base located in the 13th position. The
figure is adapted from [108].

1. at: A probe set name is appended with the at extension when all the probes
hit one known transcript.

2. s at: A probe set name is appended with the s at extension when all the probes
exactly match alternative transcripts from the same gene. However, sometimes
it can also represent transcripts from homologous genes.

3. x at: A probe set name is appended with the x at extension when some probes
are identical, or highly similar, to unrelated sequences. This may lead to cross-
hybridization to the sequences other than the target transcript.

Advantages of Affymetrix Microarrays: Different probes for the same gene have dif-
ferent binding affinities. Affymetrix microarrays have multiple probes for a single
gene and thus avoid probe binding affinity differences. Additionally, the mismatch
probes helps to identify and minimize the effects of nonspecific hybridization and
background signal [84].

Disadvantages of Affymetrix Microarrays: Only one sample can be measured per
chip and thus leads to noise between chips. Some probes may cross-hybridize in an

8



2.2 Experimental Design

unpredictable manner with sequences other than the target mRNAs, as explained in
probe set designation x at [84].

Illumina Microarrays The Illumina BeadArray technology is based on randomly
arranged beads [87]. A gene-specific 50-mer oligonucleotide is assigned to each bead.
There are roughly 30 copies of each gene-specific bead in an array.

Illumina oligonucleotide probe id annotation: Illumina probes are designed to hybridize
with one transcript of a single gene. However, the changes in genome annotations may
give rise to one probe mapping to multiple genes. In addition to probe annotations,
nucleotide universal identifier (nuIDs) are developed for each probe to build a generic
annotation pipeline that is independent of manufacturer or different versions of the
same company’s microarray [35].

Advantages of Illumina Arrays: Technical replicates on each array, over exact 30 copies
of beads per probe, increases the precision of the measure.

Disadvantages of Illumina Arrays: The annotation of Illumina probes is different from
Affymetrix probes. In Affymetrix, if one probe is defective, then the other probes
in the probeset can still be used to measure the target gene. However, in Illumina
where one gene is represented by only one type of bead, if a probe is defective, then
the target gene can not be measured. Long probes have a higher chance of folding,
self-hybridizing or forming a hairpin.

2.2 Experimental Design

Experimental design is crucial to ensure that questions of interest can be answered
clearly and efficiently. There are several issues in microrarray experiment design.
Most importantly, replicates of the biological samples are needed to draw statistical
conclusions from the experiment. Technical replicates, i.e. two samples from the
same extraction, can also be performed but they are not as necessary as the biological
replicates [27].

2.3 Preprocessing Microarray Data

Preprocessing removes the non-biological effects from the data and thus leads to
better answers for our biological questions. For each platform we have a different
processing pipeline, as reviewed below.

9
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Raw probe intensities  

Expression values 

• RMA 
• MAS5 
• none 

• MAS5 
• PM only  
• Subtract 

MM 

• Quantiles 
• VSN 
• none 

• Average 
Difference 

• Tukey Biweight 
• Median Polish 

Background 
correction

Normalization PM correction Summarization

Figure 2.2: Affymetrix data preprocessing steps.The steps are; (1) background correction,
(2) normalization and (3) summarization.

Affymetrix Microarrays We have thousands of intensity values for probes that are
grouped into probesets. The non-biological systematic effects should be removed from
the data prior to performing high-level analysis. Processing the raw data consists of
three steps: Background correction, normalization and probe summarization (Fig.
2.2).

Step 1. Background Correction: The background adjustment corrects for the
background noise arising from non-specific DNA-binding of the sample. There
are two common models for background adjustment.

RMA convolution: The proposed model is: S = X + Y , where X is signal and
Y is background [19, 60]. It is assumed that X is exponentially distributed
exp(α) and Y is normally distributed N(µ, σ2). Assumptions are made based
on the observation of the distribution of the probes. According to the model
we can estimate the background corrected probe intensities by E(X|S) and the
distribution parameters can be estimated in an ad-hoc approach from the data.
Only the PM probes are corrected. The drawback of the method is that all the
chips assumed to have the same distribution and MM probes are not used in
the model.

MAS5: The MAS 5.0 background correction divides the chip into 16 zones [1].
An average background value of a cell is estimated using lowest 2% intensities
of the corresponding cell. Then a weighted combination of these background
estimates is subtracted from each probe intensity.

Step 2. Normalization: In order to compare the expression measures of different
arrays, variations between arrays should be removed from the data. The general
assumption in normalization is that each array contains equal amounts of RNA.
Therefore, the simplest method for normalization is to scale the intensities of
each array to have the same average intensity across all arrays. However there is
a non-linear relation among probes from different arrays. Below we will review
more sophisticated normalization methods.

10



2.3 Preprocessing Microarray Data

Variance Stabilization Normalization (VSN): The variance of the measured in-
tensityXi of gene i depends on the mean intensity measure ofXi [56]. Therefore,
the interpretation of fold-changes in raw data may lead to wrong conclusions.
In VSN, we aim to transform the data so that the mean and variance become
independent . The model is based on standard error model:

Y = α + µ× eη + ε (2.1)

where Y is the measured expression value, α is the offset, µ is the real expression
value. The additive and multiplicative error terms are ε and η respectively. The
expectation and the variance of Y are estimated as:

E(Y ) = u = α +mηµ (2.2)

V ar(Y ) = v = s2
ηµ

2 + σ2
ε (2.3)

The mean and variance of eη are mη and s2
η, respectively; σ2

ε is the variance of
ε. The estimate of µ from equation 2.2 is (u− α/mη). We can reformulate the
variance defined in equation 2.3 in terms of E(Y ) as:

v(u) =
sη
mη

2

u− α2 + σ2
ε = (c1u+ c2)2 + c3 (2.4)

The dependency between the variance v and the mean u can be seen from he
equation 2.4. By using the delta method, Y is transformed to h(Y ) so that the
mean does not depend on the variance:

h(Y ) =

∫ y 1√
v(u)

du (2.5)

So, if we can estimate the intensity variance v and mean u of each probe, we can
infer the functions v(u) and h(y), and stabilize the variance by equation 2.5.

Quantile Normalization: The goal of the quantile normalization is to make two
distributions identical in statistical properties [18]. When two distributions are
same then the quantile-quantile plot will have a straight diagonal line.

Let us say we have n arrays and the corresponding kth quantile for all ar-
rays is qk = (qk1, . . . , qkn) for k = (1, . . . , p). The diagonal unit vector is
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Chapter 2 Analysis of oligonucleotide microarray data

d = ( 1√
n
, . . . , 1√

n
). In order to obtain the same distribution for all arrays, the

quantiles of each array should lie along the diagonal. When we consider the
projection of q onto d, each array can have the same distribution by taking
the mean quantile and substituting it with the value of the data item in the
original dataset.

projdqk =
qk · dT

d · dT
· d = (

1

n

n∑
j=1

qkj, . . . ,
1

n

n∑
j=1

qkj) (2.6)

The algorithm for the quantile normalization thus consists of three steps. First,
in each array the intensity values are ordered. Second, the average of all the
probes is calculated. Third, probe intensities are substituted by the average
value. And finally, the probes are sorted in original order.

Step 3. Summarization: In the summarization step, normalized expression values
are summarized into a single expression value per probe set.

Median Polish: It is based on the assumption that PM values follow a linear
additive model with probe affinity effect, gene specific effect and an error term.
The gene specific effect, expression values, are estimated by robust model fitting
technique [115].

Tukey’s biweight: It is done by taking a robust average of the probes. The dis-
tance of each probe intensity to the median is calculated, then the distances are
used to determine how much each probe should contribute to the average [115].

To sum up, there are two well known algorithms called MAS5 and Robust Multi-
Array(RMA), for preprocessing the raw intensity values [60, 1]. The two different
pipelines for processing Affymetrix arrays are [18]:

1. RMA algorithm: In RMA, MM values are not subtracted from PM values,
only PM values are considered. Background adjustment is done using RMA
convolution. Then quantile normalization is performed. Finally, summarization
is done using median polish.

2. MAS5 algorithm: Background adjustment is done using MAS5. Then, MM
values are subtracted from PM values. If the subtracted value is negative then
it is adjusted to give a positive score. Finally, probe summarization is based on
Tukey’s biweight.

Illumina The recommended pipeline for Illumina normalization includes the follow-
ing steps:

Step 1. Variance Stabilizing Transformation (VST): Variance Stabilization
Normalization(VSN), which is explained in section 2.3, models the mean-variance
dependency of intensity values by using the non-differentially expressed genes as

12



2.3 Preprocessing Microarray Data
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Figure 2.3: Before and after normalization density plots for four samples. In the den-
sity plots, we can observe the distrubution of the probes in different samples. Before
normalization, each sample has different intensity distributions.

technical replicates. Therefore, in VSN multiple arrays are needed to estimate the
data transformation parameters.

In Illumina, each probe is measured around 30 times in each array. The technical
replicates of the probes help us to model the mean-variance dependency of the in-
tensity values for each array directly. Therefore in Illumina platforms, we are able to
estimate the data transformation parameters directly from single array as opposed to
other microarray platforms. Variance Stabilization Transformation(VST) is a modi-
fied version of VSN, specific to Illumina platforms [73].

Step 2. Quantile Normalization: After removing the dependency between vari-
ance and mean we apply quantile normalization (section 2.3).

Figure 2.3, Figure 2.4 and Figure 2.5, illustrate the data before and after normaliza-
tion using density plots, box plots and MA plots. In the density plots, we can observe
the distrubution of the probes in different samples. Before normalization, each sam-
ple has different intensity distributions. The Boxplot also shows us the differences
in distributions across samples. The third plot is the MA plot of all possible paired
sample combinations. In a MA plot, y-axis is the difference of the measurements of
two samples and the x-axis is the averages of the measurements of two samples. In
the MA plot before normalization, we can observe the banana shape which indicates
that low intensity values are under estimated in one sample. After normalization,
this systematic effect is removed from the data.
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Figure 2.4: Before and after normalization box plots for four samples. The boxplot shows
us the differences in distributions across samples.

Figure 2.5: Before and after normalization MA plots for four samples. In a MA plot, y-axis
is the difference of the measurements of two samples and the x-axis is the averages of the
measurements of two samples. The figures show all possible paired sample combinations.
In MA plot before normalization, we can observe the banana shape which indicates that
low intensity values are under estimated in one sample.The MA plot after normalization
illustrates that the banana shape is corrected, the systematic effects are removed.
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2.4 High Level Analysis of Microarray Data
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Figure 2.6: T-statistics vs Fold change. Genes with large fold change do not necessarily
have high statistical significance.

2.4 High Level Analysis of Microarray Data

The preprocessing step has removed the systematic non-biological effects from the
data. Now, we can apply sophisticated statistical and computational methods to ex-
tract useful information from these datasets [105]. We can identify the genes whose
expression level significantly altered under different experimental conditions. Fur-
thermore, gene set enrichment methods can be used to determine whether an a priori
defined set of genes shows statistically significant under different experimental condi-
tions [65, 111]. Additionally, classification methods are required to characterize the
overall structure of the data. There are two main types of classification: unsuper-
vised and supervised. In supervised classification, additional prior knowledge is given
apart from the data. In the past, supervised methods have been successfully applied
to gene expression data for disease prediction outcome [121]. On the other hand, in
unsupervised classification prior knowledge is not required. The most common meth-
ods for unsupervised classification is clustering, biclustering and principal component
analysis [40, 123, 78].

Identifying differentially expressed genes We are interested in identifying genes
that are differentially expressed between different cell/tissue/disease types. Detecting
differentially expressed genes by using the fold change doesn’t account for expression
variation and does not give any assessment on statistical significance. For example in
Figure 2.6, we can observe that genes with large fold change does not necessarily have
high statistical significance. Below, we will review a statistical method for detecting
differentially expressed genes.
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Chapter 2 Analysis of oligonucleotide microarray data

T-statistics: We can conduct t-statistics to compare two different treatments. In t-
statistics, we test the equality of the mean of two treatments, µ1 and µ2 for gene g.
The null hypothesis is H0 : µ1 = µ2. For gene g, t-statistics is defined as:

Tg =
X̄1g − X̄2g√
σ̂g

2( 1
n1

+ 1
n2

)
(2.7)

where n1 and n2 are the size of treatment 1 and 2 , X̄1g and X̄2g are mean expression
values of treatment 1 and 2 respectively. The pooled variance estimate σ̂g

2 is:

σ̂g
2 =

(n1 − 1)σ̂1g
2 + (n2 − 1)σ̂2g

2

n1 − 1 + n2 − 1
(2.8)

The pvalue pg, is the probability under the null hypothesis that the test statistic is
at least as extreme as the observed value Tg. The value Tg will have a t-distrubution
with d = n1 + n2 − 2 degrees of freedom.

In the ordinary t-test, the unknown parameters µ1, µ2 and σ̂g
2 are fixed and they are

estimated from the data. However, the score Tg becomes easily very large if measured
variance is small. Therefore, for microarray it is reasonable to use a modified version
of the t-test [39, 106].

In moderated t-statistics, the degrees of freedom is increased and the gene-wise resid-
ual sample variances are shrunk towards a common value. This gives more stable
results especially when the number of arrays is small [106].

Gene set enrichment analysis (GSEA) In typical analyses, we compare two dif-
ferent conditions and produce differentially expressed gene lists. However, detecting
modest changes in gene expression datasets is hard due to the large number of vari-
ables, the high variability between samples and the limited number of samples.

The goal of GSEA is to determine whether members of a gene set S tend to occur to-
ward the top (or bottom) of the list L using Kolmogorov-Smirnov statistics [111]. The
gene sets are defined based on prior biological knowledge, e.g., published information
about biochemical pathways or coexpression in previous experiments.

Gene signature: The group of genes whose combined expression pattern is uniquely
characteristic to a given condition constitutes the gene signature of this condition.
Ideally, the gene signature can be used to select a group of patients at a specific state
of a disease with accuracy that facilitates selection of treatments [85].

Using gene signatures we can identify small molecules with similar effects based on
Kolmogorov-Smirnov statistic. In Chapter 6, we will use this method for elucidating
molecular mechanisms of Traditional Chinese Medicine(TCM) compounds and for
identifying new drug candidates from TCM against different human diseases.
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2.4 High Level Analysis of Microarray Data

Unsupervised Learning: Clustering We would like to identify the groups of genes
that have similar expression patterns under different conditions. Clustering ap-
proaches are widely used in analyzing gene expression data. Clustering can be used
for many purposes such as (1) predicting the function of the unknown gene based on
its associated cluster [40] (2) identifying regulatory motifs in the promoter regions of
the genes [23, 95] (3) obtaining seeds for gene regulatory network inference [100]. An
overview of clustering methods can be found in [61].

There are four main classes of clustering algorithms: Partition clustering [53], fuzzy-
clustering [32, 98], hierarchical clustering [33], spectral clustering [76] and model-
based clustering [122].

In partition clustering, the goal is to partition the data points into k clusters. Gener-
ally the number of the clusters k is given apriori. There are several methods to deter-
mine the number of clusters that are most appropriate for the data [114, 37]. The most
common partitioning algorithm is k-means [53] which is a variant of Expectation-
Maximation (EM) algorithm [33]. The objective function of k-means algorithm is
to find partitioning that minimizes the intra-cluster distances and maximize inter-
cluster distances. In partition clustering each data point belongs to exactly one
cluster. However, in fuzzy clustering the data points can belong to more than one
cluster with different membership degrees (between 0 and 1) [41].

Hiearachical clustering is extensively used in gene expression data and is shown to
give valuable results [40, 109]. The main objective of the method is to group the
data points hierarchically. An agglomerative hierarchical algorithm consists of the
following steps. Initially the distance matrix between observations is calculated. In
first step, each object is considered as a single separate cluster. In second step,
two clusters which have the smallest distance to each other is merged into a one
cluster. The second step is repeated until there is only one cluster left. A natural
representation of hierarchical clustering is a tree, also called a dendrogram, which
shows the grouping of the samples. Dendrogram can be cut at a chosen height
to produce the desired number of clusters. Figure 2.7 illustrates the hierarchical
clustering of gene expression data.

Model based clustering is based on the assumption that the data is collected from
finite collection of populations and the data within each population can be mod-
eled using statistical models. The model parameters are estimated using EM algo-
rithm [33].

Spectral clustering is more robust to noise and missing data and more useful in de-
tecting unusual patterns [76]. K-means or model-based clustering algorithms discover
compact clusters whereas spectral clustering discovers connected groups.

Drawbacks of clustering algorithms: Although encouraging results have been produced
using clustering algorithms [109, 7, 40], they have several limitations. Firstly, they
are based on the assumption that a cluster of genes share exact same functions and
behave similarly under all conditions. However, a cellular process may affect a subset
of genes, only under certain conditions. Secondly, clustering assigns each gene or
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Chapter 2 Analysis of oligonucleotide microarray data

Figure 2.7: Hierarchical clustering of gene expression. A natural representation of hierar-
chical clustering is a tree, also called a dendrogram, which shows the grouping of the
samples. Dendrogram can be cut at a chosen height to produce the desired number of
clusters [40].
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2.4 High Level Analysis of Microarray Data

sample to a single cluster. However, some genes may not be active in any of the
samples and some genes may participate in multiple processes.

A more refined local approach called biclustering is introduced to overcome the lim-
itations of clustering. In chapter 3, we will explain biclustering more in detail.
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We’re drowning in information and
starving for knowledge

John Naisbitt
Chapter 3

Biclustering

In this chapter, we extend the discussion of clustering to biclustering. In this regard, we
first introduce the biclustering problem definition (section 3.1), and we provide a brief
survey of existing biclustering algorithms (section 3.3). Then we discuss evaluation and
validation measures for biclustering results (section 3.4). Finally, we present possible
visualization methods for biclustering results (section 3.5).

Biclustering discovers subsets of genes that are co-expressed in certain samples. It is
a two dimensional clustering problem where we group the genes and samples simul-
taneously. Figure 3.1 illustrates the difference between clustering and biclustering.

samples

ge
ne

s

Clustering Genes

samples

ge
ne

s

Clustering Conditions

samples

ge
ne

s

Biclustering

Figure 3.1: Clustering vs Biclustering. Clustering groups genes or conditions separately
whereas biclustering groups subset of genes that have similar expression behavior under
certain conditions. (Figures show heatmap representation of gene expression data. In
heatmap, we have the genes in the rows, the conditions in the columns and the corre-
sponding expression value is represented as color.)

Biclustering has many significant benefits.

• It can lead to a better understanding of the biological processes. Sets of genes
regulated by the same transcription factor, namely module, can be detected
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3.1 Biclustering Problem Definition

using biclustering. This aids in elucidating the so-called transcriptional pro-
grammes in the biological systems.

• Multi-functionality of the genes is not considered in clustering. However, genes
having multiple function in different biological contexts is very common. Multi-
functionality of the genes leads us to expect subset of genes to be co-expressed
only under certain conditions and to be uncorrelated under the rest of the
conditions.

• Biclustering has a great potential in detecting marker genes that are associated
with certain tissues or diseases [91, 6]. Thus, it may lead to the discovery of
new therapeutic targets.

3.1 Biclustering Problem Definition

Given an expression matrix E with genes G ={g1, g2, g3, . . . , gn} and samples S =
{s1, s2, s3, . . . , sm}, a bicluster is defined as b = (G ′, S ′) where G ′ ⊂ G is a subset of
genes and S ′ ⊂ S is a subset of samples. The set of biclusters are B ={b1, b2, b3, . . . , bl}.

There are many existing biclustering algorithms and each algorithm uses a different
merit function to evaluate the quality of the biclusters. Under most meaningful
merit functions, the biclustering problem will be NP-complete. For example, finding
a maximum size bicluster in a binary data is equivalent to finding the maximum
edge biclique in a bipartite graph and maximum biclique problem is known to be
NP-complete [89]. Most of the biclustering algorithms require heuristic approaches
to limit the search space, so they are unlikely to find the globally optimal solution
but return a good local optimum.

3.2 Classification of Biclustering Algorithms

We can classify the algorithms from several different aspects. The methods can be
classified based on the types, structure of the identified biclusters and the heuristic
approaches. Bicluster classification is summarized in Figure 3.2. More complete
reviews on biclustering methods can be found in [78, 113, 48].

Types of the biclusters The algorithms can identify four different types of biclus-
ters.

(a) constant values: The bicluster contains genes that have exact same constant
expression values under certain conditions. In bicluster b, the value of each entry eij,
i ∈ G′ and j ∈ S, is equal to constant c. The algorithms that discover biclusters with
constant values are [90, 52].
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Chapter 3 Biclustering

(b) constant values on rows or columns: The bicluster contains genes (conditions) that
have exact same constant expression values under subset of conditions (genes), but
their expression levels differ among genes (conditions). In bicluster b with constant
values on rows, the value of each entry eij, i ∈ G′ and j ∈ S, is equal either to c+ αi
(additive model) or c×αi (multiplicative model) where αi is the row adjustment. In
bicluster b with constant values on conditions, the value of each entry eij, i ∈ G′ and
j ∈ S, is equal either to c+βj or c×βj (multiplicative model) where βj is the column
adjustment. The algorithms that discover biclusters with constant values on rows or
columns are [104, 101].

(c) coherent values: The bicluster reveals subsets of genes with coherent values on
both rows and columns. In bicluster b with coherent values, eij, i ∈ G′ and j ∈ S, is
equal to constant c + βj + αi where βj is the column adjustment and αi is the row
adjustment. The approaches detecting biclusters with coherent values are [25, 70,
43].

(d) coherent evolutions: The bicluster reveals subsets of genes with the same tendency
of expression change under certain conditions. The algorithms that discover biclusters
with coherent evolutions are [16, 103, 83].

Structure of the biclusters We can also classify the algorithms according to the
structure of the identified biclusters. Mainly, the following bicluster structures can
be obtained.

(a) single bicluster: (example algorithms are [16, 83])

(b) exclusive rows and columns: every row and column belongs exclusively to one of
the biclusters (example algorithms are [52, 101]).

(c) exclusive rows biclusters: every row belongs exclusively to one of the biclusters
wheras columns can belong to several biclusters (example algorithm is [104]).

(d) exclusive columns biclusters: every column belongs exclusively to one of the bi-
clusters whereas rows can belong to several biclusters (example algorithm is [104]).

(e) nonoverlapping biclusters with tree structure: (example algorithm is [70])

(f) nonoverlapping nonexclusive biclusters: (example algorithm is [117])

(g) overlapping biclusters with hierarchical structure

(h) arbitrarily positioned overlapping biclusters: (example algorithms are [25, 70,
43])

(g) checker board structure: nonoverlapping and nonexclusive biclusters: (example
algorithm is [66])
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3.3 Overview of Existing Biclustering Algorithms

Different heuristic approaches The biclustering methods can also be classified
based on their heuristic approaches.

(a) iterative row and column clustering: standard clustering is applied on rows and
columns iteratively and then clusters are combined to form biclusters (example algo-
rithm is [117]).

(b) divide and conquer: method recursively breaks down the problem into two or
more sub-problems, and then the subresults are combined to find the optimal solution
(example algorithm is [52]).

(c) greedy iterative search: method solves the optimal local solutions to find the global
solution (example algorithms are [25, 16, 83]).

(d) exhaustive bicluster enumeration: method searches for all the possible biclusters
(example algorithm is [103]).

(e) distribution parameter identification: the data structure is assumed to follow a
statistical model and the parameters are estimated by minimizing a certain criterion
through an iterative approach (example algorithm is [70]).

3.3 Overview of Existing Biclustering Algorithms

This part provides an overview of the most popular biclustering methods [25, 17, 103,
16]. The methods with different heuristic approaches are chosen for the review. In
chapter 5 we will compare these methods with our proposed biclustering algorithm.

The Cheng and Church Algorithm (CC)

Model: The value of each entry eij in the gene expression matrix can be described
using an additive model such as:

eij = µ+ αi + βj (3.1)

where µ is the background value, αi is the row adjustment and βj is the column
adjustment.

Goal: The algorithm tries to find biclusters with a minumum mean squared residue
score, H.

Before defining the mean residue score, let us first introduce some notations.

e(G′, j) =
1

|G′|
∑
i∈G′

e(i, j) is the average of column j in the bicluster (G′,S ′) (3.2)
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Figure 3.2: Classification of biclustering methods. The methods can be classified based
on the types, structure of the identified biclusters and the heuristic approaches.
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e(i, S ′) =
1

|S ′|
∑
j∈S′

e(i, j) is the average of row i in the bicluster (G′,S ′) (3.3)

e(G′, S ′) =
1

|G′||S ′|
∑

i∈G′j∈S′

e(i, j) is the average of the bicluster (G′,S ′) (3.4)

The mean residue score H in bicluster b = (G′, S ′) is defined by:

H(G′, S ′) =
1

|G′||S ′|
∑

i∈G′j∈S′

r(i, j)2 (3.5)

where r(i, j) = e(i, S ′) + e(G′, j)− e(G′, S ′) is called the residue. The residue can be
derived from the additive model (equation 3.1), where µ = e(G′, S ′), αi = e(i, S ′) −
e(G′, S ′) and βj = e(G′, j)− e(G′, S ′).

A bicluster b(G′, S ′) is called a δ-bicluster if the mean residue score H is smaller than
δ.

Bicluster type: The algorithm discovers biclusters with coherent values.

Bicluster discovery: The algorithm discovers one bicluster at a time.

Drawbacks: Since the CC algorithm discovers one bicluster at a time, repeated ap-
plication of the method on a modified matrix is needed for discovering multiple bi-
clusters, leading unfortunately to highly overlapping gene sets. Additionally, it may
produce large biclusters containing genes that are not expressed, which shows that
the mean residue score is not an appropriate measure. And, there is no evaluation of
the statistical significance.

Iterative Signature Algorithm(ISA)

Goal: The ISA algorithm identifies biclusters which consist of a set of co-regulated
genes and the set of conditions that induce the genes’ co-regulation. It means that for
each sample the average expression value of all the genes in bicluster should be sur-
prisingly high/low and for each gene the average expression value of all the samples
in bicluster should be surprisingly high/low.

Two normalized expression matrices are used, EG and EC . EG is the row-normalized
matrix, where the rows have mean 0 and standard deviation 1. EC is the column-
normalized matrix, where the columns have mean 0 and standard deviation 1. The
average expression level of the genes in a bicluster b = (G ′,C ′) is < EG >g∈G′ . The
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Sample 1 Sample 2 Sample 3

Gene 1 0.8 1.5 2.6
Gene 2 0.4 0.7 3.2

g1

s2

s1

g2 s3

Figure 3.3: Graph representation of gene expression data (edge threshold 1). The expres-
sion data is modeled as a bipartite graph G=(U,V,E). In the graph, U is the set of
conditions, V is the set of genes and (u, v) ∈ E if the expression level of v is more than
the threshold 1 under condition u.

average expression level of the samples in b is < EC >c∈C′ . A pair of subsets (G′, C ′) is
a bicluster if there exist thresholds TC and TG for conditions and genes, such that:

∃(TC , TG) :


∀〈EG〉g∈G′ > TC

∀〈EC〉c∈C′ > TG

(3.6)

Bicluster type: The algorithm discovers biclusters with coherent values.

Bicluster discovery: The algorithm discovers one bicluster at a time.

Drawbacks: There is no evaluation of the statistical significance. Additionally, two
threshold parameters should be defined.

Statistical Algorithmic Method for Bicluster Analysis (SAMBA)

Model: The expression data is modeled as a bipartite graph G=(U,V,E) (Fig. 3.3).
In the graph, U is the set of conditions, V is the set of genes and (u, v) ∈ E if the
expression level of v changes significantly in u. The edges are assigned to weights
according to a statistical model, so that heavy subgraphs corresponds to biclusters
with high likelihood.

Statistical Model: A bicluster is a subgraph H = (U ′,V ′,E ′) of G. The weight of a
subgraph is the sum of the gene condition pairs in it, including the edges and non-
edges. The non-edges are Ē ′ = (U × V )\E ′. Let dw denote the degree of the vertex
w ∈ U ′∪V ′. In the null model, we assume that each edge is a Bernoulli variable with
a parameter pu,v. The pu,v is estimated using Monte Carlo process by calculating the
fraction of bipartite graphs with degree sequence identical to G that contain the edge
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3.3 Overview of Existing Biclustering Algorithms

(u,v). The probability of the subgraph H is p(H) = (
∏

(u,v)∈E′ pu,v) × (
∏

(u,v)∈Ē′ 1 −
pu,v). However, this score is dependent on the size of the bicluster. In order to make
the score independent from the size, it is assumed that each edge occurs with a high
constant probability pc.

Then the log likelihood ratio for subgraph H is:

logL(H) =
∑

(u,v)∈E′

log
pc
pu,v

+
∑

(u,v)∈Ē′

log
1− pc

1− pu,v
(3.7)

Goal: The goal of the algorithm is to find sub-graphs with high log likelihood score
(equation 3.7).

Bicluster type: The algorithm discovers biclusters with coherent evolutions.

Bicluster structure: The algorithm discovers biclusters simultaneously.

Drawbacks: The algorithm is based on exhaustive enumeration of biclusters. Due to
its high complexity, the number of rows the bicluster may have is restricted.

Order Preserving Sub-matrices Algorithm (OPSM)

Model: A bicluster is an ordering of the subset of samples such that the expression
values of all genes in the bicluster are sorted in ascending order.

Complete model (T, π): Let T ⊂ (1, 2, . . . ,m) be a set of conditions and π =
(t1, t2, t3, . . . , ts) be an ordering of the conditions in T . A row supports a model
(T, π), if applying the permutation π to the row results in a set of monotonically
increasing values.

Partial model (〈t1, t2, . . . , ta〉, 〈ts−b+1, . . . , ts〉, s): The first a and last b conditions are
specified, but not the remaining s− a− b conditions.

Goal: The goal of the algorithm is to find order preserving sub-matrices of maximum
statistical significance.

Bicluster type: The algorithm discovers biclusters with coherent evolutions.

Bicluster discovery: The algorithm discovers one bicluster at a time.

Drawbacks: The model concerns only the order of values and thus makes the model
quite restrictive.
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Other Biclustering Algorithms In addition to ISA and OPSM, there exists other
pattern recognition biclustering methods. An approach called spectral biclustering,
uses the singular value decomposition technique from linear algebra [66]. The al-
goithm tries to identify the hidden checkerboard-like structures using a well known
linear algebra technique called singular value decomposition (SVD). The method de-
composes the expression matrix E into three matrices: an orthogonal matrix U ,
diagonal matrix ∆ and the transpose of an orthogonal matrix V T , E = U∆V T . The
columns of the matrices U and V are the eigenvectors of EET and ETE, respectively.
The values of ∆ are the square roots of EET (and also ETE). If a hidden check-
board structure exists in the data then there is at least one pair of piecewise constant
eigenvectors u and v with the same eigenvalue. The drawbacks of this method are;
(1) real datasets may deviate from the ideal checkerboard structure (2) the model
assigns all the genes to a bicluster which may not be the case in reality and the bi-
clusters are disjoint. Another algorithm called Binary Inclusion Maximal Algorithm
(BIMAX) tries to identify all maximal biclusters where none of the biclusters are not
completely contained in any other bicluster [90]. Qualitative Biclustering algorithm
(QUBIC) discovers statistically significant biclusters from datasets containing tens of
thousands of genes and thousands of condition [71].

There are other probabilistic and generative methods like SAMBA algorithm. An ap-
proach called plaid model is a statistical approach performing distribution parameter
identification [70]. Previously, we formulated the expression value eij as an additive
model (equation 3.1) or as a multiplicative model. However, both of these models
do not take into account the interactions between biclusters. Plaid model represents
the contributions of different biclusters on the expression value eij. Normalization
of the data is very important for the performace of this algorithm. Later on, the
plaid models are generalized to fully generative models called Bayesian BiClustering
model (BBC) [47]. BBC avoids high percentage of overlap in the plaid models by
constraining the overlap of biclusters to only one dimension. In another approach,
Gibbs sampling is used to estimate the parameters of the plaid model [104]. Another
biclustering algorithm based on probabilistic relational models, combine probabilis-
tic modeling and relational logic. The algorithm can incorporate additional prior
knowledge [101].

3.4 Validation and Evaluation of Biclustering
Algorithms

In section 3.3, we reviewed some of the existing biclustering methods. Each of these
algorithms discover different bicluster types, structures and they have different ob-
jective functions. Comparing and validating these different methods is still not very
clear and remains as a challenge. There has been little work on comparison and
validation of the biclustering results [90]. In clustering validation, both internal and
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3.4 Validation and Evaluation of Biclustering Algorithms

Figure 3.4: Internal measures for cluster validation. (A) compactness: assesses cluster
homogeneity, with intra-cluster variance (B) connectedness: assesses how well a given
partitioning groups data items together with their nearest neighbours in the data space
and (C) seperation: quantifies the degree of separation between clusters. The figure is
adapted from [50].

external measures are used for validation [50, 11, 21, 31]. On the other hand, in bi-
cluster validation internal measures are not used extensively, mostly external indices
are used.

Internal validation measures use the information in the data to assess the quality of
the clusters. They evaluate the separation, compactness and connectivity of the data
(Fig. 3.4). Compactness assesses cluster homogeneity, with intra-cluster variance.
Connectedness assesses how well a given partitioning groups data items together
with their nearest neighbours in the data space. Separation quantifies the degree of
separation between clusters [50].

External Measures External indices use prior knowledge to evaluate biclustering
results.

Biological data

In biological datasets external indices are based on the prior biological knowledge.
Below we review the most common measures for assessing biological significance.

1. Gene Ontology(GO) Term Enrichment: Gene Ontology is a collection of
controlled vocabularies describing the biology of a gene product in any organ-
ism [10]. We would like to use GO terms to evaluate the biological significance
of the genes in a given bicluster. More precisely, in a given set of genes with size
n, we would like to determine if there is a GO term that is more represented
than what it would be by chance only. We calculate the significance of a specific
GO term using hypergeometric test.

Suppose the total number of genes is N , the total number of genes associated
with the GO term of interest is m and the number of genes in the cluster
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associated with the GO term of interest is k. A random variable X follows the
hypergeometric distribution with parameters N , m and n:

P (X = k) =

(
m
k

)(
N−m
n−k

)(
N
n

) (3.8)

2. KEGG Pathway Enrichment: We can also calculate the KEGG Pathway
enrichment of the genes in a bicluster with the same method as in GO Term
enrichment (equation 3.8). Instead of GO Terms here we use KEGG Pathway
Terms [63].

3. Transcription Factor Binding Site(TFBS) Enrichment: The transcrip-
tion factor binding site enrichment in the promoter regions of the genes in a
cluster can be calculated using hypergeometric test like in GO Term or KEGG
Pathway enrichment (equation 3.8).

4. Protein Networks: The average of the total shortest distances between con-
nected gene pairs in the protein network of the given gene set is calculated. The
distance is expected to be small for functionally related gene sets [120, 88].

Synthetic Data

The simulated data is studied to show the performance of our algorithm in recovering
implanted biclusters. In order to assess the performance of different biclustering
algorithms several measures can be used.

1. Prelic score: The measure introduced by Prelic et al. calculate the similarity
between the computed biclusters and the implanted biclusters [90]. Prelic score
is defined as:

Bicluster recovery score:

SG(M,Mopt) =
1

|M |
∑
G∈M

max
Gopt∈Mopt

|Gopt ∩G|
|Gopt ∪G|

(3.9)

Bicluster match score:

SGopt(Mopt,M) =
1

|Mopt|
∑

Gopt∈Mopt

max
G∈M

|Gopt ∩G|
|Gopt ∪G|

(3.10)

where Mopt is the set of true biclusters, M is the set of computed biclusters,
G is the gene sets within the biclusters M and Gopt is the gene sets within the
biclusters Mopt. The score SG(M,Mopt) measures the relevance of the predicted
biclusters in gene dimension. The score SGopt(Mopt,M) measures how well each
of the true biclusters is recovered by the biclustering algorithm. The maximum
value for both scores is 1. The drawback of this measure is that different number
of biclusters between Mopt and M is not penalized.
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3.5 Visualizing Biclusters

2. Hochreiter score: Hochreiter et al. calculate a consensus score using the
following steps [54]. Firstly, given the two sets of biclusters Mopt and M , the
similarities between all possible pairs of biclusters are computed. Secondly, each
bicluster in Mopt is assigned to a bicluster in M using Munkres algorithm [82].
Munkres algorithm yields a match between Mopt and M where no two pairings
share the same bicluster. Finally, different numbers of biclusters are penalized
by dividing the sum of the similarities by the number of biclusters in the largest
set.

3.5 Visualizing Biclusters

Biclustering algorithms may discover tens, hundreds or even thousands of biclusters
with varying degrees of overlap. A visualization approach helps us interpret the
biclustering results and gain insight into their structures.

In typical clustering, we use heatmaps or dendrograms for visualization. In a heatmap,
rows represent genes, columns represent conditions and we have the genes in the rows,
the conditions in the columns and the corresponding expression value is represented
with a coding for the intensity. Another method named dendrogram is a tree diagram
frequently used to illustrate the arrangement of the clusters produced by hierarchical
clustering.

In the case of biclustering, visualizing one single bicluster is possible using heatmaps.
However simultaneously visualizing multiple biclusters is very complicated since they
can overlap. There are several studies about biclustering visualization. Below we
briefly go over these methods.

BiVoc: BiVoc algorithm rearranges rows and conditions of the original dataset in
order to represent the biclusters with minimum space. The output matrix of BiVoc,
may have repeated rows and/or columns from the original matrix [46](Fig. 3.5).

Parallel Coordinate Plots: A parallel coordinate plot is another visualization tech-
nique where the conditions(genes) are visualized as vertical axes and genes(conditions)
as lines joining the corresponding expression values. In parallel coordinate plots,
the profile of the conditions(genes) that are included in a bicluster are shown in
black, the other conditions(genes) in gray. This aids to visualize the expression
difference between the conditions(genes) in a bicluster compared to the rest of the
conditions(genes) (Fig. 3.6).

BiCoverlapper: BiCoverlapper visualizes large number of biclusters simultaneously
which allows us to explore the overlapping structure of the biclusters. The visualiza-
tion is done using force directed graph layout [97]. Figure 3.7 explains the visualiza-
tion method of BiCoverlapper.
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Figure 3.5: Visualizing the biclusters using BiVoc algorithm. The blue rectangles represent
the biclusters. The figure is adapted from [46]
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Figure 3.6: Visualizing the biclusters using parallel coordinates. The first one is the parallel
coordinates plot of genes whereas the second one is the parallel coordinates plot of
conditions.
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Figure 3.7: Visualizing the three biclusters using BiCoverlapper algorithm. Bicluster B1

contains gene g1, gene g2, condition c1 and condition c2. Bicluster B2 contains gene g1,
gene g3, gene g4, condition c1 and condition c3. Bicluster B3 contains gene g1, gene
g4, condition c4 and condition c5. Condition c1 and gene g1 appear on both bicluster
B1 and bicluster B2 so the edge between them is shorter. Intersecting areas in the graph
are more opaque to highlight overlapping.The figure is adapted from [97]
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Knowledge discovery in databases is
the non-trivial process of
identifying valid, novel, potentially
useful, and ultimately
understandable patterns in data

FayyadChapter 4

Frequent Itemset Mining

In this chapter, we present a well known data mining approach called frequent itemset
(section 4.1). The running time for brute force approaches for detecting maximally fre-
quent itemsets is exponential, therefore there is a need for more efficient implementations.
In section 4.2, we explain several efficient algorithms for identifying frequent itemsets. In
chapter 5, we will use an efficient algorithm called MAFIA in our proposed biclustering
algorithm. MAFIA algorithm avoids an exhaustive enumeration of all the candidate gene
sets by several prunning techniques (section 4.2).

Identifying maximally frequent itemsets (MFI) is a well known data mining problem.
A typical example of MFI is the customer market basket behavior analysis. In market
basket behavior analysis, we collect the items purchased by customers. Instead of
counting how often a given item purchased (e.g., milk, bread, cereal), we count how
often multiple items purchased together (e.g., both milk and cereal together). This
analysis is useful for discovering customer purchasing patterns and forming marketing,
sales and operation strategies.

4.1 Definitions

Let G ={g1, g2, g3, . . . , gn} be a set of n distinct items.

Definition 1. An itemset I is a subset of G.

Definition 2. The number of items in an itemset I is called the length of an itemset.
Itemsets of some length k are referred to as k − itemsets.

Definition 3. A transaction database T is a set of transactions with unique trans-
action identiers. For example, collections of items bought by customers constitute a
transaction database T , where a customer with a set of items represents a transaction.

Definition 4. The fraction of transactions in T that contain an itemset I is called
the support of an itemset.

Definition 5. A k-itemset whose support s is greater than or equal to a minimum
support threshold is called a frequent itemset.
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TID Items
1 Bread, Milk
3 Milk, Diaper, Beer
4 Bread, Diaper, Beer
5 Beer, Diaper
6 Milk, Diaper, Beer

Table 4.1: Transaction Database:
Itemsets bought by each cus-
tomer (In microarrays, cus-
tomers are experiments and
items are genes.)

=⇒

Itemset Support Length
Bread 2/6 1
Milk 3/6 1
Diaper 4/6 1
Beer 3/6 1
Bread, Milk 1/6 2
Bread,Diaper 1/6 2
Bread,Beer 0/6 2
Milk, Diaper 2/6 2
Milk,Beer 2/6 2
Diaper,Beer 4/6 2
Bread, Milk,Diaper 0/6 3
Bread, Milk,Beer 0/6 3
Bread, Diaper,Beer 1/6 3
Milk,Diaper,Beer 2/6 3
Bread,Milk,Diaper,Beer 0/6 4

Table 4.2: Candidate itemsets and their
corresponding support and length.
(Milk,Diaper,Beer) is a frequent
itemset with support and length
threshold 2/6 and 3 respectively.

Frequent itemset mining was first proposed by Agrawal et al. for market basket
analysis [4]. Table 4.1 illustrates the itemsets that each customers buys in a market.
The simplest method for detecting maximally frequent itemsets is the brute force
approach in which each itemset in the transaction database is a candidate frequent
set. Then, we count the support of each itemset by scanning the database. Since
running time for the brute force approach is exponential, there is a need for more
efficient implementations where we can reduce the number of candidates, number of
transactions and number of comparisons. Below we review two efficient algorithms
for detecting maximally frequent itemsets.

4.2 Frequent Itemset Mining Algorithms

Apriori Algorithm Apriori algorithm is an efficient approach for finding maximum
frequent sets [4]. It avoids an exhaustive enumeration of all candidate gene sets by
monotonicity principle. The monotonicity principle states that if a set is infrequent
all of its supersets must be also infrequent and if a set is frequent all of its subsets must
also be frequent (Fig. 4.1). The monotonicity principle holds due to the following
property of the support measure:

∀X, Y : (X ⊂ Y ) =⇒ support(X) ≥ support(Y ) (4.1)
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Figure 4.1: Pruning the search space using the monotonicity principle.The monotonicity
principle states that if a set is infrequent, all of its supersets must be also infrequent and
if a set is frequent all of its subsets must also be frequent.

whereX and Y are itemsets. This property states that the support of an itemset never
exceeds the support of its subsets. This is known as the anti-monotonic property of
the support.

The Apriori algorithm uses a breadth-first search approach, meaning finding all k-
itemsets before considering k+1 itemsets. It generates candidate itemsets of length k
from itemsets of length k−1. Then, it prunes the candidates which have an infrequent
subset from the candidate itemsets of length k. After that, it scans the transaction
database to determine frequent itemsets among the candidates. Let us define Ck as a
candidate itemset of size k, Lk as a frequent itemset of size k and T as the transaction
database. Below is the pseudocode of the algorithm 1.

All 2k subsets for each k-itemsets have to be counted in Apriori algorithm, therefore
a more efficient implementation for finding maximal frequent itemsets is required.
There are many efficient frequent itemset algorithms [45, 24, 72, 3, 124, 49].

Maximal Frequent Itemset Algorithm (MAFIA) In chapter 5, we will use MAFIA
algorithm, it is published by [24], for our proposed biclustering algorithm. MAFIA
uses a depth-first traversal of the gene set lattice with effective pruning mechanisms.
It is very efficient especially when the sets in the database are very long. It avoids
an exhaustive enumeration of all the candidate gene sets by the techniques described
below.
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Algorithm 1: Apriori Algorithm

Input : Transaction database T , support threshold supp
Output: Frequent itemsets L
L1 ← {1-itemsets that appear in more than support supp};
k ← 2;
while Lk−1 6= do

Ck ← Generate(Lk−1);
foreach transaction t ∈ T do

Ct ← Subset(Ck,t);
foreach c ∈ Ct do

// count vector holds the support value of each

candidate set c
count[c]← count[c] + 1

end

end
Lk ← {c ∈ Ck| count[c] ≥ supp};
k ← k + 1;

end

Pruning Techniques: In the tree, the itemset identifying the node is called head
and the extensions of the node are called tail. The tail contains the elements that
are alphabetically larger than the head. In a simple depth-first traversal approach,
the supersets of the infrequent itemsets are pruned. In order to prune out the search
space further, the following pruning techniques are used.

Frequent Head Union Tail (FHUT): The largest possible frequent itemset contained
in the subtree rooted at n is n’s Head Union Tail(HUT) [15]. If a node’s HUT
is frequent, then there is no need to explore the subsets of HUT. Therefore, the
entire subtree rooted at n can be pruned. FHUT can be computed by exploring the
leftmost path in the subtree rooted at each node. Below is the pseudocode for FHUT
algorithm [24].

HUTMFI Superset Pruning: If the superset of node’s HUT is already identified as a
Maximum Frequent Itemset (MFI) then HUT must also be frequent and the subtree
rooted at n can be pruned away.

Parent Equivalence Prunning (PEP): Let us denote the transactions/samples con-
taining the item x as t(x). The node n′s head is x and the node n′s tail element is
y. if t(x) > t(y) then the item in the tail y, is moved to the head x because all the
maximum frequent itemsets containing x also contain y. Below is the pseudocode for
PEP [24].
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Algorithm 2: FHUT: Frequent Head Union Tail

Input : node C, MFI, Boolean isHut
foreach item i in C.tail do

newNode ← C union i
isHut ← whether i is the first item in the tail
if newNode is frequent then

FHUT(newNode, MFI, isHut)

if C is a leaf and C.head is not in MFI then
Add C.head to MFI

if isHut and tail is frequent then
Stop search and go back up tree

Algorithm 3: HUTMFI

input : Current node C,MFI
HUT ← C union i
if HUT is in MFI then

Stop searching and return

foreach item i in C.tail do
newNode ← C union i
if newNode is frequent then

HUTMFI(newNode, MFI )

if C is a leaf and C.head is not in MFI then
Add C.head to MFI

Algorithm 4: PEP: Parent Equivalence Prunning

input : node C, MFI
foreach item i in C.tail do

newNode ← C union i
if newNode.support equal to C.support then

Move i from C.tail to C.head

else
newNode is frequent

PEP(newNode, MFI)

if C is a leaf and C.head is not in MFI then
Add C.head to MFI

‘
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The full algorithm for MAFIA: The pseudocode for the full MAFIA algorithm is:

Algorithm 5: The full MAFIA algorithm

input : Current node C, MFI, Boolean isHUT
HUT ← C.head union C.tail
if HUT is in MFI then

Stop searching and return

// Expand all children using C.tail and reorder children by

increasing support

// Move children from C.tail to C.head with PEP pruning

foreach item i in C.trimmedTail do
newNode ← C union i
isHUT ← whether i is the first item in the tail
MAFIA(newNode, MFI, isHUT)

if isHUT and tail is frequent then
Stop search and go back up tree

if C is a leaf and C.head is not in MFI then
Add C.head to MFI
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Chapter 5

Biclustering of large-scale datasets:
DeBi algorithm

In this chapter, first we introduce our novel fast biclustering algorithm called DeBi (Differ-
entially Expressed BIclusters) (section 5.1). The pseudocode of the algorithm is presented
in section 5.2. Then, we evaluate the performance of DeBi on a yeast dataset, on syn-
thetic datasets and on human datasets. We show that DeBi compares well with existing
biclustering methods such as BIMAX, SAMBA, CC, OPSM, ISA and QUBIC based on
biological validation measures (section 5.3). And finally, running time analysis of the
algorithms is presented in section 5.4

In this chapter we will introduce our fast biclustering algorithm called DeBi that uti-
lizes differential gene expression analysis [102]. In DeBi, a bicluster has the following
two main properties. Firstly, a bicluster is a maximumples in the bicluster and the
samples not in the bicluster. Differentially expressed biclusters lead to functionally
more coherent gene sets compared to standard clustering or biclustering algorithms.
We developed an algorithm for binarized gene expression data.

There are several advantages of the DeBi algorithm. Firstly, the algorithm is capa-
ble of discovering biclusters on very large data sets such as the human connectivity
map(cMap) [68] data with 22283 genes and 6100 samples in reasonable time. Sec-
ondly, it is not required to define the number of biclusters apriori [90, 25, 17].

We evaluated the performance of DeBi on a yeast dataset [58], on synthetic datasets [90],
on the connectivity map(cMap) dataset which is a reference collection of gene expres-
sion profiles from human cells that have been treated with a variety of drugs [68], gene
expression profiles of 2158 human tumor samples published by Expression Project for
Oncology (expO), on diffuse large B-cell lymphoma (DLBLC) dataset [94] and on gene
sets from the Molecular Signature Database (MSigDB) C2 category. We show that
DeBi compares well with existing biclustering methods such as BIMAX, SAMBA,
CC, OPSM, ISA and QUBIC [90, 112, 25, 16, 17].
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Figure 5.1: Illustration of DeBi algorithm. The algorithm is run on two different binarized
datasets. One is the binarized data based on up regulation and the other is the binarized
data based on down regulation. In Step 1, seed biclusters identified within each support
value going from high to low. For the binarized data based on up regulation, in the 1st
iteration, red gene set with support value 10/20 is detected and excluded from the search
space. Similarly, in the second and third iterations yellow and blue clusters with support
values, respectively 6/20 and 4/20, are found. In Step 2, seed gene sets are improved
based on genes’ association strength. Gene 15 is added to the red bicluster because the
p-value returned by the Fisher exact test is smaller than α and gene 13 is deleted because
the p-value returned by the Fisher exact test is higher than α . None of the discovered
biclusters have an overlap of the gene × sample area of more than 50%.
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5.1 DeBi Algorithm

Given an expression matrix E with genes G = {g1, g2, g3, . . . , gn} and samples S =
{s1, s2, s3, . . . , sm} a bicluster is defined as b = (G ′, S ′) where G′ ⊂ G is a subset
of genes and S ′ ⊂ S is a subset of samples. DeBi identifies functionally coherent
biclusters B = {b1 , b2 , b3 , . . . , bl} in three steps. Below we describe each step in
detail. An overview of the DeBi algorithm is shown in Figure 5.1.

The DeBi algorithm is based on a well known data mining approach called Maximal
Frequent Item Set [24], which has been reviewed in Chapter 4. We will refer to this
as Maximal Frequent Gene Set, as given by our problem definition.

Preliminaries The input gene expression data is binarized according to either up or
down regulation. Let E u and E d denote the up and down regulation binary matrices,
respectively. Then the entries eu

ij of E uare defined as follows:

euij =

{
1 if gene i is c fold up regulated in sample j
0 otherwise

(5.1)

and the entries of ed
ij of E dare defined analogously with a c-fold down-regulation

cut-off. The fold change cut-off c will typically be set to 2.

Step 1. Finding seed biclusters by Maximal Frequent Gene Set Algorithm The
DeBi algorithm, identifies the seed gene sets by iteratively applying the maximal
frequent gene set algorithm. We first define the term support , which we will later use
in the algorithm. The support of the gene gi , i = 1 , . . . , n, is defined as follows:

supp(gi) =
1

m

m∑
j=1

eij (5.2)

In other words, the support is the proportion of samples for which the gene-vector
ei. is 1. This is further extended to sets of genes. Let G

′
v = {g1 , . . . , gk} be the

v th gene-set. For a set of gene-vectors we define their phenotype vector Cv as their
element-wise logical AND:

Cv = ∧(e1., . . . , ek.) (5.3)

The support of the gene set is then defined as the fraction of samples for which the
phenotype vector is 1.
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5.1 DeBi Algorithm

A gene set G
′
v is (c1 , c2 )− frequent iff its support supp(G

′
v) is larger than c1 and the

cardinality |G ′
v | above c2 . When c1and c2 are not in focus, we will simply speak of a

frequent gene set. A gene set is maximally frequent iff it is frequent and no superset
of it is frequent.

In the first step of the DeBi algorithm, MAFIA is iteratively applied to the binary
matrix successively reducing the support threshold. Initially, MAFIA is applied to
the full binary matrix E u(E d) with support value (c1 )0 equal to support value of the
gene with the highest support. In iteration k , MAFIA is applied with support value
threshold of (c1 )k = (c1 )k−1 − 1

m
. The identified maximally frequent sets are added

to the set of seed gene sets B and the genes in B are deleted from the binary matrix
E u(E d). In each iteration MAFIA is applied to the modified matrix E u ′

(E d ′
). The

process is repeated until a user defined minumum support parameter is reached.

Step 2. Extending the biclusters In the second step of DeBi, the identified seed
gene sets G

′
= {G ′

1 ,G
′
2 . . .G

′

l } are extended using a local search. For each bi-
cluster bv = (G

′
v , S

′
v), v = 1 , . . . , l , we have the binary phenotype vector Cv =

∧(e1 ., . . . , ek .) = (Cv1 , . . . ,Cvm). The entries of Cv indicate the indices of the bi-
cluster samples. If Cvj = 1 ⇒ sj ∈ S

′
v , j = 1 , . . . ,m, i.e. that the sample sj belongs

to the bicluster bv . The gene gi , i = 1 , . . . , n, is an element of gene set G
′
v if ei .

is associated with Cv . We evaluate the association strength between the phenotype
vector of a bicluster and another gene using Fisher’s exact test on a 2x2 contingency
table. The cells of the contingency table count how often the four possibilities of the
phenotype vector containing a 1 or a 0 and the gene-vector containing a 1 or a 0
occur. Fisher’s exact test then tests for independence in the contingency table and
thus among the two vectors. In this step, we can also return back to the original ex-
pression values and apply t-test between the samples in the bicluster and the samples
not in the bicluster.

A gene gi , i = 1 , . . . , n is added, to the gene set G
′
v if the pvalue pgi returned by

the Fisher exact test is lower than the parameter α. It gets deleted from bv if the
probability is higher than α and added to bv if the probability is smaller than α. For
this procedure the association probability pgi with the bicluster needs to be calculated
for each gene. However, we reduce the computational effort using the monotonicity
property of the hypergeometric distribution. We precompute cut-off values on the
contingency table entries that yield a p-value just higher than α. Let σ1 ,IN and
σ1 ,OUT denote the number of 1’s a gene-vector has in the bicluster samples and the
number of 1’s a gene-vector has outside the bicluster samples, respectively. We find
the minimal σ1,IN and maximal σ1,OUT at this border. Then, we apply Fisher’s exact
test only to those genes which have σ1 ,IN > minσ1 ,IN and σ1 ,OUT < maxσ1 ,OUT .

Step 3. Filtering the biclusters In the last step, we turn to the sometimes very
complicated overlap structure among biclusters. The goal is to filter the set of bi-
clusters such that the remaining ones are large and overlap only little. The size of
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Chapter 5 Biclustering of large-scale datasets: DeBi algorithm

a bicluster is defined as the number of genes times the number of samples in the
bicluster, |G ′

v | × |S
′
v | . Two biclusters overlap when they share common samples and

genes. The size of the overlap is the product of the number of common samples and
common genes. To filter out biclusters that are largely contained in a bigger biclus-
ter, we start with the largest bicluster and compare it to the other biclusters. Those
biclusters for which the overlap to the largest one exceeds L% (typically 50%) of the
size of the smaller one are deleted. This is then repeated starting with the remaining
second-largest bicluster and so on.

Choosing the optimum alpha parameter To formulate an optimality criterion for
α one requires an inherent measure of the quality of a set of biclusters. To this end,
for a bicluster v , we define its score Iv as the negative sum of the log p-values of
the included genes, where the individual pg is the p-value from the Fisher exact test,
Iv = −

∑
gε G′

v
(log pg).

However, this bicluster score Iv depends on the size (number of genes x number of
conditions) of the bicluster and in order to make it comparable between biclusters
one needs to correct for the size. We compute the expected bicluster score through
a randomization procedure. A large number, say 500, random phenotype vectors
having the same number of 1s as the bicluster has conditions is generated. For these
random phenotype vectors a Fisher exact test p-value with respect to each gene in
the bicluster is computed. One obtains a random Iv score by adding log p-values over
the genes of the bicluster. The mean of these random bicluster scores is the desired
estimator. Finally, a normalized NIv score is definded by dividing Iv by this estimated
mean and the total biclustering score CS is defined as the sum of NIv normalized
scores of all discovered biclusters CS =

∑
vε I(NIv). This score serves to distinguish

between different choices of α. The program is run under α = {10−2, 10−3, ..., 10−100}
and we choose the α that maximizes CS.

5.2 DeBi Algorithm Pseudocode

Given an expression matrix E with genes G = {g1 , g2 , g3 , . . . , gn} and samples S =
{s1 , s2 , s3 , . . . , sm} a bicluster is defined as b = (G ′, S ′) where G ′ ⊂ G is a subset
of genes and S ′ ⊂ S is a subset of samples. DeBi identifies functionally coherent
biclusters B ={b1, b2, b3, . . . , bl} in three steps. The input gene expression data E is
binarized according to either up or down regulation. Let E u and E d denote the up
and down regulation binary matrices, respectively. The DeBi takes Eu or Ed as an
input.
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5.2 DeBi Algorithm Pseudocode

Algorithm 6: FindSeeds: find the seed biclusters

input : Binarized gene expression data according to up regulation: Eu,
Global variables (minimum support value: minc1, minumum number
of genes: c2, overlap)

output: Seed biclusters B
B ← ∅
E

′ ← Eu

// c1 is set to support value of the gene with the highest

support

c1 ← maxi
1
m

∑m
j=1 eij

while minc1 ≤ c1 do
B

′ ← MAFIA(E
′
, c1, c2)

I ← ∅
foreach b ∈ B′

do
// get the genes in bicluster b
I ← I ∪ (G′ ∈ b)

// remove the discovered genes from the expression matrix E
′

E
′ ← E

′\I
B ← B ∪B′

c1 ← c1 − 1

Algorithm 7: Extend: extend the seed biclusters

input : Eu, seed biclusters: B, p-value threshold: α
output: extended seed biclusters: B, vector of bicluster scores for each

bicluster in B: score
// for all seed biclusters, B ={b1, b2, b3, . . . , bl}
for i← 1 to l do

// get the phenotype vector of bicluster i containing k genes

Ci ← ∧(e1., . . . , ek.)
// for all the genes in Eu

for j ← 1 to n do
pval ← FisherExactTest(Ci, ej.)
if pval ≤ α then

// bicluster bi = (G′i, S
′
i)

G
′
i ← G′i ∪ gj

// score is the vector of bicluster scores for each

bicluster in B
score [i] ← score[i]− log(pval)
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Algorithm 8: NormalizedBicScore: the sum of normalized bicluster scores

input : B, number of permutations: num, vector of bicluster scores for each
bicluster in B: score

output: sum of normalized bicluster scores in B: CS
CS← 0
for i← 1 to l do

NS← 0 // NS is normalized score of bicluster i
// get the phenotype vector of bicluster i containing k genes

Ci ← ∧(e1., . . . , ek.)
for j ← 1 to num do

C
′
i ← Permute(Ci)

foreach g ∈ G′
i do

pval ← FisherExactTest(C
′
i , ej.)

// perm vector holds the estimated mean score of each

bicluster in B
perm [j] ← perm[j]− log(pval)

NS← score[i]/mean(perm)
CS← CS + NS

Algorithm 9: DeBi: The full DeBi algorithm

input : number of permutations: num, min support value: minc1, min
number of genes in the bicluster: c2, max overlap: overlap

output: The final biclusters: B3

// BicScore is the vector of normalized biclustering scores for

different α values

B1 ← FindSeeds(Eu(Ed))
maxScore ← 0
for i← 2 to 100 do

α← pow(10,−i)
(B2, score)← Extend(Eu(Ed), B1, α )

B3 ← Filter(B2, overlap )

BicScore[i]← NormalizedBicScore(B3, num, score )

if maxScore ≤ BicScore[i] then
maxScore ← BicScore[i]
maxAlpha ← α

B2 ← Extend(B1, maxAlpha )

B3 ← Filter(B2, overlap )
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5.3 Application on Biological Data

We have evaluated our algorithm on six data sets (a) Prelic’s benchmark synthetic
data sets with implanted biclusters [90] (b) 300 different experimental perturbations
of S. cerevisiae [58] (c) diffuse large B-cell lymphoma (DLBCL) dataset [94] (d)
a reference collection of gene-expression profiles from human cells that have been
treated with a variety of drugs [68] (e) gene expression profiles of 2158 human tumor
samples published by Expression Project for Oncology (expO) (http://www.intgen.
org/expo.cfm) (f) gene sets from the Molecular Signature Database (MSigDB) C2
category. The synthetic data is studied to show the performance of our algorithm in
recovering implanted biclusters. Additionally, the effect of overlap between biclusters
and noise on the performance of the algorithm can be studied using the synthetic
data. The yeast and human gene expression datasets are studied to evaluate the
biological relevance of the biclusters from several aspects.We used a fold-change of
2 for binarizing the datasets. The set of biclusters generated by all the algorithms
are filtered such that the remaining ones have a maximum overlap of 0.5. (unless
specified otherwise)

First, for each bicluster we calculated the statistically significantly enriched Gene
Ontology (GO) terms using the hypergeometric test. We determined the proportion of
GO term enriched biclusters at different levels of significance. Second, Transcription
Factor Binding Sites (TFBS) enrichment is calculated by a hypergeometric test using
transcription factor binding site data coming from various sources [14, 77, 51] at
different levels of significance. The GO term and TFBS enrichment analyses are
done using Genomica http://genie.weizmann.ac.il.

We have compared our algorithm with CC, OPSM, ISA and QUBIC [90, 112, 25,
16, 17]. We used QUBIC software for QUBIC, BicAT software for OPSM, ISA,
BIMAX and Expander software for SAMBA with default settings for each algorithm
[12, 103, 90].

Prelic’s Synthetic Data We applied our algorithm to a synthetic gene expression
data set. In the artificial data sets biclusters have been created on the basis of two
scenarios (data available at http://www.tik.ee.ethz.ch/sop/bimax). In the first
scenario, non-overlapping biclusters with increasing noise levels are generated. In the
second scenario, biclusters with increasing overlap but without noise are produced.
In both scenarios, biclusters with constant expression values and biclusters follow-
ing an additive model where the expression values varying over the conditions are
investigated.

In order to assess the performance of different biclustering algorithms, we used two
measures from Prelic et al. [90] and Hochreiter et al. [54], respectively. In Figure 5.2
and Figure 5.3 the performance of BIMAX, ISA, SAMBA, DeBi, OPSM and QUBIC
algorithms on the synthetic data is summarized based on Prelic et al. recovery score
and Hochreiter et al. consensus score. The set of biclusters generated by these

47

http://www.intgen.org/expo.cfm
http://www.intgen.org/expo.cfm
http://genie.weizmann.ac.il
http://www.tik.ee.ethz.ch/sop/bimax


Chapter 5 Biclustering of large-scale datasets: DeBi algorithm

algorithms are filtered such that the remaining ones have a maximum overlap of
0.25. In the Prelic et. al paper, after the filtering process the largest 10 biclusters
are chosen. Since the bicluster number is not known apriori, we have considered all
the filtered biclusters. We did not evaluate xMotif and CC algorithms since they
have been shown to perform badly in all the scenarios, mostly below 50% of recovery
accuracy [90]. The CC and xMotif algorithms produce large biclusters containing
genes that are not expressed. ISA and QUBIC give high Prelic et al. recovery score
and Hochreiter et al. consensus score in all scenarios. SAMBA has a lower Hochreiter
et al. consensus score compared to its Prelic et al. recovery score. The reason is
that, Hochreiter et al. consensus score takes into account both gene and condition
dimensions and SAMBA is not very accurate in recovering the biclusters in condition
dimension. In the absence of noise with an increasing overlap degree, BIMAX has
a high performance based on Prelic et al. and Hochreiter et al. scores. However,
BIMAX estimates a large number of biclusters upon increasing noise level (Fig. 5.4).
In the absence of overlap with increasing noise levels, DeBi is able to identify 99%
of implanted biclusters both in additive and constant model. High degree of overlap
decreases the performance of DeBi because it considers the overlapping part of the
biclusters as a seperate bicluster.

Yeast Compendium We further applied our algorithm to the compendium of gene
expression profiles derived from 300 different experimental perturbations of S. cere-
visiae [58]. We discovered 192 biclusters in the yeast data set containing 2025 genes
and 192 conditions. As a binarization level we used the fold change of 1.58 as recom-
mended in the original paper [58].

Figure 5.5 illustrates the proportion of GO term and TFBS enriched biclusters for the
six selected biclustering methods (ISA, OPSM, BIMAX, QUBIC, SAMBA and DeBi)
at different levels of significance. DeBi performs the second best based on biological
validation measures. BIMAX discovers a higher proportion of GO term and TFBS
enriched biclusters.

In the analyzed yeast data, conditions are knocked-out genes. Since biclustering
discovers subsets of genes and subsets of conditions we can also examine the biological
significance of the clustered conditions. Similar to the previous analysis, we measured
GO term enrichment of conditions in each discovered biclusters. DeBi is the second
best in discovering high percentage of GO term enriched biclusters.

In the discovered biclusters, the enriched gene functions are related to the enriched
sample functions. Bicluster 83, genes are enriched in the “conjugation” GO term
and conditions are enriched in “regulation of biological quality” GOterm. Moreover,
there is an enrichment of the TFBS of STE12, which is known to be involved in cell
cycle. Bicluster 50, consists of genes and samples that are enriched in “ribosome
biogenesis and assembly” GO term. Bicluster 22, consists of genes and samples
that are enriched in “lipid metabolic process” GO term, and additionally genes are
enriched with TFBS of HAP1. Bicluster 9, consists of down regulated genes and
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Figure 5.2: Bicluster recovery accuracy score on synthetic data. The synthetic data have
been created based on two scenories (a) and (b) with increasing noise level, constant
and additive model respectively. (c) and (d) with increasing degree of overlap, constant
and additive model respectively.
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Figure 5.3: Bicluster consensus score on synthetic data. The synthetic data have been
created based on two scenories (a) and (b) with increasing noise level, constant and
additive model respectively. (c) and (d) with increasing degree of overlap, constant and
additive model respectively.
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Figure 5.4: Comparision of the estimated number of biclusters with the true number of
biclusters.
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samples that are enriched in “cell division” GO term, and additionally genes are
enriched with TFBS of STE12.

DLBCL Data We also evaluated our DeBi algorithm on “diffuse large B-cell lym-
phoma” (DLBCL) dataset. DLBCL dataset consists of 661 genes and 180 samples.
We applied ISA, OPSM, QUBIC, SAMBA and DeBi algorithms.

Figure 5.5 illustrates the proportion of GO term and TFBS enriched biclusters for
the five biclustering methods at different levels of significance. DeBi discovers the
highest proportion of GO term and TFBS enriched biclusters. The up regulated
bicluster 16 and down regulated bicluster 4 contains the sample classes identified
by [55]. Bicluster 16 is enriched with “ribosome” and “cell cycle” GO Term and
bicluster 4 is enriched with “cell cycle” and “death” GO Terms. Figure 5.6 shows the
protein interaction networks of biclusters 4 and 16. The protein interaction networks
are generated using STRING [62].

Human cMap Data We also evaluated our DeBi algorithm on the Connectivity
Map v0.2 (cMap) [68]. CMap is a reference collection of gene expression profiles
from human cells that have been treated with a variety of drugs comprised of 6100
samples and 22283 genes. Figure 5.5 summarizes the results of DeBi and QUBIC.
The proportion of GO term and TFBS enriched biclusters are much more higher in
DeBi compared to QUBIC.

The biclusters discovered by DeBi can be used to find drugs with a common mecha-
nism of action and identify new therapeutics. Moreover, we can observe the effect of
drugs on different cell lines. Figure 5.7 shows parallel coordinate plots of some of the
identified biclusters. In parallel coordinate plots, the profile of the conditions that are
included in a bicluster are shown as black, the other conditions as gray (explained in
chapter 2, section 3.5). This aids to visualize the expression difference between the
conditions in a bicluster compared to the rest of the conditions. Bicluster 6, contains
up regulated “heat shock protein binding” genes on the one hand and “heat shock
protein inhibitors” such as geldanamycin, alvespimycin, tanespimycin, monorden on
the other. Heat shock proteins (Hsps) are overexpressed in a wide range of human
cancers and are involved in tumor cell proliferation [28]. Additionally, genes in the
bicluster are enriched with “P53 binding site”, which is known to target heat shock
protein binding genes. Bicluster 11, contains up regulated genes enriched with “cad-
mium ion binding” GO Term and calcium-binding protein inhibitors, calmidazolium.
Bicluster 15, contains up regulated genes enriched with “transcription corepressor
activity” GO Term. Cell lines in this bicluster are all breast cancer. Bicluster 14,
contains down regulated genes enriched with “streiod hormone signalling” GO Term.
Figure 5.8 and Figure 5.9 shows the protein interaction networks of biclusters 6 and
11, 15 and 14.
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 (c) GO and TFBS Enrichment of CMap biclusters

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

DeBi QUBIC

 (d) GO and TFBS Enrichment of ExpO biclusters
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Figure 5.5: GO and TFBS enrichment of yeast, DLBCL, cMap and ExpO biclusters.
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(a) Bicluster 4-DLBCL Data (b) Bicluster 16-DLBCL Data

Figure 5.6: Protein interaction networks of selected DLBCL biclusters.

54



5.3 Application on Biological Data

Figure 5.7: Parallel coordinate plots of some of the identified cMap biclusters using the
DeBi algorithm. In parallel coordinate plots, the profile of the conditions that are included
in a bicluster are shown as black, the other conditions as gray.
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(a) Bicluster 6-cMap Data (b) Bicluster 11-cMap Data

Figure 5.8: Protein interaction networks of selected cMap biclusters

(a) Bicluster 15-cMap Data (b) Bicluster 14-cMap Data

Figure 5.9: Protein interaction networks of selected cMap biclusters
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F
ig

u
re

5
.1

0
:

T
h

e
fi

gu
re

ill
u

st
ra

te
s

al
l

th
e

b
ic

lu
st

er
s

u
si

n
g

B
iV

o
c

al
go

ri
th

m
[4

6]
.

B
iV

o
c

al
go

ri
th

m
re

ar
ra

n
ge

s
ro

w
s

an
d

co
n

d
it

io
n

s
in

or
d

er
to

re
pr

es
en

t
th

e
b

ic
lu

st
er

s
w

it
h

th
e

m
in

im
u

m
sp

ac
e.

T
h

e
ou

tp
u

t
m

at
ri

x
of

B
iV

o
c,

m
ay

h
av

e
re

p
ea

te
d

ro
w

s
an

d
/o

r
co

lu
m

n
s

fr
om

th
e

or
ig

in
al

m
at

ri
x.

T
h

e
fu

n
ct

io
n

of
ea

ch
b

ic
lu

st
er

is
sp

ec
ifi

ed
b

as
ed

on
G

O
te

rm
en

ri
ch

m
en

t.

57



Chapter 5 Biclustering of large-scale datasets: DeBi algorithm

Human ExpO Data We applied our DeBi algorithm and QUBIC on Expression
Project for Oncology(expO) dataset (http://www.intgen.org/expo.cfm). ExpO con-
sists gene expression profiles of 2158 human tumor samples coming from diverse
tissues with 40223 transcripts.

Figure 5.5 shows that the proportion of GO term and TFBS enriched biclusters are
much more higher in DeBi compared to QUBIC. It illustrates that DeBi performs
better than QUBIC in ExpO data. 70% of the DeBi biclusters are enriched with
GO Terms with a p-value smaller than 0.05. Moreover biclusters contain tumor
samples mostly from similar tissue types. Bicluster 13 contains thyroid tumor samples
and genes enriched with “protein-hormone receptor activity”. Bicluster 3 contains
prostate tumor samples and genes enriched with “tissue kallikrein activity”. Bicluster
22 contains mostly pancreas and colon samples and genes enriched with ’pancreatic
elastase activity’ GO Term.

MSigDB Data Finally, we applied our algorithm on the manually curated gene sets
from the Molecular Signature Database (MSigDB) C2 category. The C2 category of
MSigDB consists of 3272 gene sets in which 2392 gene sets are chemical and genetic
pertubations and 880 gene sets are from various pathway databases. The gene sets
naturally define a binary matrix where 1’s indicate the affected gene under certain
pertubation/pathway. The binary matrix contains 18205 genes and 3272 samples.
This analysis aids us to identify the pathways that are affected by chemical and
genetic perturbations. It has not been possible to run QUBIC on this dataset while
QUBIC requires a certain amount of overlap between genes.

Figure 5.10, illustrates all the biclusters using BiVoc algorithm (explained in chap-
ter 2, section 3.5) [46]. BiVoc algorithm rearranges rows and conditions in order
to represent the biclusters with the minimum space. The output matrix of BiVoc,
may have repeated rows and/or columns from the original matrix. In Figure 5.10,
the function of each bicluster is specified based on GO Term enrichment. Bicluster
3, contains the down-regulated gene set from Alzheimer patients and gene set from
proteasome pathway. It is known that there is a significant decrease in proteasome
activity in Alzheimer patients [64]. Bicluster 3 also contains the up-regulated gene
set from pancreatic cancer patients. In previous studies, high activity of ubiquitin-
proteasome pathway in pancreatic cancer cell line was detected [86]. Bicluster 8
contains up-regulated gene set from liver cancer patients and gene set from G-protein
activation pathway. Dysfunction of G Protein-Coupled Receptor signaling pathways
are involved in certain forms of cancer.

5.4 Running Time

DeBi algorithm is capable of analyzing yeast data(size 6100 x 300) in 6 minutes,
ExpO data (size 40223 x 2158) in 12 minutes, MSigDB data (size 18205 x 3272) in
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5.4 Running Time

11 minutes, DLBCL data (size 610 x 180) in 11 seconds, cMap data (size 22283 x
6100) in 3 hours 45 minutes. The QUBIC algorithm analyzes cMap data in 2 hours
55 minutes and ExpO data in 3 hours 54 minutes. The running time analysis was
done on a 2.13 GHz Intel 2 Dual Core computer with 2GB memory.
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Chapter 6

Medicinal Connectivity of Traditional
Chinese Medicine (MecoTCM)

In this chapter, our goal is to elucidate the molecular mechanism of Traditional Chinese
Medicine (TCM) and to identify new drug candidates from TCM against different human
diseases. In section 6.1, we give an introduction to the basic properties of traditional chi-
nese medicine. Then, the goal of the project is summarized (section 6.2). In section 6.3,
we describe our two input microarray data. First microarray data is the expression profiles
of human cell lines treated with TCM compounds generated by our collaborator Yuhui Hu
from Max Delbruck Centrum Berlin. Second microarray data, the so-called Connectivity
Map (cMap), is the expression profiles of human cell lines treated with drugs and bioactive
small molecules. In section 6.4, we present the pipeline for finding the functional con-
nections for each TCM compound in comparison to (1) 1,309 drugs and bioactive small
molecules and (2) TCM compounds within this project. Then, we show some discovered
connections between TCM compounds and some known drugs (section 6.5). Finally, our
proposed biclustering algorithm DeBi is applied on TCM data combined with cMap data
(section 6.6).

6.1 Basic Characteristics of Traditional Chinese
Medicine

Traditional Chinese Medicine (TCM) is characterized with complexity and holism in
both diagnostic and therapeutic principles. The combination of multiple drugs in
complex formulations is thought to maximize the therapeutic efficacy by facilitating
synergistic actions and ameliorating or preventing potential adverse effects while at
the same time aiming at multiple targets. It makes the functional investigation of
TCM difficult to perform with conventional assays. Recent advances in systems biol-
ogy, particularly the high-throughput functional genomic tools, have paved the way
to characterize the multiple gene and pathway targets of TCM for the interpretation
of their functional mechanism. In the meantime, it allows us to unravel the novel
efficacy as well as possible side-effect of large number of TCM compounds, which will
contribute to formulating a more potent therapy for different human diseases [119].
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6.2 Goal of the Project

This chemical genomic project wants to contribute to: (1) the elucidation of the
molecular mechanism of TCM functions, (2) the identification of new drug candi-
dates from TCM against different human disease, by using the tools of functional
genomics and systems biology. Our experiments focus on the bioactive natural sub-
stances isolated from TCM materials, including both single compound and mixture of
similar compounds (so-called bioactive chemical fraction). We established a research
network called Medicinal Connectivity of TCM, MecoTCM, in which the system-
atic connections can be created among gene expression, disease status, and bioactive
chemicals.

The entire approach is based on existing data describing the effect of well-known drugs
and the pathways they affect, provided in the so-called Connectivity Map (cMap)
(http://www.broad.mit.edu/cmap), a collection of over 7,000 genome-wide expres-
sion profiles representing 6,100 individual treatment instances with 1,309 bioactive
small molecules.

6.3 Data

Connectivity Map Affymetrix Data The Connectivity Map (also known as cMap)
is a collection of genome-wide transcriptional expression data from cultured human
cells treated with bioactive small molecules. The data consists of four different
cell lines HL60 (leukemia), SKMEL5 (melanoma), PC3 (prostat cancer) and MCF7
(breast cancer). High-throughput, cell-based small-molecule screens are performed at
different concentrations. As with concentration, the duration of compound treatment
might also differ. Every treatment instance is defined relative to a control consisting
of cells grown in the same plate and treated with vehicle alone. This approach is taken
to minimize the impact of batch-to-batch biological and technical variation [68].

The gene expression profiles are normalized using MAS5 method (see Chapter 2 for
MAS5).

TCM Illumina Data Our collaborator Yuhui Hu, from Max Delbrueck Center
Berlin, generated Connectivity Map comparable measurements of expression profiles
of TCM-derived substances. This gives insight regarding similarities between TCM
compounds and existing drugs in terms of affected cellular pathways. The TCM
compounds with high similarities thus hold a potential to be alternative to existing
drugs and the underlying mechanisms are likely disclosed by the affected genes and
pathways.

Genome-wide gene expression profiles are generated, utilizing Illumina BeadChips
microarray technology, from the human breast cancer cell lines (MCF7) under the
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Chapter 6 Medicinal Connectivity of Traditional Chinese Medicine (MecoTCM)

perturbation of TCM compounds. In total 138 individual treatments are performed
on 31 compounds with both biological and technical replicates and the expression
profiles are produced for each instance. Some of these 31 compounds are also included
in Broad data. We considered them as positive controls to show the reliability of our
analysis.

The gene expression profiles are normalized using variance stabilizing normalization
(VSN) method (see Chapter 2 for VSN).

6.4 MecoTCM Pipeline

The MecoTCM project aims to find the functional connections for each TCM com-
pound in comparison to (1) 1,309 drugs and bioactive small molecules from the Con-
nectivity Map (cMap) database and (2) TCM compounds within this project. The
level of similarities is represented by the respective connectivity scores (c-Scores) (de-
fined in equation 6.3) that are calculated for each compound pair under investigation.
Our analysis consists of 3 main steps: compound gene-signature creation, Connectiv-
ity Map generation and GO, Pathway and TFBS enrichment analysis (Fig. 6.2).

Compound gene-signature creation Genome-wide gene expression profiles are gen-
erated, utilizing Illumina BeadChips microarray technology, from the human breast
cancer cell lines (MCF7) under the perturbation of TCM compounds. In comparison
to untreated cells, differentially expressed genes are identified, serving as a gene ID of
each compound for connectivity score (c-Score) calculation (c-Score defined in equa-
tion 6.3). The gene sets those expressions are significantly altered are extracted as
a gene signature of the compound, serving as the query counterpart for c-Score and
pathway analysis. In the query signature each gene has a sign showing whether it is
up regulated or down regulated. Since the genes do not contain any unit, c-Score is
not dependent on the platform.

The query signature of each compound is represented both in Illumina and Affymetrix
identifiers. The Illumina ids are converted to Affymetrix ids via Refseq ids using
lumi R package [36]. First, each Illumina probe sequence is BLASTed [8] against
the corresponding Refseq genome. The mapping quality information is used to filter
out the bad mappings. The mapped Refseq ids are then converted to Affymetrix
Human Genome U133A Array ids using the data with a date stamp from the source
of: 2010-March-1.

Connectivity Map generation In the cMap and TCM datasets, the genes on the
arrays are rank-ordered according to their normalized expression values. In both
datasets, for each treatment instance we have a rank-ordered list of ∼22,000 genes. In
the second step of the analysis, we assess the similarity of each TCM compound query
signature to rank ordered cMap dataset and TCM dataset separately. We use the
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6.4 MecoTCM Pipeline

Figure 6.1: Connectivity score calculation. If up-regulated query signature genes tend to
appear near the top of the list and down-regulated query genes near the bottom of the
list we have positive connectivity score and if vice versa we have negative connectivity
score. The c-Score of zero means up and down regulated gene enrichment score is the
same. The figure is adapted from [80]

query signatures with Affymetrix ids for cMap data c-Score calculation and Illumina
ids for TCM data c-Score calculation (Fig. 6.1). If up-regulated query signature
genes tend to appear near the top of the list and down-regulated query genes near
the bottom of the list we have positive connectivity score and if vice versa we have
negative connectivity score. The c-Score ranges from +1 to -1. The c-Score of
zero means up and down regulated gene enrichment score is the same. Finally, the
instances are ranked according to their c-Scores. The instances that are at the top
of the ranked list are strongly correlated to the query signature, and those at the
bottom are strongly anticorrelated [69].

Connectivity Score (c-Score): In order to calculate the c-Score, first enrichment
scores for both up and down regulated gene signatures, ksup and ksdown, are calculated
using Kolmogorov-Smirnov statistics (gene set enrichment method is explained in
chapter 2). In our dataset D, we have a rank ordered list of genes for each treatment
instance. Let n be the total number of probes in D and tup(down) be the number of
probes in query signature. To this end, vector V representing the position (1 . . . n) of
the signature in D is constructed. Then, the vector V is ordered in ascending order
and the following two values are computed.

a =
t

max
j=1

[
j

t
− V (j)

n

]
b =

t
max
j=1

[
V (j)

n
− j − 1

t

]
(6.1)
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for each TCM compound 
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TCM database
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GO Biocarta TFBS
 ...
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Figure 6.2: MecoTCM pipeline. Our analysis consists of 3 main steps: compound gene-
signature creation, c-Scores calculation and gene set enrichment analysis. First, the gene
sets those expressions are significantly altered are extracted as a gene signature of the
compound. Then the query signatures is used for c-Score calculation. Finally enriched
GO terms, pathways and transcription factors are discovered.

and the above a and b values are used to calculate ksup and ksdown.

ksdown(up) =

{
a if a > b
−b if b > a

(6.2)

And finally the connectivity score is:

CS =

{
0 if sign(ksup) 6= sign(ksdown)
ksup − ksdown otherwise

(6.3)

GO, Pathway and TFBS Enrichment analysis Further bioinformatics effort in
this part aims to reveal the gene regulatory networks underlying the action of TCM
efficacy. The essence of enrichment analysis (Gene Ontology, Biocarta pathway, tran-
scription factor targets and more) bases on a cluster of genes that shift their expres-
sions altogether along with the compound perturbation. The analyses are done using
the Genomica web server http://genomica.weizmann.ac.il/. Genomica discov-
ers statistically significantly enriched GO terms, pathways and transcription factors
among the given gene list using a statistical test based on the hypergeometric dis-
tribution. The concurrent up- and down-regulated gene sets often fall into the same
pathway and are very likely functional relevant, thus providing the information on
the molecular role of TCM.
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6.5 MecoTCM Results

MecoTCM project discovered many connections between TCM compounds and drugs.
The identified connections reveals the common mechanism of action and phsiological
processes. Below are some examples of the discovered connections.

Figure 6.3: Ginsenoside Re identified as a novel Phytoestrogen. The bar view is constructed
from 6100 lines, each representing an individual treatment instance, ordered by their
corresponding connectivity scores. The Ginsenoside Re signatures are colored in black.
The green lines represent the positive scores, gray lines zero scores and the red lines
negative scores. The figure shows the instance name, concentration, cell line, biological
function and connectivity score for each of the selected instances.

Ginsenoside Re identified as a novel Phytoestrogen: We derived the query
signature of Ginsenoside Re from our Illumina microarray data. MecoTCM yielded
high positive connectivity score in instances of estrodiol in MCF7 cells and in in-
stances of genistein, which is a phytoestrogen [79]. The MecoTCM gave high negative
connectivity for fulvestrant, a known anti-estrogenic drug [116]. The GO Enrichment
of up-regulated genes under the Ginsenoside Re treatment, also supports our find-
ings. The estrogen related GO terms such as “MHC class II protein complex”, “sex
differentiation”, “female gonad development” have significant enrihment. Both GO
enrichment and connectivity score analysis suggests Ginsonide Re as a novel Phytoe-
strogen(Fig. 6.3).

Tanshinone IIA identified as Cardiac glycosides: MecoTCM identified strong
connectivity between TCM compound named “Tanshinone IIA” and drugs like hel-
veticoside, digoxin, perhexiline, ouabain in PC3, MCF7 and HL60 cell lines. All
these highly connected drugs have cardiac glycoside function. The strong negative
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connectivity scores for anti-diabetics may elucidate possible side effects. The pathway
analysis revealed significant enrichment for pathway terms like “Hypoxia-Inducible
Factor in the Cardiovascular System”. Both pathway enrichment and connectivity
score analysis suggest a cardiac glycoside effect of Tanshinone IIA (Fig. 6.4)

Figure 6.4: Tanshinone IIA identified as Cardiac glycosides. The bar view is constructed
from 6100 lines, each representing an individual treatment instance, ordered by their
corresponding connectivity scores. The Cardiac glycosides signatures are colored in black.
The green lines represent the positive scores, gray lines zero scores and the red lines
negative scores. The figure shows the instance name, concentration, cell line, biological
function and connectivity score for each of the selected instances.

6.6 Biclustering Results

In addition to connectivity analysis, biclustering can be applied to elucidate the
molecular mechanism of TCM functions. In this regard, we applied our DeBi algo-
rithm on two datasets, seperate TCM Illumina data and combined TCM and cMap
data. Biclustering the TCM data gives insight into the connections between TCM
compounds. Furthermore, biclustering application on combined TCM-cMap data
reveals the connections between TCM compounds and drugs.

66



6.6 Biclustering Results

Biclustering internal TCM data: 95% of the DeBi biclusters are enriched with
GO Terms with a p-value smaller than 0.05. In the discovered biclusters, the enriched
gene functions are related to the TCM/drug functions. Remember that some of the
compounds in TCM data are also included in Broad data. We considered them as
positive controls to show the reliability of our analysis. Bicluster 22 contains genes
that are enriched with “mysosin binding” GO Term. The drugs in this bicluster are
staurosporine and dexamethasone and they are also associated to myosin binding
activity [81, 29, 110]. Bicluster 17 contains genes that are enriched with “copper
ion binding” GO Term. The compounds in this bicluster are genistein and estrogen
related TCM compounds. Copper is closely related to the metabolism of the estrogen
hormone [96].

Biclustering on TCM Illumina data combined with CMap data: Combining
microarray data sets coming from different technologies is one of the major chal-
lenges in microarray field. There has been several studies to remove the systematical
bias arising from differences of the microarray technologies. One approach focuses
on comparing significantly expressed genes coming from each data set [26, 92]. An-
other approach focuses on integration methods for different microarray platforms [13].
Affymetrix and Illumina platforms yield highly comparable data, especially for genes
predicted to be differentially expressed [13].

We applied our biclustering algorithm (see chapter 5) on TCM Illumina data com-
bined with CMap data to identify the connections between compounds and drugs.
TCM data is produced by Illumina technology whereas cMap data is produced by
Affymetrix technology. Each technology has different probe annotations. The Illu-
mina ids are converted to Affymetrix ids in the same way as we did in MecoTCM
pipeline, “Compound gene-signature creation” step. If an Illumina id maps to mul-
tiple Affymetrix ids, than both Affymetrix ids are included in the combined data.

Since our algorithm is applied on binary data, we did not correct for platform effect.
Our biclustering algorithm is capable of analyzing gene expression data coming from
different labs or platforms.

87% of the DeBi biclusters are enriched with GO Terms with a p-value smaller than
0.05. Figure 6.5 shows the protein interaction networks of some of the selected biclus-
ters. The protein interaction networks are generated using STRING [62]. As it is seen
in the figures the protein interaction networks are highly connected. Bicluster 94 con-
tains up regulated genes that are enriched with “steroid dehydrogenase activity” GO
Term. This bicluster contains TCM compounds such as “Tanshinone IIA”, “Cryp-
totanshinone” and drugs such as suloctidil, 15-delta prostaglandin and securinine.
In connectivity analysis, the compound “Tanshinone IIA” also has a high connec-
tivity score to suloctidil, 15-delta prostaglandin and securinine. The biclustering
results support the connectivity analysis. The bicluster 97, contains down regulated
genes that are enriched with “magnesium ion transporter activity” GO term. The
drugs and compounds in this bicluster are Ly-294002, Staurosporine, Genistein and
estrogen related TCM compound “Ginsenoside Rb1”.
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(a) Bicluster 94- Up Regulated (b) Bicluster 97- Down Regulated

Figure 6.5: Protein interaction networks of selected cMap-TCM data biclusters

68



Chapter 7

Summary

In this final chapter, we summarize the contributions presented in this thesis.

Biclustering of Large Scale Data

The analysis of massive high throughput data via clustering algorithms is very im-
portant for elucidating gene functions in biological systems. However, traditional
clustering methods have several drawbacks. Biclustering overcomes these limitations
by grouping genes and samples simultaneously. It discovers subsets of genes that
are co-expressed in certain samples. Recent studies showed that biclustering has a
great potential in detecting marker genes that are associated with certain tissues or
diseases. Several biclustering algorithms have been proposed. However, it is still a
challenge to find biclusters that are significant based on biological validation mea-
sures. Besides that, there is a need for a biclustering algorithm that is capable of
analyzing very large datasets in reasonable time.

We have proposed a novel fast biclustering algorithm especially for analyzing large
data sets. Our algorithm aims to find biclusters where each gene in a bicluster should
be highly or lowly expressed over all the bicluster samples compared to the rest of
the samples. Unlike other algorithms, it is not required to define the number of
biclusters a priori. We have compared our method with other biclustering algorithms
using synthetic data and biological data. It is shown that the DeBi algorithm provides
biologically significant biclusters using GO term and TFBS enrichment. We have also
presented the computational efficiency of our algorithm. It is a useful and powerful
tool in analyzing large data sets.

In spite of efforts by many authors, comparing the performance of biclustering algo-
rithms is still a challenge. Smaller biclusters have a higher chance to yield a coherent
GO annotation, while larger biclusters would, of course, be more interesting to ob-
serve. Our α threshold influences this behavior. The optimized α threshold yields
smaller values for larger numbers of samples which limits the number of genes that
get accepted into a bicluster.

The binarization of the input data in order to obtain a boolean matrix is another key
decision in our approach. In this we go along with many other authors and we think
that it helps in applying biclustering to gene expression data coming from different
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labs or platforms. The data integration promotes the discovery of subtle changes
with increased sensitivity and reliability. The hope is that our method will further
contribute to establishing biclustering as a general purpose tool for data analysis in
functional genomics.

The DeBi algorithm algorithm is freely available at http://www.molgen.mpg.de/

~serin/debi/main.html.

MecoTCM project

The application of high throughput functional genomic tools will greatly facilitate
the elucidation of the functional mechanisms of TCM in a systematic way. Using
connectivity analysis and biclustering we can discover the mechanisms of action and
identify new therapeutic uses for TCM.

This chemical genomic project wants to contribute to: (1) the elucidation of the
molecular mechanism of TCM functions, (2) the identification of new drug candidates
from TCM against different human disease, by using the tools of functional genomics
and systems biology. Our experiments focus on the bioactive natural substances
isolated from TCM materials, including both single compound (purity above 98) and
mixture of similar compounds (so-called bioactive chemical fraction). We established
a research network called Medicinal Connectivity of TCM, MecoTCM, in which the
systematic connections is created among gene expression, disease status, and bioactive
chemicals.

Using our approach, we discovered biologically significant findings about TCM the-
ory, for example on herb Ginseng. We further validated our results using Chip-Seq
experiments. We plan to further upgrade this dataset by comparisons to existing
tumor gene expression profiles, in an attempt to match tumor profiles and TCM
treatment profiles in terms of the affected pathways.

MecoTCM project results are availble at http://www.molgen.mpg.de/~serin/mecomap/
home.html.
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Notation and abbreviations

Chapter 1

DNA............. Deoxyribonucleic acid
RNA............. Ribonucleic acid
A.................. Adenine
G.................. Guanine
C.................. Cytosine
T................... Tymine
TF................ Transcription Factor
cDNA........... complementary DNA
mRNA.......... messenger RNA
preRNA........ precursor messenger RNA
cMap............ Connectivity Map
TCM............. Traditional Chinese Medicine
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PM................ Perfect Match
MM............... Mismatch
RMA............. Robust Multi Array
VSN.............. Variance Stabilization Normalization
VST.............. Variance Stabilizing Transformation
E(X)............. Expected value of the random variable X
N(µ, σ2)........ Univariate normal distribution with mean µ and and variance σ2

E(X|S)......... Expected value of X given Y
GSEA........... Gene Set Enrichment Analysis
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CC................ The Cheng and Church Algorithm
ISA............... Iterative Signature Algorithm
SAMBA........ Statistical Algorithmic Method for Bicluster Analysis
OPSM........... Order Preserving Sub-matrices Algorithm
QUBIC.......... Qualitative Biclustering Algorithm
BIMAX......... Binary Inclusion Maximal Algorithm
BBC............. Bayesian BiClustering model
GO................ Gene Ontology
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Zusammenfassung

High-Throughput-Technologien stellen einen Durchbruch in der experimentellen Moleku-
larbiologie dar. Sie ermöglichen eine Einsicht in die molekularen Mechanismen der
Zelle, die mit traditionellen Ansätzen nicht zu erforschen sind. Mithilfe von differen-
zierten statistischen und computergestützen Methoden können wertvolle Informatio-
nen aus diesen Datensätzen gezogen werden.

Clustering ist der am häufigsten gebrauchte Ansatz, um in solchen Hochdurchsatz-
daten Gensätze mit verwandten Funktionen zu entdecken. Traditionelle Clustering-
Methoden wie das hierarchische Clustering und k-means haben jedoch ihre Grenzen.
Erstens basieren sie auf der Annahme, dass sich ein Gencluster in allen Proben gleich
verhält. Es ist aber auch möglich, dass ein zellulärer Prozess nur eine Teilmenge
der Gene beeinflusst oder dass er nur unter bestimmten Bedingungen seine Wirkung
entfaltet. Zweitens wird in traditionellen Clusteriung-Methoden jedes einzelne Gen
einem einzigen Cluster zugeteilt, obwohl manche Gene in bestimmten Proben nicht
aktiv, andere dagegen in mehrere Prozesse involviert sind. Biclustering überwindet
diese Schwierigkeiten, weil dabei Gene und Proben gleichzeitig gruppiert werden.
Neue Studien haben gezeigt, dass Biclustering ein grosses Potential für die Entdeck-
ung von Markergenen hat, die mit bestimmten Geweben oder Krankheiten assoziiert
sind. Mehrere Biclustering-Algorithmen existieren, aber es ist immer noch schwierig,
Bicluster zu finden, deren Signifikanz biologisch validiert ist. Zusätzlich ist es nötig,
einen Biclustering-Algorithmus zu finden, der in der Lage ist, sehr grosse Datensätze
innerhalb kurzer Zeit zu analysieren.

Der erste Teil dieser Doktorarbeit beschäftigt sich mit Biclustering-Algorithmen. Wir
schlagen einen neuen, schnellen Biclustering-Algorithmus speziell für die Analyse von
grossen Datensätzen vor. Der Algorithmus findet Bicluster, in denen jedes Gen im
Vergleich zu den übrigen Proben in allen Biclusterproben hoch oder niedrig exprim-
iert ist. Im Gegensatz zu anderen Algorithmen muss die Anzahl der Bicluster nicht
a priori definiert werden. Anhand synthetischer und biologischer Datensätze ver-
gleichen wir unsere Methode mit andere Biclustering-Algorithmen. GO term und
TFBS-Anreicherung zeigen, dass der DeBi-Algorithmus biologisch signifikante Biclus-
ter identifiziert. Wir zeigen auch, dass der Algorithmus nützlich und leistungsstark
in der Analyse grosser Datensätze ist. Die Methode kann auf Expressionsdatensätze
aus verschiedenen Laboren und von unterschiedlichen Plattformen angewandt wer-
den. Wir hoffen, dass unsere Methode die Entwicklung des Biclustering als Werkzeug
für die Datenanalyse in der funktionellen Genomik vorantreiben und unterstützen
wird.
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Der zweite Teil der Doktorarbeit beschäftigt sich mit der Aufklärung von moleku-
laren Mechanismen in der traditionellen chinesischen Medizin (TCM), sowie mit der
Identifikation neuer Kandidaten aus traditionellen chinesischen Heilmitteln für die
Entwicklung neuer Medikamente. Für diese Zwecke werden gene set enrichment
tools und Biclustering eingesetzt. Weiterhin wurde einer Datenbank namens Medic-
inal Connectivity of TCM, MecoTCM, etabliert, welches systematische Verbindun-
gen zwischen Genexpression, Krankheitsstatus und biochemischer Aktivitt aufbaut.
Dadurch gelang es, biologisch relevante Informationen über die TCM-Theorie zu
finden, zum Beispiel über die Pflanze Ginseng. Unsere Ergebnisse wurden mit Chip-
Seq-Experimenten validiert. Künftig soll dieser Datensatz durch die Integration von
Tumorgenexpressionsprofilen verbessert werden.
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