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Introduction
“Againe, men have no pleasure, [...] in keeping company, where ithere
power able to over-awe them all. For every man looketh that his coompsimould
value him, at the same rate he sets upon himselfe: And upon al sigoentempt,
or undervaluing, naturally endeavours [...] to extort a greater vatlua his
contemners, by dommage; and from others, by the example.”

Thomas Hobbes, Leviathan

How can cooperation flourish among egoistic individuals? Thomas Hobgeedathat
only a powerful institution, the omnipotent Leviathan, can sustain cooperatideéd, many
collective actions humans engage in are organized by institutionsldtexmine and enforce
rules: States provide education and build streets, companies prodwssdlgmdducts, and clubs
entertain and support their members. However, many interactions we engageahsupported
by institutions, or existing institutions do not determine and enfares of cooperation. For
instance, a group of collaborating students cannot always excludé&iagkiroup member, or a
project manager cannot easily replace a dodging project memterquestion is, therefore:
How do groups achieve and maintain cooperation when they cannot rely on institutions?

When institutions are excluded as a means for insuring cooperatigrchamhcteristics of
the situation—such as the frequency of interaction, the efficigagy through cooperation, or
the structure in which individuals interact—or properties of individualssh-sas their motives,
personality, or the decision rules they use—remain as determofardeperative behavior. This
dissertation focuses on the mechanisms of cooperative decisions. Adigitiondl investigate
how interaction structure affects cooperative outcomes and the choice of decieyies.

When using the term mechanism, | refer to the cognitive processlyingesooperative
decisions. While the literature on cognitive processes in individ@sion making is numerous
(siehe z.B., Betsch, Haberstroh, & Hohle, 2002; Fellows, 2004; Hastie, 2@hoaK &
Spellman, 1993; Payne, Bettman, & Johnson, 1992; Rieskamp, Busemeyer, & Mel@ess;
Shafir & LeBoeuf, 2002), less is known about the cognitive processedyimgeénterdependent
decision making, including cooperative decision making. Neverthelesblisiséd approaches
exist that differ in their assumption about players’ individualoretiity and in the generality
with which they can be applied to various decision domains. (With “individienality” |

refer to rationality defined as maximizing individual payoffs by applyirigs of logic.)



Introduction

Game theory, as a descriptive theory, assumes unboundedly rationas,plalye have
complete knowledge about the structure of the game (modeling #@adton) as well as
rational beliefs about others’ behavior and their beliefs (Colman, 19@@prding to game
theory, players logically infer optimal decisions in a ganaseld on their knowledge about the
game and their beliefs. While game theory proved to be a usefulot analyze interdependent
decision making, its value as a descriptive theory is undernbeeduse people frequently
violate the predictions of game theory (Colman, 1999, 2003a). One impaeteaunr for the
failure of game theory as a descriptive theory is its unrgakstsumptions about decision-
makers’ individual rationality. When comparing models of decision makingooperative
groups, | will therefore focus on boundedly rational mechanisms of decision making.

A prominent approach to boundedly rational decision making in gamesrigntp4z.B.
Fudenberg & Levine, 1998). Learning, as | use the term in thisridissa, means to adapt
behavior based on one’s own and on others’ experience. | will not mdmw individuals
achieve insight in the strategic structure of an interaction, or imokviduals invent new
strategies to cope with the incentive structure and others’ beh&wiol rather assume that
individuals already dispose of a set of alternative actiogs, @@operate or defect), and learning
then determines which of these alternatives is chosen.

An alternative approach to bounded rationality is that people use decides or
heuristics (Axelrod, 1984; Gigerenzer, Todd, & the ABC ResearchgGrt209; Komorita &
Parks, 1999; March, 1996) to make cooperative decisions. While thenlpapproach assumes
that individuals learn within a game which choice is the best, théeshe@pproach assumes that
players enter situations with a decision rule that is appliethensame manner for repeated
decisions. While the learning models | consider are domain general-edinefpe applied to
different types of decisions, such as, for example, individual erdependent decisions—the
decision rule tested will be a domain specific social heuristic.

Simple decision rules often perform astonishingly well (e.geld & Hamilton, 1981,
Martignon & Hoffrage, 1999; Nowak & Sigmund, 1993; Payne, Bettman, & Johnson, 48€3),
can also describe the behavior of many individuals (e.g., Rieskarhjofiage, 1999). An
underexplored question is how individuals acquire decision rules. Oneahetem is that
decision rules are adapted to the decision environment (Gigerehzak, 1999) and to
performance criteria, such as accuracy and efficiency aéidas (Payne et al., 1993). These
criteria constrain the set of possible decision rules, but do natlskesite mechanism by which
individuals acquire specific rules. Mechanisms that can explain hoplg@cquire decision

strategies are evolutionary adaptation (e.g. Cosmides, Tooby, BoBar1992), individual
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learning (e.g., Rieskamp & Otto, submitted for publication), and Isteaaning (e.g., Joseph
Henrich & McElreath, 2003). Probably all three mechanisms pargyaex how individuals

acquire decision rules. Some decision mechanisms or their building bidgks be innate,

whereas others are learned individually or from others. Interbgtimgsearch on these
mechanisms usually examined different learning mechanismsolaties, neglecting the
possibility that, for instance, a combination of individual and sociahileg might explain how
people acquire decision rules. Hence, | will examine learning améxis that combine
individual and social learning.

How do people maintain cooperation in groups? Starting with this quedtismreface
introduced individuals’ decision mechanisms and the decision environmenteasidants of
cooperative behavior. Accordingly, the main goals of my dissertat®ito identify the decision
mechanisms behind individuals’ cooperative decisions in groups, to show hpwetage to
different aspects of the decision situation, and to examine leamm@adpanisms with which
people can acquire decision rules. More specifically, | wilt fest if general learning models or
a reciprocity-based heuristic describe cooperation in groups betteredoradsstep, | will further
examine if reciprocators imitated others’ intentions or the apreseces of others’ behavior.
Finally, | will test if social learning improves individual deicin making, and examine different
models combining social and individual learning. Before examining thasstions in detail, |
set the stage by introducing the public goods game used to examineatioop@& groups, by
describing existing models of interdependent decision making, addgigting accounts of how

people learn to make decisions.

1.1 Cooperation in Public Goods Games

Cooperating in its broader sense means “to act or to work witlhemot others” or “to
associate with another or others for mutual bendWtgr(iam-Webster Online Dictionar®005).
| examine cooperative behavior in a narrower sense, namely, cbopdrasocial dilemmas
(Dawes, 1980), where individually rational behavior leads to a suboptiotabme for the
group. Cooperating in a social dilemma means sacrificing sorored$ own benefit in order to
achieve a cooperative outcome that is beneficial to every greamber. Cooperation is difficult
to maintain in social dilemmas because noncooperative group membeos ba excluded from
the benefits of others’ cooperation.

Social dilemmas are a useful tool to examine cooperation becaoperation in these
dilemmas are costly. Only if cooperation is costly and canaserene’s payoff, can alternative

explanations of “cooperative” behavior be excluded. For instancerilmgidn to a charity
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should be considered as altruistic because the contribution cannot matentiieutor better
off. Any interaction that is organized by a legal contract shouldaategarded as cooperative
because the parties can enforce others well-behavior. Typicapeesfor social dilemmas are
public broadcasting (in the US, but not in Germany), worker unions, workiongps with
variable remuneration based on group performance, or syndicates develdpstgy standards.
All these examples have in common that a contribution to the public gowdluntary and
beneficial to the whole group, while no member of the group can be eddiuae the benefits

of others’ cooperation.

1.1.1 Public Goods Games

The best examined social dilemma is the Prisoners’ Dileman@egin which two players

have to decide if they cooperate or defect. As in most social dilemmas, batsEee better off
if they defect. However, if both defect, the worst possible outcatualizes. The divergence of
individual rationality (“I am always better off when | def§ and collective rationality (“When
we both defect, we have together the worst possible outcome”) lugstheaPrisoners’ Dilemma
game the standard framework for research on cooperative belfaviar review, see Pruitt &
Kimmel, 1977). While research on Prisoners’ Dilemma games hasagethex great amount of
knowledge about cooperative behavior, this game is a two-person game aadilt@mus only
limited insight into cooperation in groups. To examine cooperative behswigroups, the
Prisoners’ Dilemma game was generalized to more tharpéssons. In the so-called n-person
dilemma game (Dawes, 1980), three or more players decide abautcdhé&ibution (i.e.,
cooperation) to a public good. N-person dilemmas are also called maads games. As a
public goods game is the most frequently used term across diasgyplimundaries, | will
henceforth use this tefm

Four main characteristics distinguish the types of public goodegaih) the number of
players who decide about their contributions to the public good and whoemidfit from its
provision, (2) the production function determines how individual contributiongarsférmed
into payoffs from the public good, (3) the contribution mechanism desctiteegpossible

! Usually two types of social dilemmas are distispeid. Those in which players have to decide howhrthuey
contribute to a public good, and those where paheanve to decide how much use they make of a common
resource (here, cooperation means to use little.former games are called n-person dilemmas, spvnee
games, or public goods games, the latter are ctlletsome games, common dilemmas, or resouraamie.
While in psychology, economics, and sociology teaagyal term for cooperative situations is socildrdimas, the
term collective action is more frequently used a@titiral sciences. The common feature of all social
dilemmalcollective action situations is the confbetween individual and collective rationality.
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contribution levels, and (4) the protocol of play describes the ofdamtributions to the public
good.

The public goods game | use in my dissertation research is admorppublic good with
a voluntary contribution mechanism. Specifically, all four playersddesimultaneously how
much of their endowment they contribute to the public good. The produatiotidn multiplies
players’ contributions and then divides the product equally among theléyars. Formally, N
= 4 players are endowed with points. Every player decides about the size of his or her

contributionc. The payoff of playeris defined as

7 =€ -c +MPCRD c,. (1.1)

Here, MPCRDZLCI is the production function wi'[hZiN:lci as the sum of all players’

contributions and MPCR as the marginal per capita return. The gaasocial dilemma when
contributing is costly, that is, the MPCR has to be smaller thaand when contribution is
efficient, that is, the MPCR has to be larger than 1 dividedhéyntumber of players. Table 1.1
depicts the payoff matrix for a four-person public goods gameemitlowments of 5 points and
a MPCR of .5

The cells of the matrix depict payoffs for player A and meayofis for the other players,
given the contribution of player A and the mean contribution of the othgerplaThe possible
strategies (i.e., the possible contributions) of player A afearcolumns of the matrix. Each row
stands for possible mean contributions of the three other players in the game.

Because games are an abstract representation of human ioteraotne question their
external validity. Appendix B discusses which insights about cotwpetaehavior in groups can
be gained, by using public goods games.

2 An alternative contribution mechanism is a dicteoais (yes/no) contribution, alternative protocdlplay are
sequential contributions or cumulative sequentaltibutions, alternative production functions atep level
functions, where no public good is created if aimum of players do not (e.g., Rapoport & Eshed-Le\889),
and a concave contribution function, where the efade public good first increases with contriloats, but
decreases again for high contribution levels (®ipit & Laury, 1998).



Introduction

Table 1.1.Payoff matrix for a four-person public goods gamth a MPCR of .5.

row player’s

contribution

Column player’s contribution

o* 1 2 4 5
0 5 6.5 8 9.5 11 12.5
5 4.5 4 3.5 3 2.5
1 4.5 6 7.5 9 10.5 12
6.5 6 5.5 5 4.5 4
2 4 5.5 7 8.5 10 115
8 7.5 7 6.5 6 5.5
3 3.5 5 6.5 8 9.5 11
9.5 9 8.5 8 7.5 7
4 3 4.5 6 7.5 9 10.5
11 10.5 10 9.5 9 8.5
5 2.5 4 5.5 7 8.5 10
12.5 12 11.5 11 11.5 10

Note. The first column and row depict possible contributions. Numbehe ingper (lower) left
corner depict the row (column) player’s payoff when the other @ag@ntribute on average the
value in the first row (column) of the (row) column. Contributions mankgd an asterix are
equilibrium strategies. That is players cannot increase thgoffs when individually deviating
from these strategies.

1.1.2 “Rational” Contributions in Public Goods Games

How much should a player contribute to a public good? The answer to thisoquis
usually provided based on a game theoretic analysis. In order to detiweal behavior in a
game, the game theory makes assumptions about the players. @epbpdirs are assumed to
be individually rational, that is, they “act according to theirfgmences and relative to their
knowledge and beliefs at the time of acting” (Colman, 2003a). Heratignal preferencesre
complete, transitive, and their ordering is context independent dieferences have a weak
order),rational beliefsare internally consistent, anational argumentgollow the rules of logic.
In the framework, a decision is rational when it is instrunigtitat is, it leads to the goal of the
decision maker. These assumptions are implemented in the expedisd theory (von

Neumann & Morgenstern, 1947), which assumes that players choose actiknszing the
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anticipated outcome. As expected, utility theory is a genleeaky, additional assumptions need
to be made to apply it to interdependent games. The first assanjpommon knowledge of
rationality 1) is that players know the parameters of the game, which incpldgsrs’ feasible
strategies, the payoff function, as well as everything that lma logically deduced from
strategies and payoffs. The second assumption (common knowledgeopélity 11) is that
players are instrumentally rational as described by the egexility theory. It is part of the
common knowledge of rationality that players know about others’ instrumental rationality.

Of course, all these assumptions can be questioned (and testedhtltwall be that a
player does not try to achieve the best possible outcome in a giyefi petrix, for instance,
because he or she is altruistic (Fehr & Fischbacher, 2008) also questionable if—for games
that are more complex than social dilemmas—players have conigieteledge about all
possible strategies and associated payoffs. It seems reastmahlestion that players have
higher order beliefs (I believe that you believe that | belieyeand use these beliefs to derive
individually rational decisions (Colman, 2003b; Stahl, 1996). Finally, many tpaestioned if
players are able to apply the rules of logic as expected from individatitipal players.

Even though many assumptions of game theory have not withstood thécehipst, a
game theoretic analysis remains valuable. First, while gsunaptions do not hold for
individuals, they might hold for groups (see, e.g., Bornstein, Budescu, & Zamir, B&3i&tein,
Kugler, & Ziegelmeyer, 2004), and predict behavior of interacting gragdequately. Second,
while individuals might not infer the same conclusions as a ganoeetiw analysis, repeated
play of the same game might assist people to learn and to converge to the gagtie swdotion
of the game.

The most important concept to predict the outcome of a game is sheelyailibrium (e.g.
Colman, 1999). The Nash equilibrium states that individually rationakpayill choose the
best response to the best possible strategy choice of the other(glayo derive the Nash
equilibrium for the public goods game of Table 1.1, player A fires $bat—ceteris paribus his
or her own contribution—the payoff for the other players increases when they ddbetaswn
contributions. As this is true for every contribution level of playeth® rational contribution
level for the other players is zero. The same holds for playeregardless of others’
contributions, his or her own payoff increases when he or she decri@se contribution.
Hence, the Nash equilibrium of this game, the set of mutuallyresgonses, is that all players

contribute nothing, leading to a payoff of 5 for all players. Notetthstoutcome, which follows

% In this case, however, the monetary payoffs inpdagoff matrix would no longer reflect players'liiigs.
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from individual rationality, is the worst possible outcome forghmup. That is, while defection
is individually rational, it is collectively irrational becaus@é@t combinations of strategies (i.e.,
contributions) would lead to a better outcome at the group level. Atfam,conflict of
individual and collective rationality is the key characteristic of satialmmas.

While the analysis above holds when players play only one round of @ goblis game
(a one-shot game), one might argue that cooperation is ratioread thle game is repeated
because players should cooperate in order to convince others that coopgiation is possible.
If the game is repeated, for instance, for 100 rounds, it seelms teasonable to encourage
cooperation to achieve the collectively superior cooperative outcome.ti® motive of
encouraging cooperation is rationally not sustainable if the gamepeated for a finite number
of repetitions. If players are in round 99, there is no reason to neotthers’ cooperation,
hence, everyone will defect. If cooperation cannot be rationalized in round 99, théaasfor
round 98, and then also for round 97, etc., and, finally, also for the first rounce Herational
player will infer, by backward induction (Luce & Raiffa, 1957), thatection is the best choice
in finitely repeated public goods games.

The result changes if one considers infinitely repeated gamiese after each round the
game is continued with a certain probability. For infinitely e¢pd games, the Folk Theorem
(Colman, 1999) shows that cooperative strategies can be the best ecsipateglies, that is, they
can be individually rational. For instance, the grim triggeresgpgtwhich contributes everything
in the first round and continues contributing everything as long as alltethe same in the
preceding round, but otherwise defects for ever, can be an equilibiiategy and is thus
individually rational for the infinitely repeated public goods gamepéndix A gives a
numerical example for rational cooperation in public goods games.v@atthough the Folk
theorem shows that cooperation can be individually rational in infinieglgated games, it does
not solve the problem of cooperation. This is because the equilibriurgsaboasists of a set of
best response strategies. While | illustrated individuallyonali cooperation with the grim
trigger strategy, there are many more possible equilibriuategies that players can choose
from. Then the problem arises that players need to clomyepatiblerepeated game strategies,

they need to coordinate. This coordination problem has not been solved so far.

1.1.3 Empirical Contributions in Public Goods Games

The preceding section showed that cooperation in public goods games shobfhwed
only rarely and only in indefinitely repeated games, if playegsraional in the game theoretic

sense. This section briefly reports on the results of public goodsregpés examining players’
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contributions, and summarizes what is known about factors influencingbetioin levels (for
comprehensive reviews, see Kollock, 1998; Komorita & Parks, 1995; Ledyard, 1995).

Game theory makes the clearest prediction for one-shot public goods geith linear
production functions, where the only rational behavior is not to contribytkiag’. In an early
test of this prediction, Dawes, McTavish and Shaklee (1977) found tipemnaiag on specific
conditions, between 27% and 84% of the players cooperated. The samedidsiwas found
by Marwell and Ames (1979), who controlled for a number of factad) as the distribution of
endowments, group size, heterogeneity of benefits, provision points, ancbtieméc training
of the participants. In their experiments, players contributed, onageer57% of their
endowment (41% if one excludes players whose endowments were Highethe provision
point in cases where a step level public good was played). Henlgeresalts, which have been
replicated many times, indicate that players’ contribution decisions in mdaas games cannot
be described by the standard game theory.

The same general result holds for contributions observed in fingpbated public goods
games, for which the backward induction argument, introduced above;tprigdit individually
rational players never cooperate. Beginning with Isaac, Walkdr,TAomas (1984) and Isaac,
McCue, and Plott (1985), researchers examined contributions to pabtis ¢hat were usually
repeated for 10 rounds. The general finding for finitely repeatedgpgbbds games is that
contribution levels in the first round are usually approximately 50%tamdecline to approach
the Nash equilibrium of zero contributions toward the end of the super@iaadgard, 1995).
Dependent on the theoretical preference, these results areatedrpr favor of game theory
because players learn to be rational, or they are interpeethe disadvantage of game theory
because players do not follow the equilibrium inferred by backward iedugthich is never to
contribute). To my knowledge, no Experiment exists that reports coimnldetels over time in
indefinitely repeated public goods games.

Experimental results show that game theory (alone) cannot explaircigzents’
contribution decisions in public goods games. Therefore, researctamsned many different
aspects of public goods games and players in order to understand contribution behaviott The ne
paragraphs will report on how different aspects of public goods ggamemely, game
parameters, repetition, interaction structure, information, commation; and framing influence

contributions. Properties of players are discussed in section 1.2.

* In the public goods game, with a step level préidncfunction, cooperation can be rational.



Introduction

The important game parameters influencing cooperation are tlf&RMR, and—in the
case of step level public goods—the provision threshold. Obviously, high@RKIfead to
higher cooperation rates because they reduce the negativefreffiedieing exploited and, at the
same time, increase the efficiency of contributions (se® Ktsnorita, Chan, & Parks, 1993;
Rapoport, 1967). Experimental evidence for the positive effect of hiR&Rs was provided,
among others, by Isaac, Walker, and Williams (1994) and Komoréh €t993). Results on the
effect of group size are mixed. While some argue that sngbeips have higher contribution
levels (e.g. Bagnoli & McKee, 1991; Chamberlin, 1974; Kerr, 1989), otlewrsdfthat larger
groups contribute at the same or at a higher level (Isaac, €1984). The reason for these
contradicting results lies in the interaction of group size an€CRIFor the determination of
payoffs. Holding the MPCR constant while increasing the grouplsasts to higher payoffs
when all group members cooperate; working against possible effietdsver perceived self-
efficacy in larger groups. Hence, one should adjust the MPCR whenimtpahg group size.
This approach was applied by Isaac et al. (1984), who found contributsnofa75% for N = 4
and MPCR = .75, and of 33% for N = 10 and MPCR = .3. However, reducing t6& Nt? the
larger group, in order to align maximum payoffs, increases thainegdfect of being exploited
in larger groups, so that it remains unclear if, in this ,clseer contributions of large groups
were forced by this fact or by reduced self-efficacy. Tds fame parameter showing a clear
influence on contributions is the provision threshold in step level public gobde general
finding here is that while players increase their contributionsnvthe provision threshold is
higher, the public good is provided less frequently because the inaneamaribution does not
correspond to the increased threshold (Isaac, Schmidtz, & Walker, 1989).

Repetition in public goods games can take on different forms. One appsottat the
same participants are reinvited to the laboratory to play anpthdic goods game, but with
different group members. Isaac et al. (1984) and Andreoni (1988) show xpatieace
decreases contributions. Another possibility is that players peatcin several public goods
games within one session, either in the partners’ design—whemrplapeatedly participate in
the same group—or in the strangers’ design—where players are randomndiched for one-
shot public goods games. While the first Experiment, comparing theepsirand strangers’
result, found—counterintuitively—that contributions decrease more fonegyart(Andreoni,
1988), later studies found higher cooperation levels in the partners’ design (ean, @885).

® Note that public goods with linear production ftions are n-person Prisoners’ Dilemma games, hehee,
individually rational choice is not to contribute.contrast, step level public goods are n-persocken games,
hence, cooperation can also be rational.

10
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While most experimental public goods games treat public goodsthsyifare created
isolated from other environmental aspects, real public goods are mibeided in a larger
context. For instance, a group generating a public good might do cmtpete with another
group, or players might be able to choose to which public good theytavannhtribute. In the
intergroup Prisoners’ Dilemma (Bornstein, 2002), two groups contribute tocpydsdids, and
individual payoffs depend on the participants’ own contributions to the pgddd and on the
payoff of their own group in the Prisoners’ Dilemma. The Prisonei®mma has a payoff
structure, so that higher contributions to the public good from the groeiggjaivalent to more
competitive choices (i.e., defecting), which were “individuallytiamal. Bornstein (2002) found
in several experiments that embedding the public goods game isoad?s’ Dilemma structure
increases cooperation beyond simple group identity effects. Othemsinexiathe effect of
“partner selection” on cooperation in the public goods game. In an exgmerdoy Coricelli, Fehr,
and Fellner (2004), participants could vote with which other person, out oth&® players
about whose contribution history they were informed, they wanted to fdourgerson public
goods group. Contributions in their partner selection condition were higéwerin groups that
were randomly matched. In a similar experiment by EhdnadltKeser (1999), nine participants
started in three-person public goods groups, and could then decide to whictliogsadizh. In
this experiment, a process developed where free riders switch@roups of cooperators,
thereby reducing the success of cooperative groups, leading cooptrdéarge their old group
and to reassemble new cooperative groups, which were again “invadédebyders, etc. In
sum, partner selection increases cooperation in the public goods game.

To further examine variables influencing cooperation in the public gayaise,
contributions can be observed if one relaxes the standard setup of mdiE experiments.
Among others, Orbell, Dawes, and van de Kragt (1990) could show that cocatimi
increases cooperation in one-shot public goods games. Isaac and {/8%ershowed that this
result also holds when communication is costly, and the game isdptapeatedly. Sell and
Wilson (1991) provided their participants either with no information, agtggraegéormation, or
individual information. Results showed higher contribution levels in the ohaiViinformation
condition, compared to the other conditions. Croson and Marks (1998) provided their
participants with individual information, so that individual participarasld either be tracked or
not tracked across rounds. Interestingly, results showed that aooesyndividual information
leads to a rapid decline of contributions, whereas identifiable individiaamation maintains

higher levels of cooperation.
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1.2 Models of Cooperative Decision Making

The previous section introduced the public goods game, explained which beisavior
individually rational, and contrasted this with observed behavior isetlggmes. The most
apparent conclusion drawn from experimental results on public goodss gartteat players’
choices cannot adequately be described by standard game theony, tHensection introduces
alternative accounts of behavior.

Before introducing prominent accounts of cooperation, | briefly givewanview about
some alternative theories of cooperation. Pruitt and Kimmel (1977) pubplbeeexpectancy
value theory of cooperation which states that players coopethtyihave the goal to cooperate
and if they believe that others will cooperate. While this appraacsupported by some
evidence, the problem remains that the elicitation of beliefs abitnars’ cooperativeness
changes behavior. Another explanation put forward was altruisinisthie idea that players
cooperate to improve the others’ payoff. While a small fractioraltviists is consistently
identified in games, their number is not sufficient to explain tkiel lef cooperation usually
observed in repeated public goods games (Andreoni & Miller, 1998)thése theories were
developed to explain the cooperation of anonymous individuals, often in single ioter&ttier
theories explain cooperation that is embedded in larger social em&rds. Among these
theories are those of reputation (Gunnthorsdottir, Houser, McCabe, &lé&m2001; Wilson &
Sell, 1997), signaling (Kevin A. McCabe, Rassenti, & Smith, 1996), indUghess (Hamilton,
1964), stochastic collusion (Flache & Macy, 2002; Macy, 1991), and ihde&eiprocity (e.qg.
Yamagishi & Kiyonari, 2000). The next sections introduce prominent accotictsoperation,
most of which can be classified as explanations based on decisien onléearning, and on

social preferences.

1.2.1 Decision Rules for Cooperation

The decision rule approach assumes that players use simplemriiearistics to decide
about their choices in social dilemmas. The important differendaetagame theory is that
players are not assumed to thoroughly examine the incentive streétargame and then infer
which action maximizes utility. Rather, it is assumed thatiggants come into a situation
equipped with a set of rules and then choose one of theses rules to make decisions.

The most popular rule for cooperation in Prisoners’ DilemmadsasTit-For-Tat rule
(Axelrod, 1984), which starts by cooperating, and then alwaystesithe choice of the other
player in the previous round. While Tit-For-Tat—TFT, a specific angntation of the more

general principle of reciprocity—was identified early aga@md model for players behavior in

12
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public goods games (Rapoport & Chammah, 1965; Rapoport & Dale, 1966), its pranisienc
due to its success in a tournament among strategies for trege@ptrisoners’ Dilemma game,
where it outperformed all other strategies (Axelrod, 1984). Followmgn Axelrod’s insights,
Samuel Komorita and colleagues (for a review see Komorita&s? 1999) examined which
properties of TFT promote cooperation. Their general result wa3 Taincreases cooperation,
especially if it rewards the others’ cooperation, and punishes deééctions immediately.
Komorita (1965) found that not all players reciprocate, and that oetpiis stronger if it leads
to higher payoffs. While TFT was successful in many simulatigrisas a weakness that led
others to propose alternative strategies. Two “weaknessesF bfafe that it does not forgive
defection, which can lead to vicious cycles of mutual defectidwaf TFT strategies interact,
and that it cannot exploit unconditional cooperators. One alternatategtrwithout these two
weaknesses is PAVLOV (or Win-Stay Lose-Shift), which cooperaties mutual cooperation
and after it could exploit, and defects otherwise. The inventors ofsttagegy showed that
PAVLOV is superior to TFT (Nowak & Sigmund, 1993; but see Wu & fogl 1995), and
Macy (Macy, 1995) showed that players’ behavior in a Prisorieilgmma game is best
described by either TFT or PAVLOV.

These results on TFT were obtained with Prisoners’ Dilemmaegabut will they also
hold for public goods games? Accordingly, Komorita, Parks, and Hub8#82) found that
(simulated) reciprocal strategies induce participants’ codparain social dilemmas
experiments. However, they also found that the effect of rectgrdecreased in larger groups,
and that without simulated reciprocal strategies in a grouproeal behavior did not emerge
among players. In contrast, Sudgen (1984) reports that general cooiripatierns to public
goods are in line with his rule of reciprocity. In sum, while themems to be clear evidence for
reciprocal decision rules in Prisoners’ Dilemmas, the evidéooce public goods games is less
conclusive.

Most research on decision rules assumes that people are adcpagped with decision
rules and, therefore, tries to identify which decision rule the ayse. This leaves open,
however, the question of why people are equipped with certain rules amdtmaithers, and
how they choose among the rules. One approach addressing the fitstngisegsearch on fast
and frugal heuristics (Gigerenzer et al., 1999), which assumieddtiaion rules are adapted to
the decision environment and exploits individuals’ cognitive capabilidg@plying this logic to
decision rules for social dilemmas, a decision rule for cooperatipnblic goods games should
have realistic assumptions about players’ cognitive abilitiegames, it should be adapted to

other players’ behavior, and a decision rule should lead to good outcomeligh payoffs) in
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public goods. As reciprocity has only low demands on players’ ¢ogrand has proved to be
successful in Prisoners’ Dilemmas and, importantly, also in pgbbds, | will suggest and test
a reciprocity heuristic for cooperation in groups, and examinesuiscess in different
environments.

Decision rules for social interaction are usually domain sgedihat is, dependent on the
payoff structure of the situation (Kelley & Thibaut, 1978), or thgaaization of the interaction
(Fiske, 1992; Kollock, 1994; Molm, Peterson, & Takahashi, 1999), different decision rulgs mig
be applied. While this remains a problem for heuristic approachesitgiotiemaking and seems
unsolved for social dilemmas (but see Messick, 1999; J. M. Weber, apel& Messick,
2004), domain-general models do not have the problem of strategycselddte next section
introduces learning approaches to behavior in games, which—in starlastottrthe game
theory—make minimal assumptions about players’ individual rationalitgt, can predict the

same behavior in the long run.

1.2.2 Learning to Cooperate

Reinforcement learning models are built on the law-of-effect, hidaggests that
individuals repeat behaviors that led to good outcomes (comparedetoatiite outcomes).
Reinforcement learning is attractive for game theoristsiéRberg & Levine, 1998) because it is
consistent with a common finding in many experimental games thatipants do not play
Nash strategies from the outset of a game, but gradually coneeitgé his finding is consistent
with reinforcement learning because players who experiment witbratdit strategies will
receive higher payoffs when (by chance) choosing a Naskeggrdbr which the law-of-effect
then predicts a higher likelihood in the future. Beyond this genengihindormal models of
reinforcement learning were tested experimentally and pravds tgood models for decision
making in experimental games (e.g. Camerer & Ho, 1999b; Erev & Roth, 1998).

While reinforcement learning models are based on the law-aftetteey differ in the
extent to which they incorporate additional cognitive processes, sydlorainstance, belief
updating and best response play. In the reinforcement learning ofddedv and Roth (1998),
only strategies actually chosen by a player can be reinfohcetbntrast, the belief learning
model of Camerer and Ho (1999b) assumes that players also imagtte payoff they would
have made had they chosen other strategies, and that this idhpgiywf can also be used to
reinforce strategies. A further variant of reinforcementnie@ models assumes that nonchosen
alternatives are reinforced in a directional manner. Accordindirectional learning models

(Rieskamp, Busemeyer, & Laine, 2003; Selten & Buchta, 1999), playersawvil their change
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in behavior from the second-to-last to the last period led to aregHewer payoff. In the case
of a higher payoff, players are assumed to change their behaviorsanigedirection again (and
vice versa).

Can reinforcement learning models predict behavior in social dilemn&milar to
research on decision rules, most research was conducted with RiddilEemma games. An
early test was made by Rapoport and Dale (1966), who found some evidefasr of
reinforcement learning. More recently, Goren and Bornstein (1999)teeptirat it is mainly
learning that changes behavior in the repeated intergroup PeSsdDkgmma, Selten and
Stocker (1986) found that the directional learning theory can explain teyerplchange their
behavior across repeated supergames, and Erev and Roth (2001) fourmkhdmabr in
Prisoners’ Dilemmas is consistent with the assumption that rgldgarn among the three
strategies, defection, cooperation, and Tit-For-Tat. Learningalgasexamined in public goods
games. Andreoni (1988) found that learning can explain some, but nof #tle decreasing
contributions in public goods games, and Gunnthorsdottir and Rapoport (in foasd)that
reinforcement learning explains contributions in public goods on the devel, but not on the
individual level.

Summarizing the results on learning in social dilemmas, nei@hoent learning seems to
be a good model to describe behavior in Prisoners’ Dilemmas, although there ardeamlgsts
on reinforcement learning in public goods. The same holds for theidlractearning theory,
which has not been tested in public goods games so far. Thereford, testvihow simple

reinforcement learning and directional learning can account for cooperation in.groups

1.2.3 Social Values and Preferences

The decision rule approach and the learning approach retain the a@esuthat players
want to achieve the best possible outcome for themselves, but stiggetstey apply simpler
cognitive processes to achieve their goals. In contrast, thedrgscial value orientation and
social preferences assume that players do not maximize pagofwen in the payoff matrix,
but derive their utilities by weighing their own and others’ payoff.

More specifically, theories of social value orientation (gan Lange, 1999) assume that
players derive an effective matrix (Kelley & Thibaut, 197&nirthe given payoff matrix by
adding or subtracting their own and others’ payoff in every ceh@payoff matrix, and choose
the strategy that maximizes their own payoff in the effecthatrix. For instance, cooperative
players are those who add their own and the other’s payoff inl docderive the effective

matrix, and competitive players subtract the other’'s payoff fiteeir own payoff. Theories of
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social value orientation make no explicit statement about how peopleeprox make decisions,
given the effective matrix, beyond the assumption that playersnake choices that maximize
the effective payoff. While measures of social value oriasriagnd to predict behavior in one-
shot games well (Au & Kwong, 2004), they were tested only onaepeated public goods
games (Parks, 1994). Parks’ results showed a low convergence oérdiffeeasures of social
value orientation, and also mostly low predictive value.

While psychologists use the term social value orientation, ecst®rapeak of social
preferences or utilities. The dominant theories of social prefeseape Fehr and Schmidt's
(1999) theory of fairness, competition, and cooperation which basicallgpnasshat players (in
varying degrees) try to minimize inequity between their ownthaadthers’ payoffs, Bolton and
Ockenfels’ (2000) ERC theory of equity, reciprocity, and competitivhich assumes that
players are motivated by their own payoffs and their relaiaading to others, and Rabin’s
(1993) theory of fairness and reciprocity which assumes that plageiprocate the other’s
intentions. While psychologists’ theories of social values and ecsisintheories of social
preferences agree in their fundamental assumption that values paytbf# matrix need to be
transformed to reflect players’ utilities, they differ ireithstatements about players’ rationality
and in the way theories are tested. First, and most importaotigomists maintain the game
theoretic framework, that is, they assume that the assumptiomslieidual rationality hold
(given social utilities), and players thus play equilibrium egi@s (given social utilities).
Secondly, they use no independent measures of social prefererntas,researchers examine if
a set of parameters for the social utility function can explain behavior igeaariety of games,
including public goods games.

While the theories of Fehr and Schmidt (1999) and Bolton and Ockenfels g@0@Yher
similar to psychological theories of social value orientationbifRa (1993) approach of
reciprocity toward intentions has counterpart in psychologicsg¢areh. Hence, | will first
examine how players’ social value orientation can predict catiparin public goods, and later
examine the role of others’ intentions for reciprocity.

1.3 Learning to Decide

Having identified decision rules, further questions are immegliateded. How did people
acquire these decision rules? Also, why, or how, do they choose ateorsgpon rules? This
section introduces approaches aiming to explain how people learn ke decisions.
Specifically, | will briefly sketch the evolutionary approacthigh assumes that decision

mechanisms evolve as solutions to adaptive problems, the individuaihtpapproach which
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assumes that individuals discover decision rules through their emperwith the decision
problem, and the social learning approach which assumes that individuals leaatheosn

The take of evolutionary psychology on cognition, in general, and also on decisiargmaki
in particular, is that organisms have a set of mechanisms (or espdioat evolved as a response
to adaptive problems. Adaptive problems are problems directly oreatigh linked to the
reproductive success of an organism. Decision-making mechanisms #wolvgh the interplay
of random mutations and selection processes (Cosmides & Tooby, 2000d€ostral., 1992).
While evolutionary approaches to decision making are valuable in provadirgmework that
investigates the ultimate reasons for behavior, it seemsullifestablish that a given human
behavior (including cooperative behavior) can primarily be consideradesult of evolutionary
adaptation (e.g. Heyes, 2003). Therefore, this dissertation foong@scesses of individual and
social learning. Appendix C introduces evolutionary approaches to xpknation of

cooperation.

1.3.1 Individual Learning

The idea of learning introduced here differs conceptually fromkihd of learning
described in Section 1.2, in that it is assumed that people doanotdmong different possible
actions (e.g., cooperate or defect in the Prisoners’ Dilemmagnboimg different decision rules
that can be applied repeatedly (e.g., Tit-For-Tat in the Prisolmelsmma). Models of
individual learning describe and explain how people invent decision rulesioanthey decide
which rule to choose in a specific situation. Individual learnindjfferent from social learning,
as it assumes that a person discovers a decision rule, and alsoscindegendently which
decision rule to apply.

Siegler and colleagues (1998; 2005) proposed a model of strategy chdictrategy
discovery (SCADS) describing how children increase their perfaenam a simple addition
task, by first improving their performance with the basic stat and later discovering new
strategies that further improve performance. More specifictitley assume that a strategy
consists of several operations, which are executed more efficibntlugh experience. As in
associationist models, the propensity to choose a strategy ghittwthe success of this strategy.
More efficient execution frees cognitive resources that canvested in the discovery of new
strategies, which are generated by rearranging the taperaf the basic strategy. Siegler and
colleagues assume that children internally generate mamsamgad strategies, but because
invalid strategies are generally not observed, they also asfianeewly generated decision

rules have to pass a filter, checking their validity before @reyactually applied. Further, the
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switching from one strategy to the other is assumed to be giaeltaise the high propensity for
the basic strategy (which was successful in the past) nmarttaggh choice probabilities of the
basic strategy, even in the presence of a better new deaitgoinVhile the SCADS model could
accurately describe the process of children’s learning of additiles, it also has drawbacks.
One key drawback is that it was developed post hoc, in order togerdigel results of a specific
experiment, and has not been retested in its original form. The dvtheback is that it is not

clear if the key assumption of the models (an associationistgsrarelerlying the selection of
decision rules, and a metacognitive process underlying theveisc of new rules) mainly

contribute to its performance, or if additional assumptions (i.e., assumsmpabout basic

operations) that need to be made to implement a specific task,saddiion, contribute more
to the performance. Indeed, when applying the model to a new tasler&ied Araya (2005)

had to modify the original model in many respects. Given thes$eulties and the lack of

alternative (formal) models of strategy discovery, | will foaus simpler models that can
describe how people leaamongstrategies.

Models of strategy learning assume that a reinforcementhggpnocess can describe how
people learn and choose among alternative decision rules (Erev énBaf05; Hanaki, Sethi,
Erev, & Peterhansl, 2005; Rieskamp & Otto, 2004; Stahl, 1996, 2000). Thelgdearaf all
these models is that decision makers have a set of strat@giest choose randomly among
them, and then prefer strategies leading to better outcomes. dpecifically, Rieskamp and
Otto (2004) tested how individuals learn among two decision rulesnferential decision
making. For this aim, they examined if participants’ repeatedceboand their information
search coincided with a decision rule, and if the decision rule mealeext decision. If all three
conditions were met, the expectancy of the rule was increasendang to the payoff for a
correct decision. If participants searched for information, and dkcabeording to the
information rule, but made a wrong decision, the expectancy for dwaioh rule decreased.
Rieskamp and Otto found that participants learned which rule madeaowect responses in a
task, and that this learning process was described well bysthetegy selection theor{ESL).
Hanaki et al. (2005) used a reinforcement learning model to examineankoxiduals learn
among strategies for different repeated two-person games—+&tag Prisoners’ Dilemma,
Chicken, Battle of Sexes—empirically examined by (McKelvepdlfrey, 2001). For this aim,
they conducted a simulation Experiment that tried to predictwbage choices of action in the
four games. To generate the strategies among which the simulatecs ésayn, they constructed
all possible two-state finite automaton (26), which representegtes, such as Tit-For-Tat or

“always cooperate“. Given these strategies, learning octunrgvo steps. In a first simulation,

18



Introduction

automata were repeatedly and randomly rematched with other aattmnpay a repeated game.
In this “preexperimental” phase, the initial propensities of theraata for the simulation of the
experiment were determined according to the success of the &omorRaopensities of the
automaton changed according to the law-of-effect. The second phd simulation replicated
the experiments run by McKelvey and Palfrey (2001), by randomlyidgasutomata from the
population and allowing them to play the repeated games, in whiglensibies for strategies
were again updated. The comparison of payoffs in the second part sfntbhlation with
empirical payoffs from McKelvey and Palfrey indicated that #imulation successfully
mirrored the learning process of real participants.

Beyond the work of Hanaki et al. (2005), experiments showed that renfert learning
models can successfully model how people learn among repeatedsyategies (Erev &
Barron, 2005; Stahl, 1996, 2000), but all these models assume an autonomoas deaang
of players. In contrasts, players can often observe the otherséshorcdecision makers receive
advice about what to choose. The next section therefore introduces models of awurad.le

1.3.2 Social Learning

Social learning can take the form of imitation learning (e.gyds, 2001), observational
learning (Bandura, 1977), and advice-taking (e.g. Budescu, Rantilla&& Xayelitz, 2003). In
imitation learning, individuals learn by replicating the obserbethavior of other people.
Observational learning, in the sense of Bandura, goes beyond sinifalgommin that learners
infer the goal of the others’ behavior, and learn to achieveathe goal instead of imitating the
same behavior. In advice-taking, individuals receive a hint on howstimyld behave or decide,
and integrate this with their own information or preferences to make a decision.

Theories of advice-taking try to model the way in which decisiokemsaintegrate advice
from different sources or integrate advice with their own inféiona For instance, Budescu et
al. (2003) examined how people integrate advice from different advisihs different
competences. Their results show that advisors who had more inforroatmade more correct
decisions in the past receive a higher weight. In a series p#riments, Schotter (2003)
observed if players in one-shot games use the advice they wkdswe another player who
played the game just before them. They found high adherence to adstaaihdilemmas, such
as the Prisoners’ Dilemma and the chicken game, but also in comdigaimes, such as the
Battle of Sexes. Interestingly, players also adhered to adviee W meant choosing a strategy

leading to an inferior outcome for the player, compared to the othgarplehe common theme
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of these experiments is that decision makers in individual and iptsrdent decision making
are influenced by advice from experienced decision makers.

While experiments on advice-taking preselect the advisor forcmmtts, theories of
imitation describe who will be imitated. A prominent theory oitation suggested by Boyd and
Richerson (1985; cited in Joseph Henrich & McElreath, 2003) predictd#usgion makers
should imitate more when a task is difficult and when the environmeguidntly changes. In an
experiment designed to test this prediction, McElreath et al. J2@dd not find the predicted
relation between task difficulty or variability of the environmemd aeliance on social learning,
but they identified a model that best describes the sociatimgaprocess. The best model
assumed that players conform to majority choices that they obdseryeceding rounds, and
that learning among the choice options follows the law-of-effeciaBlearning was modeled so
that the reinforcement of options was contingent on the payoff thaérplagceived from
choosing an option and from a number of other players who also chosgtithre Apesteguia,
Huck, and Oechssler (2003) tested the effect of information ormtiamtin interdependent
decision making. In their experiment, participants in one condition coukhabshe decisions
of other players with whom they played, whereas in the other conditeyn could observe
another player with the same role as themselves, but playiadifierent game. Their results
show that players rather imitated others with whom they inténaa others with the same role.
Also, the likelihood to imitate another more successful playeeasad in the difference in
payoffs.

In sum, theories of advice-taking and imitation correctly pretiat decision makers are
willing to use social information in individual or interdependent decisnaking. However, a
common feature to all research on social learning is that deaisakers receive advice, or can
observe other players, before every single decision. In contrastepeten receive advice only
once, and then have to make decision on their own. The last chapterdigsestation proposes
and tests models of social learning when people first recelvieea and then repeatedly make
choices.
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1.4 Organization of the Dissertation

The main aim of my dissertation is to explain how cooperation canaogained without
formal institutions. To set the stage for this examination, Chdpteas introduced the public
goods games and shows that cooperation in social dilemmas is individatadnal only in
indefinitely repeated interactions. Nevertheless, participantsexperiments commonly
contribute to one-shot public goods or in finitely repeated public goodsesggarhe second part
of the introduction discussed models of cooperation in social dilemhwsndst important of
which are decision rules for cooperation, learning, and social pnetsseWhile research on
these three approaches has been extensive in the past, thentdéfgproaches have not been
compared directly. Therefore, Chapter 2 compares how well theseaapps, especially a
reciprocal decision rule, reinforcement learning, and directi@aahing can explain cooperation
in groups. Beyond this, the first chapter also examines the infludrioéeraction structure on
cooperation by proposing a new game, the Social Dilemma Netwdrich aims to exploit
people’s reciprocal tendencies.

Chapter 3 takes a closer look at reciprocal decision rules lyraiteg two traditions of
research on reciprocity: psychological research on reciprowitych implicitty models
reciprocity as reciprocating others’ observed behavior, and ecoritexcies of reciprocity
which assumes that people reciprocate the others’ intentions. Cra#iss | first examine how
adaptive it is to consider the others’ intentions in public goods gandghen suggest and test
two simple reciprocity rules, reciprocating either the others’ behaviotentions.

While Chapters 2 and 3 examine the nature of people’s decisionfoulesoperation,
Chapter 4 aims to answer the question of how we learn to make gosmwuaecbpecifically, this
chapter looks at the effects of social learning in repeatdadioleenaking, and proposes models
describing the learning process. Going beyond existing reseadlam@dels on social learning, |
will examine and model a situation in which decision makers re@esiagle piece of advice,
and then have to make decisions repeatedly.

Finally, Chapter 5 summarizes the results of the empiricgtehs and critically evaluates
their contribution to research on social dilemmas, decision rulddearning, in general, and to

the question of cooperation in groups, in particular.
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