Chapter 6

Results and Discussion

This chapter is organized in the same fashion as the theesy;; the quantum chemical
investigations will be presented; second, the quantummyea simulations will be dis-

cussed with respect to the theoretical absorption spetiira, quantum control will be

achieved in the time domain with a pump-dump type controllmacsm; and last, the
chapter will end with results from the application of OCT tMH.

6.1 Quantum Chemistry

Theab initio calculations for two organometallic complexes are presgeand compared
here. The first complex is the tetracarbonylhydridocobattplex, HCo(CQO), for which
the corresponding electronic energies and surfaces weralad in the work group of
Daniel et al. (Strasbourg), the second molecule is the tetracarbonkitoetbalt com-
plex, CHCo(CO),, and its quantum chemical investigation has been done imB&his
section is divided up into three subsections. The first stttigewill concentrate on the
structure and electronic spectra, the second subsectitimecstate correlation diagrams
and the 2-dimensional potential energy surfaces, and taksfilbsection will focus on the
eigenvalues and eigenfunctions for both complexes. Eaglioses further partitioned
into computational details (they differ for each subsegtand results.
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6.1.1 Model

The two organometallic molecules, HCo(C@nd CHCo(CO),, can be viewed gener-
ally in an idealized form as given in fig. 6.1, where the hydmognd methyl groups are
denoted by R, i.e. R=H,CH The remaining ligands are all carbonyl groups, one of
which sits at an axial position along with the R group, while bther three are located
along the equatorial positions, slightly angled away fromaxial carbonyl. The structure
of the complex is distorted trigonal bipyramidal and belwihg the G, symmetry point
group. The principle Caxis, which describes the threefold order of rotation tkeatlts
in equivalent representations of the molecule, is oriealedg the z-axis, see fig. 6.1.
The two degrees of freedom that are investigated in this \@ogkhe bond lengths of the
axial ligands, Co-R (R=H and G and Co-CQ,, and will be referred to generally as
0: and g respectively. Under such considerations, the complexedeaonsidered as
pseudo-triatomic molecules.

R
| ¢
Figure 6.1: The idealized structure of OQC §/ -0
RCo(CO), (R=H,CH;) is categorized under — CO/ -
the G, point group in which the z-axis is |
the principle axis, and has a distorted trigo- z
nal bipyramidal geometry. ﬁ «
O y

The electronic configuration of RCo(CQOR=H, CH;) inits 'A; ground state is described
by the following orbital occupanciesr,_r)?(3d,) *(3ds)*, the oc,_r bonding orbital
being of a symmetry and the 3d(d.,,d,,) and d (d,2_,2,d.;) of € symmetry. The low-
lying vacant orbitals correspond to thg¢, _, andr(, antibonding orbitals.

6.1.2 DFT Geometry Optimization and Electronic Spectra

The geometry optimization for HCo(COand CHCo(CO), are carried out using density
functional theory (DFT) and the electronic transition ges are calculated using time-
dependent DFT (TD-DFT) and CASSCF/MS-CASPT2 methods, setosis 2.2.3 and
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2.2.4. The geometry optimization for both complexes ne¢dée performed because the
experimental geometry of the methyl complex is not avadlainsuing calculations for
CH;Co(CO), are initiated from the DFT optimized geometry. The eledtdransition
energies for the hydrido complex were investigated using bwe experimental [131] as
well as the DFT optimized geometries.

Computational Details

The electronic calculations for the RCo(C@IR=H,CH;) organometallic complexes have
been performed using,Gymmetry under the £ constraint. Two methods were applied
for the comparison of the electronic energies: TD-DFT andSSEF/MS-CASPT2. The
computational details are given below for both.

TD-DFT The TD-DFT calculations have been performed using GAUSSO8\soft-
ware [132] using the B3LYP functional [133, 134] with the &&(d) basis sets for all
atoms [135]. In order to validate the use of the DFT optimigedmetry for CHCo(CO),,
the TD-DFT calculations have been performed using the DRimiped geometry for
both molecules as well as for the experimental structure@dCO),.

CASSCF/MS-CASPT2 In order to describe the electronic spectroscopy, more-accu
rately multiconfigurational calculations have been perfed. The CASSCF active space
must include the 3d occupied orbitals of the Co, the bondmyantibonding sigma or-
bitals,oc andc*, localized on the Co-R sigma bond and some of the low-lyinhaay!
antibonding pi orbitals¢,,. Additional orbitals also have to be included in the active
space to assure a good description of non-dynamical cbaeleffects. Electronic calcu-
lations for the hydride complex have included 16 activetetgrs correlated into 13 active
orbitals whereas for the methyl complex 16 active electiosnge been correlated into
14 active orbitals. The following atomic natural orbitaFsNO-Small) basis sets [136]
have been used for both complexes: a (17s, 12p, 9d, 4f) atedrdo[6s, 4p, 3d, 2f
for the cobalt atom, a (10s, 6p, 3d) contracted3s 2p, 1dfor the carbon and oxygen
atoms and a (7s, 3p) contracted2s, 1p for the hydrogen atom. The additional dynam-
ical electronic correlation effects have been taken intmant by means of MS-CASPT2
calculations with level shifts [137] of 0.3-0.4 a.u. in orde avoid intruder states. The
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CASSCF/MS-CASPT2 calculations have been performed watMB®LCAS 6.0 package
[138].

The oscillator strengths, f, have been calculated usingCth® wave functions and the
MS-CASPT2 energy. Because the calculations have beerdamit in G symmetry, a
subgroup of G, the degenerate states'éf and'A” symmetry that compose thE states
are paired and the excitation energies and oscillator gtinerare averaged for each pair.
A set of 8 roots averaged for theé symmetry and 9 averaged states fortAé symmetry
have been used for both complexes in the CASSCF and MS-CA8&tdlations. The
number of roots chosen were based off of the lowest’ &tAtes which consequently
included 9 A states.

Results

Geometry Optimization The most important geometrical parameters of the two com-
plexes optimized with DFT together with the available expental values are shown in
fig. 6.2. The comparison between the experimental and the apfimized structures of
HCo(CO), (cf. fig. 6.2) gives a reasonable agreement for the Co-H bistartte (1.556

vs. 1.4943 ) and the bond angles HC@80.3 vs. 8F) and C,CoG,, (99.7 vs. 99.0).

The optimized values of 1.81% for the Co-G, bond and of 1.804 for the Co-C, bond
show an overestimate with respect to the experimental sdtrethe Co-CO axial bond
length (1.7644) and an underestimate of the Co-CO equatorial bond (12818This
behavior has also been reported for a number of transitidalmarbonyls [139, 140].
The O-C-Co angle has been considered to bé 1&Gall carbonyls.

For the methyl substituted complex on the right of fig. 6.2rtretal-carbonyl bonds have
been calculated at 1.80% (Co-G,) and 1.812& (Co-G,,). Comparison of these geo-
metrical results agree rather well with those published iegléret al. using DFT (LDA)
calculations [139, 140]. The optimized Co-¢Hond distance in this study is 2.086

in agreement with the calculated value of 2.078(1)y Ziegleret al. The difference in
bond length between the Co-Gtnd the Co-H bonds is calculated at 0.592and is
also consistent with the difference found for RCo(@®.609A) and RMn(CO) (0.611
Z\) [139, 140]. The G.CoGC,, bond angle with a value of 96.1%s larger than the op-
posed value of 9424 Lastly, the calculated angle of the pseudo-linear Co-@Qrfrent is
176.2, and is comparable with the value of 178cbmputed by Ziegleet al.
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Figure 6.2: The most relevant geometrical parameters for a) HCo(Giy b) CHCo(CO),
optimized at B3LYP level of theory where distances are mesbsin angstromé& and the angles
in degrees. The values in parenthesis correspond to the experimantatgre [131].

The main difference between the two substituted compldX€s(CO) (R=H, CH), is
the metal-R bond distance which is, as expected, much shortkee hydrido complex.
Besides the larger size of the alkyl ligand, the longer b@mgjth is related to the weak-
ening of metal-alkyl bonds by a two-orbital, four-electr@pulsive interaction which can
not occur in the hydride complex [139]. Its consequence erattsorption spectrum will
be the occurrence of electronic transitions correspontting, cn, — 7& €Xcitations
in the far-UV domain of energy which are not present in theespen of HCo(CO).

Electronic Transition Energies The MS-CASPT2 and TD-DFT transition energies from
the ground state'd, to the first six low-lying states of HCo(C®and CHCo(CO), com-
plexes are reported in table 6.1 together with their assetiascillator strengths, f. The
MS-CASPT2 transition energies for both complexes are tedoonly for the DFT op-
timized geometry. The TD-DFT transition energies and t&ait strengths are reported
for the experimental structure as well as for the optimiz&éd @eometry for HCo(CQ)
however for CHCo(CO), the TD-DFT excited state calculations have been performed
only on the DFT optimized geometry.

Three types of electronic transitions describe the firsesiited electronic states. The
first type, corresponding to the first two lowest lying exdistates for both complexes



92 Results and Discussion

(a'E and BE), is defined by a Metal-to-Sigma-Bond-Charge-TransfeSBB@T). This
electronic transition occurs from the cobalt metal to thggrs bonds of the hydride or
the methyl ligand. The second type is known as the Metaliaihd-Charge-Transfer
(MLCT) and corresponds to an electronic transition from metal d-orbitals to ar*
orbital of the ligand. This type of transition describes¢hg, b'A,, d'E and éE states for
the hydrido complex and théE, b'A,, d'E for the methyl complex. The last transition
is a Sigma-Bond-to-Ligand-Charge-Transfer (SBLCT) arstdbes the € state for the
methyl complex.

The experimental information on the electronic spectrpgaunf this class of transition
metal carbonyls is scarce. Both complexes absorb at 254 nr@9@70 cnt!) [141,
142, 143] and the band for HCo(COstarts at 34000 crmt. The absorption spectrum
of this hydrido complex is characterized by an intense bart#800 cni! [142, 143].
The absorption spectra of the hydrido and methyl complezésulated here are very
similar with lowest energy absorption occurring at ca. 35@61 ! and 34000 cm',
respectively. The four low-lying states calculated betw88740 cn! and 42040 cm!

for HCo(CO), and 33980 cm'! and 42340 cm! for CH;Co(CO), should each contribute
to its own band with the maximum of each centered aroundatssition energy, given in
table 6.1. According to the calculated oscillator stresgthe MLCT states are the major
contributors. The far-UV domain of the spectrum is chandmdel by strong absorption
bands corresponding to the twe MLCT states (8E and éE). The dE of HCo(CO)
with an oscillator strength of 0.08 should be responsibtdtie intense band observed at
44000 cn! [142, 143]. This band is shifted to higher energies in thehylaterivative at
48000 cnT!. The CHCo(CO), compound should produce another peak of intermediate
strength at ca. 50000 crh corresponding to a MSBCT statec(, m. — 7&0), While in
the hydride analogue the MSBCT state is replaced by a MLCIE stgpearing at lower
energies (48000 cm).

The TD-DFT excitation energies and oscillator strengthtsioled for the experimental
and DFT optimized geometries for HCo(C(ggree rather well, validating the use of
DFT in the obtention of geometries for these complexes. HWewdhe assignment of
the states in the TD-DFT calculation for both complexesediffignificantly from theab
initio values and the relative positions of theEband the €€ / b'A; MLCT states are
modified, see table 6.1. TD-DFT calculations indicate aprgdlation of one and two
MLCT states between the lowest MSBCT states in the eleacsprctra of CKCo(CO),
and HCo(CQ), respectively. A comparison of the TD-DFT transition enesgvith the
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Main Configuration ~MS-CASPT2 TD-DFT TD-DFT®
State AE f AE f AE f

R=H

aA; —aE 3d—of,_ g 35740 0.001 30560~ 0.0 30860 = 0.0

aA; —b'E  3d —0of, g 40280 0.001 36900 0.002 37580 0.001

alA; - clE  3d — 7 41320 0.040 34400 0.002 35150 0.006

aA; —blA; 3d; — g 42040 0.080 35900 0.028 36410 0.023

aA; —d'E  3d — g 44190 0.080 38100 0.033 38945 0.036

aA; —€e'E  3d — 7o 49900 0.040 43280 < 0.001

R=CH;

aA; —aE 3d—of, g 33980 0.002 29345 0.001

aA; —b'E  3d —of, g 38390 0.003 34650 0.001

aA; —»clE  3d — 7 40720 0.018 33120 0.003

alA; — b'A; 3ds — g 42340 0.014 34740 0.016

aA; —dE 3d. — 7o 48200 0.036 37790 0.024

alA; —€elE  oco-Me—TEo 52290 0.020 45750 0.068

a8 TD-DFT performed on the DFT optimized structure of HCo(¢O)
b TD-DFT performed on the experimental structure of HCo(€O)

Table 6.1: CASSCF/MS-CASPT2 and TD-DFT transition energi®&’, given in hc.cm™t, for
the low-lying electronic states of RCo(CQOR=H,CH;) and associated oscillator strengths f.

ab initio values show a discrepancy of more than 0.5 eV for nearly afisitions. The
TD-DFT values are underestimated in comparison. This emamncy could be due to
the use of a standard B3LYP functional which may treat the Mlaxdd MSBCT states
differently. This underestimation of TD-DFT transitioneggies has been observed in a
number of transition metal complexes [144].

6.1.3 State Correlation Diagrams and 2-D PES

Computational Details

The calculations for the state correlation diagrams an@1BePESs have been performed
using the multiconfigurational CASSCF method [145] and M&SBT2 [63], see section
2.2.3, with the MOLCAS 6.0 package [138]. Calculations fotthcomplexes were car-
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ried out using the same basis set as in section 6.1.2. The CAS$8rrelation diagrams
have been calculated for both complexes using an activeesgakO electrons correlated
in 14 active orbitals CAS(10,14) by means of a state-aveaggpeoach including 9(A
and 8(A) states for HCo(CQ)and 5(A&) and 4(A) states for CHCo(CQO),. Three oc-
cupied orbitals were removed from the active space (two fAdrand one from the A
symmetry) and correspond to orbitals associated to bongitign the ligand. Conse-
guently, these orbitals have little significance in desnghlthe bonding to the metal atom,
and their removal decreases the computational time. Alsdyave focused our attention
to the four low-lying transitions of the methyl complex. Thalues at the asymptotic
limits are obtained with the corresponding R or £@gands positioned at 58 while
the rest of the geometry is kept frozen at the equilibriumevel shift of 0.3E), has been
used in the MS-CASPT2 calculations to get rid of the dranatiblem of intruder states.
The same non-relaxed approach is followed in calculatieg?BS at the CASSCF level
along the internuclear coordinates,and g, defined as the bond distance of d(Co-R) and
d(Co-CQ,), respectively. This approach is justified because thetitissociation of the
ligands R and CO will typically take place in less than 100teseconds (fs) and within
this time scale the rest of the molecule should not have tomelax.

The relevant potential energy surfaces were calculatetyusset of five (5) equally av-
eraged states for thé\’ symmetry, by employing a CAS (10,14) and CAS (10,12) space
for R=H, CH; complexes, respectively. The number of active orbitalsffermethyl com-
plex were again diminished by two. This decision is basedertorrelation diagrams, in
which only three and four states could be correlated for thendl A’ symmetry, see fig.
6.3. The removal of the two orbitals have little effect in ttadculation of the potential
energy surfaces and are removed for computational convemieSince Aand A’ states

are degenerate, only thé symmetry has been considered. The potential functions used
in the wavepacket propagations were constructed by a djlieehnique using over 150
ab initio points. The upper two bound statesEand BA; for CH;Co(CO), have been
successfully calculated from 1.78 to 2.8%nd from 1.71 to 2.44 for g, and g, respec-
tively. At longer bond lengths these states get crossedhmr gtates and increase rapidly
to higher energies, as evidenced from the state correldizmmams which were calculated
with inclusion of more states. In order to prevent possilidsatiation along the Co-CO
bond the ¢E and BA, states, the PESs were extended d.4The remainder of the grid
was extended with the final energy value of the calculatdd steeating an upper plateau,
to match the grid size of the three lower lying states. Thbeseetstates were calculated
from 1.48 to 50.04 and from 1.21 to 50.@ for the coordinates gand g respectively.
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Results

Bond Dissociation Energies The bond dissociation energies were calculated from the
data accrued from the construction of the state correlaliagrams. These energies
were calculated at the CASSCF and MS-CASPT?2 levels of thémryHCo(CO), and
CH3;Co(CO), are reported in table 6.2 together with the experimenta ddten avail-
able [146] and other theoretical values [139, 147]. Theuwated CASSCF and MS-
CASPT2 Co-CQ, bond dissociation energies for the hydrido complex are 8iAd®65.8
kcal/mol respectively and 20.0 and 55.2 kcal/mol for thehpletomplex. These values
can be compared to both experimental and theoretical véuds(CO}), Ni(CO), and
Cr(CO);, which lie in the range 39.0-44.2 kcal/mol, 25.0-29.8 krall and 32.7-42.7
kcal/mol [147], respectively.

The CASSCF dissociation energies are in surprisingly gapdeament with the experi-
mental and other theoretical studies using DFT. Multis@&SPT2 calculations fail to
correctly reproduce the experimental values for the Co-RHRCH;) bond as well as
for the Co-CQ, bond dissociation energies, which are systematicallyestanated on
the order of 20.0-30.0 kcal/mol. This effect is more siguifitfor the Co-CQ, bond
than for the Co-R (R=H, Ck bond. This is a consequence of the unbalanced description
between the equilibrium and asymptotic electronic stmgstiby means of perturbation
theory incorporating a level shift technique and based atlzer limited CASSCF zero-
order wave function. Indeed tHé\; electronic ground state at equilibrium seems to be
over stabilized with respect to the asymptotes when goim fthe CASSCF to the MS-
CASPT2 (31 kcal/mol for instance for GBo(CO),). A tentative explanation is based on
the reduced active space used to build the zero-order wanatidn. Only the occupied
3dc, andoc,_gr orbitals (bonding combination of the «§Co) with the s(H) (R=H) or
sp(C) (R=CH) orbitals) and their unoccupied counterparts belong tattire space. In
particular, while a correct description of the Co-R sigmiiaction is warranted at the
equilibrium structure by the presence of the,_r ando(,,_g orbitals in the active space
this is not the case at the asymptote. Indeed, the absenke @fd orbital in the active
space prevents the necessary spiybridization that stabilizes the unsaturated fragment
RCo(COj) at dissociation via an enhanced Co-R sigma bonding inferacthis is illus-
trated by a destabilization of the.o orbital due to an underestimation of this interaction
and by a decrease of the occupation of the corresponding TA8&ural orbitals, from
1.92 to 1.90 for HCo(CQ)and from 1.88 to 1.81 for C¥o(CO),, when moving from
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CASSCF MS-CASPT2 ExperimentalOtheP

HCo(CO),

Co-H 62.2 76.6 57.0 55.0
Co-CO,, 37.9 65.8 - -
CH,Co(CO),

Co-CH 37.0 60.6 - 38.27
Co-CO,, 20.0 55.2 - -

a Taken from ref. [146].
b Taken from ref. [139].

Table 6.2: CASSCF and MS-CASPT2 Co-R (R=H, GHand Co-CQ, bond dissociation ener-
gies given in kcal/mol for HCo(CQ)and CHCo(CO), compared to the available experimental
and other theoretical values.

the equilibrium structure to the asymptote. A similar effiembserved when calculations
of the elongated Co-R bond are performed to produce,C&CO). However, since
the CO ligand is less of a sigma donor than H or;Cthis effect is attenuated and the
error on bond dissociation energy falls from 25.0 - 30.0 koal for the Co-CQ, bond
dissociation energy to 20.0 - 22.0 kcal/mol for the Co-R kn8ince the poor values
for the dissociation energy at the MS-CASPT2 level are dubealestabilization of the
unsaturated fragment, the only way to rectify the calcatatvould be to use a huge ac-
tive space combined with full geometry optimization of bdile reactants and primary
products at the same level of theory, which is computatignahibited. Therefore, the
state correlation diagrams and the PES presented in the@etkdn have been built at the
CASSCF level and should be adequate to draw a qualitatitarpiof a direct ultrafast
deactivation mechanism after UV absorption for both of theplexes.

State Correlation Diagrams The CASSCF energies for théAy, electronic ground state,
aA; (cco_r — 0&,_r), @°E and B3E MSBCT excited states and-tE and B-3A,
MLCT excited states calculated at the equilibrium geomeiry at bond distances of 50.0
A for the Co-R and Co-CQ bonds for HCo(CO)(fig. 6.2a) and CKCo(CO), (fig. 6.2b)
are reported in table 6.3. The corresponding state caweldtagrams for HCo(CQ)and
CH3;Co(CO),, depicted in figs. 6.4 and 6.3, respectively, present theetions between
the low-lying electronic states at equilibrium and theiregponding states at dissociation
that lead to the primary products R *Co(CO), or CQ,, + RCo(CO}. Before discussing
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State Singlet State Triplet
Cs, / C equil COdiss Rdiss &1 C, equil COdiss Rdiss
HCo(CO),

atA; A 1.1934 1.1330 1.0943 - - -
alE A 1.0120 1.0629 1.0553 B SA’ 1.0411 1.0888 1.0565

IA” 1.0089 1.0555 1.0539 3A” 1.0464 1.0909 1.0561
b'lE 'A’ 0.9999 1.0390 1.0408 3B A’ 1.0280 1.0688 1.0438
A7 0.9977 1.0392 1.0378 3A” 1.0328 1.0698 1.0396
c'E 'A’ 09847 - 0.9073 & 3A’ 1.0065 - 0.9291
A7 0.9887 - 0.9086 3A” 1.0064 - 0.9298
b'A; A’ 09759 - 0.9007 t; 3A’ 1.0242 - 0.9402
aA; SA’ 0.9724 - 1.0957

CH3Co(CO),

alA; A’ 0.2090 0.1763 0.1493 - - -
aE 'A’ 00431 0.1074 0.1099 *B 3A’ 0.0724 0.1352 0.1096
IA”  0.038 0.1019 0.1028 3A” 0.0822 0.1314 0.1049
- - - aA; 3A’ 0.0686 0.0844 0.1475
b'E 'A’ 0.0258 0.1017 0.0965 *E 3A’ 0.0578 0.1278 0.0968

IA”  0.0254 0.0942 0.0896 3A” 0.0600 0.1238 0.0905
clE A/ 0.0146 - - éE 3A’ 0.0261 - -
A7 0.0147 - - 3A”  0.0258 - -

blA; A’ 0.0047 - -

Table 6.3: CASSCF absolute energies in hartrees for the equilibriuchdissociation limits of
RCo(CO) (R=H, CH;). The absolute energies are scaled by -1832. and -18;/ for HCo(CO),
and CH,Co(CO), respectively.

the state correlation diagrams based on CASSCF relativgliesethe CASSCF transi-
tion energies to the low-lying singlet absorbing excitedest should be compared to those
obtained at the MS-CASPT2 level in the present work or in[i48] (table 6.4).

The relative order of the four low-lying singlet statesEab'E, ¢c'E and BA,) is not
modified when going from the CASSCF to the MS-CASPT2 level endualitatively
correct. The present MS-CASPT2 values differ from the mesitheoretical study due to
different CASSCF active spaces (16el3a or 16el4a usedtiorsécl.2 vs. 10el4a used
here). The present MS-CASPT2 values differ from the bestesaby more than 0.25 eV.
The lowest &€ and BE MSBCT absorbing states of HCo(C@alculated at 38450 cm
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Figure 6.3: State correlation diagrams calculated at CASSCF levelamfrihfor the singlet a) and
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State Main Configuration CASSCF(10,14) MS-CASPT2 MS-CAZPT
HCo(CO),

alA; —aE  3d— o0l g 40150 38450 35740
alA; —»b'E  3d; —of, 42710 41860 40280
a'A; —clE  3d— 7o 45360 42880 41320
a'A; —b'A; 3ds — 1o 47730 44210 42040
CH;3Co(CO),

a'A; —a'E  3dy— ol g 36910 (3723# 32410 33980
a'A; —b'E  3d: — o, g 40250 (39008) 35960 38390
alA; - clE  3d — 71 42660 (43670) 39660 40720
alA; — b'A; 3ds — 1 44840 (54870) 41560 42340

a Data from section 6.1.2.
b Values in parenthesis correspond to CASSCF(10,12) drsymetry.

Table 6.4: CASSCF and MS-CASPT2 transition energies, given-tadm~!, for the low-lying
singlet absorbing states of HCo(CGjnd CH,Co(CO),.

and 41860 cm' at the MS-CASPT2 level (35740 cthand 40280 cm' in section 6.1.2)
are dissociative with respect to the homolysis of the celmadirogen bond as well as to
the dissociation of the axial carbonyl, see fig. 6.4. The upfeCT states (¢E, b*A,) are
bound and should not participate in the UV photoreactivitdGo(CO),. The photofrag-
mentation of the molecule in gas phase, in a direct and aktaiechanism that forms the
primary products H + Co(CQ)and CO + HCo(CQ)within a few hundred femtoseconds
after UV irradiation, is highly probable. When the tripl¢ates are taken into account,
see fig. 6.4b, the photodissociation may occur via inteesystrossing from the a.&
absorbing states to the low-lyingE&, b’E and3A, states, all of which are dissociative.
In particular, the 8A; (6co_n — 0§, y) State will lead to the M+ *Co(CO), (*3A;)
diradical primary products according to the mechanism @se in ref [22, 149]. This
mechanism, in contrast to a direct ultrafast deactivatiartive singlet absorbing states,
will occur on a picosecond time-scale. The lowedt and BE MSBCT absorbing states
of CH;Co(CO), calculated at 32410 cm and 35960 cm' at the MS-CASPT2 level
(33980 cn1! and 38390 cm' in section 6.1.2) are clearly dissociative for both chasnel
namely the homolysis of the Co-GHbond and the loss of the axial carbonyl, as can be
seen in fig. 6.3. The uppetE and BA; MLCT states are bound and no correlation was
found with the low-lying states at dissociation. The meds@nof ultrafast gas phase
photofragmentation based on the low-lying singlet stagesimilar to the one proposed
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for HCo(CO), leading to*CHs; + *Co(CO), and CO + CHCo(CO); fragments within a
few hundred femtoseconds. Again th#\a (oc._cu, — 0¢o_ch,) Will play a key role
in the formation of the diradical primary products withircpseconds after intersystem
crossing.

Two-dimensional Potential Energy Surfaces and Photoactivity In order to investigate
in more detail the mechanism of ultrafast photodissoamatibboth molecules the 2-D
adiabatic potential energy surfaces have been built asaidumof the metal-R (g and
metal-CQ, (¢.) bond distances for the'A; electronic ground state and the four low-
lying MSBCT (dE and BE) and MLCT states (&€ and BA,). The 1-D cuts along
g, and g are shown in fig. 6.5 (for R=H cf. ref. [21]). As predicted fraime state-
correlation diagrams shown in figs. 6.3 and 6.4, the two [0WESBCT (adE and BE)
states are strongly repulsive along both dissociationmélan At the Franck-Condon (FC)
region the gradients are steeper and lower in energy ala@thR bond coordinate,
and therefore dissociation of H or Gldhould be faster than Co-CO. This is confirmed
by propagating the initial vibrational ground state wavedtion on any of the MSBCT
surfaces, and watching the autocorrelation function, Wwiscan indicator of the rate at
which dissociation occurs.
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Figure 6.5: One-dimensional potential energy cuts along the equilibry (Co-R) and g(Co-
CO) coordinates for the five lowest-lying electronic statésHCo(CO), (cf. ref. [21]) and
CH3Co(CO),.
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Exemplary, the autocorrelation functios(¢) on the repulsive & state are shown in
fig. 6.6. For HCo(CQ), dissociation occurs along the H channel &ds(¢) reaches
the reciprocal of e after 3.4 fs. In GBo(CO),, the same value is reached after 5.3
fs and both the CO and GHare fragmented. According to the bounded shape of the
upper MLCT states (& and BA,), the system will be trapped in their corresponding
potential wells when these states are populated and eneligyewedistributed among
other vibrational modes. The minima in the MLCT statéd€ and BA,, are located at
,=1.552, g=1.999A and q=1.552, g=1.905A for HCo(CO), and g=2.195, g=2.026

A and q=2.195, g=2.169 A, for CH;Co(CO),, respectively. These MLCT states are
also characterized by several avoided crossings befdrerBore clearly depicted in the
case of HCo(CQ)for which the ¢E, b'A, states have been computed until dissociation.
The avoided crossings appear far enough away from the misariaat upon a vertical
excitation, the wavepacket does not have enough kinetiggne overcome the barrier,
and consequently, the system will not explore this regiothef adiabatic PESs. The
non-adiabatic couplings will not be taken into account withe limit of short time-scale
simulations, although diabatic couplings may be important

6.1.4 Eigenfunctions
Computational Details

The eigenvalues and eigenfunctions of the two complexes baen calculated using the
FGH method [69, 70] using the WavePacket program packagef8discussed in section
2.3.1. The Hamiltonian employed in the calculation is a sith@kinetic energyt’,., and
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the potential energy’ , operators. The potential energy is represented by the alitiab
potential energy surfaces, shown in fig. 6.5 and the kinetécggy operator for a reduced
2-D model [21] is given by

A n? o n? o h? o 0

¢ P A A I L R 6.1)
2my 0¢;  2me 9q3  Meo(co); Oq1 Oge

with the following reduced masses

MR * MCo(CO). Mo * MCo(CO)-
— R * MCo(CO)3 and — CO * MCo(CO)s 6.2)
MR + MCo(CO)3 mco + MCo(CO)s

where R=H, CH. Accordingly, the reduced mass; is 0.99 amu and 13.58 amu for
HCo(CO), and CHCo(CO), respectively, andn, is equal to 23.41 amu for both com-
plexes. Each calculation was carried out on a regularlyespgcid containing 64 points
along each coordinate (6464 = 4096 points) for both systems. These points were di-
vided up between 1.8 and 1.474 along the g coordinate and 1.8 and 2.493 along

the g, coordinate for HCo(CQ)and 1.84 and 3.2& along the g coordinate and 1.7&

and 3.024 along the g coordinate for the CKCo(CO),, as given in table 6.5.

Eigenfunction Propagation

HCo(CO),

0;=d(Co-R)  1.00to 2.4A(64 points) 1.00 to 24.54(1024 points)
0p=d(Co-CO) 1.50 to 2.48\(64 points) 1.50to 3.4&(128 points)
CH;Co(CO),

;=d(Co-R)  1.80to 3.2@\(64 points) 1.80 to 7.46\(256 points)
0,=d(Co-CO) 1.72to 3.04(64 points) 1.72 to 6.94(256 points)

Table 6.5: Regular spatial grids employed for the calculation of theaheigenfunction and for
the propagation of the wave function in the 2-D PES of HCo(Camd CH,Co(CO),. The number
of grid points along one dimension in each case is indicatgrhrenthesis.

Results

Eigenvaluesand Eigenfunctions The twelve lowest-lying eigenfunctions for HCo(CO)
and CHCo(CO), are plotted on the contours of the ground stafe,&PES in figs. 6.7 and

6.8 and their corresponding eigenvalues are tabulatethi@ &6. The notation for the vi-

brational eigenfunctions is simplified in the following byetreplacement o¥; with the
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vibrational quantum number,, ,, defined in two-dimensions with coordinates and
0.. The ground state eigenfunction is therefore denoteg@athe fundamental stretch-
ing mode of the Co-R bond is denotedtag, andvy; represents the stretching mode of
Co-CQ..

The effects of the PES and kinetic energy coupling of the tamrdinates, see eq. 6.1,
can be visualized in fig. 6.8, by the curvature of the nodahgta The eigenfunctions
for HCo(CO), indicate a decoupling of the modes; the nodal planes arespdiqular

or parallel to either the gor ¢ axes. This characteristic is due to the large mass dif-
ference between the two ligands. The vibrational frequdocyhe fundamental mode
vo1 corresponding to the decoupled axial carbonyl stretchéng,i= 374 cn1!, see ta-
ble 6.6 and is comparable to the corresponding harmonic D&uency value using the
B3LYP function of 409 cm' computed on the DFT optimized structure. The eigenvalue
for the fundamental Co-H stretching modeg) has an energy of 5 = 2750 cnt! with

a vibrational frequency of;,, = 1710 cnT! also very close to the harmonic DFT mul-
tidimensional value of 1713 cm. The Co-H vibrational frequency has been measured
experimentally in the gas phase at 1934-¢rfi.50], which implies a difference of ca.
200 cnT! due to anharmonicity. The similarity of the two calculatedues for the
vibrational frequency indicates that this mode calculdtedh the ground state PES is
represented well by the DFT harmonic calculations.

The eigenfunctions for CHCo(CO), in the reduced 2-D representation indicate a strong
coupling between the two vibrational modes. This appea @sviation of the nodal
planes away from the uncoupled case, e.g. the hydrido com@benpare fig. 6.8 with
6.7. The calculated eigenvalue and vibrational frequeoncyife fundamental mode),

for the methyl-cobalt bond isd&=796 cnt! andv,; =309 cnt!, respectively. The DFT
frequency calculation retrieved a value of 424 dnfor the harmonic vibrational fre-
quency. The deviation is 115 crhand is due to the minimal description of the molecule
and because this vibrational mode is coupled to the C=Cckiregf mode, which is not
accounted for in this work. The vibrational frequency fag tandamental Co-CO stretch
is calculated as;, = 484 cnt! which is similar to the harmonic DFT calculation at
473 cnr!, indicating its similarity to the harmonic value. At low vitional energies this
concurrence with the harmonic values are expected. Theafuedtal frequencies;,
anduv,o correspond to the symmetric and anti-symmetric stretghdng to their coupled
motion. The experimental vibrational modes for {$(CO), are not available.
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Figure 6.7: Two-dimensional contour plots of the first 12 eigenfunctidor the ground electronic

state, 4A; of HCo(CO),. Each eigenfunction is labeled according to its quantumbremy,, ,,,
where g and g correspond to the Co-H and Co-CO bond respectively.
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Figure 6.8: Two-dimensional contour plots of the first 12 eigenfunctidor the ground electronic
state, 4A; of CH3Co(CO),. Each eigenfunction is labeled according to its quantumbermy, ,,,
where g and g correspond to the Co-H and Co-CO bond respectively.
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HCo(CO), CH3;Co(CO),
v Energy P V° vy, Energy P 0f
Voo 1040 - Voo 487 -
Vo1 1414 374 409 vy 796 309 424
Vo2 1786 372 V10 971 484 473
V03 2150 364 Vo2 1087 291
Voa 2506 356 V11 1272 -
V10 2750 1710 1713 wgs 1376 289
Vo5 2849 343 V90 1426 455
V11 3120 - V12 1559 -
Vo6 3180 331 Vo4 1664 288
V19 3491 - Uo1 1717 -
Vor 3500 320 V13 1842 -
Vo8 3808 308 V3o 1855 429

a Vibrational mode

b Vibrational frequency

¢ Harmonic DFT values calculated using the B3LYP functional
and the 6-31G(d) basis set.

Table 6.6: Tabulated eigenenergies, E, and vibrational frequenciggjven in cnt! for the
twelve low-lying eigenfunctions for HCo(C®@and CH,Co(CO),.

The harmonicity of the ground state adiabatic PES is ingatéd by comparing the vi-
brational frequencies for sequential vibrational modes, addition of one quanta into a
single mode. For the HCo(C®3omplex, the carbonyl-cobalt stretching modes are rather
similar in frequency, see table 6.6. The first two corresprogéibrational frequencies,
i.e. vy andyy,, differ no more than 2 cm', again indicating the harmonic characteristic
around the equilibrium geometry. The higher-lying viboatl frequencies differ signif-
icantly from the corresponding fundamental vibrationabfinency, e.gros = 308 cnt!

vs. g1 = 374 cnt! indicating that the overall structure of the ground stat& REan-
harmonic. The anharmonic structure of the methyl complexigd state PES is more
pronounced, see fig. 6.5 and table 6.6, and can be deducedreowibrational frequen-
cies as was done for HCo(CQ)
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6.2 Quantum Dynamics

The theoretical absorption spectra of both complexes wifilesented in this section. The
discussion will proceed by analyzing the wavepacket dynaran the bound electronic
states that contribute most strongly to the absorptiontsped his section will close by
analyzing the wavepacket dynamics on the remaining stades a vertical transition.
The field-free evolution will be termed the natural dynamics

6.2.1 Theoretical Absorption Spectra
Computational Details

The UV absorption spectra were calculated using a time+iigr® approach as proposed
by Heller [75]. Equation 3.29 describes the calculationhed absorption spectrum as
a Fourier transform of the autocorrelation function,®, which is obtained from the
temporally propagated wavepacket by solving the time-ddget Schrodinger equation
3.1. The applied HamiltoniarH, is composed of the kinetidl',,, and potential V.,
energy operators as discussed in section 6.1.4. The grabrational eigenfunction is
calculated using the Fourier Grid Hamiltonian method [6@hva spatial discretization
of 64x64 = 4096 grid points, see section 6.1.4. The time-depermtepigation of the
wave function is carried out on larger grids of 2886 = 65536 for the methyl complex
and 1281024 = 131072 grid points for the hydrido complex, as indidan table 6.5,
using the split-operator method [79] as implemented in tla&Racket set of programs,
[83], with a time step of 0.01 fs over 1 ps. In order to avoid luygical reflections of the
wave functions, an absorbing boundary potential [81] hankestablished at 6.40 and
6.00 A for the methyl complex and 23.0 and 33for the hydrido complex along the
0: and g coordinates, respectively, see eq. 3.46 for its form. Thelwavepacket on
the upper electronic statg, is a dipole weighted ground state wave function, i.e. a wave
function that has been multiplied by a normalized transitigpole moment, see egs. 3.30
and 3.31. The TDM have been calculated at the CASSCF leveddardance with the
PESs and have been normalized according to eq. 3.31. Tis#timardipole functions are
set to a constant value taken at the Franck-Condon point @ndigen in atomic units
(eap) poy =0.117, 0.1864, = 0.108, 0.110u,, = 0.457, 0.479u, = 0.318, 0.225;
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respectively for HCo(CQ)and CHCo(CO),, where the indexing follows the order of the
electronic states from the lowest to the highest energy, g.,g corresponds to a TDM
between the ground electronic statéa (1) and aE the second (2) electronic state.

Results

Time-dependent Absorption Spectra The normalized absorption spectra for RCo(€O)
are calculated via time-dependent wavepacket propagationadiabatic 2-D surfaces
and are shown in fig. 6.9. For both complexes, the spectratamcterized by two
main bands, which correspond to the bouhl and BA; MLCT states, with respective
vibrational progressions for the metal-ligand stretchingdes. As expected, the band
positions agree well with the CASSCF values listed in tabdle 6

For HCo(CO) (bottom spectrum in fig. 6.9, cf. ref. [21]), the first bandresponds to
the ¢ E state and stretches from 42280 to 44700 tnthe second band corresponds
to the A, state and extends from 45000 to 47100 ¢mThe absorption spectrum of
HCo(CO), is not directly comparable to the experimental absorptp@mtsum recorded in
an argon matrix [151] which is characterized by an intenseltheetween 36000 cm and
43480 cnt!. The maximum peaks of the calculated spectrum are observ@$80 cnt!

and at 45000 cmt' for the ¢ E and BA, bands, respectively. That the peak maxima appear
at the low energy part of the spectrum can be explained batti¢tfat the minimum of the
c'E and BA, states is nearly coincident with that of the electronic gbstate (see fig.
6.5) and therefore, the initial wave function overlaps tgswith the lowest vibrational
levels. Specifically, the maximum overlap is achieved wingecond and first vibrational
levels of the ¢E and BA,; states, respectively. Within the precision that the sitioma
allows (number of sampling points in the region of intereltg separation between the
peaks is rather regular (ca. 400 thhin both bands, and corresponds to the Co-CO
stretching vibration. This is in agreement with the spasiegn with the overtonesg,, in
table 6.6.

The theoretical spectrum of GBo(CO), (top spectrum in fig. 6.9) also presents two
bands associated to the bourd&@nd BA,; states, though the shape of the bands differs
from those of HCo(CQ) The lowest energy band, extending from 42580 to 43800'cm
is more intense than the broader higher energy band, whipbaap between 50000 and
55000 cnt!. The relative intensities are due to the different traositilipole moments



6.2 Quantum Dynamics 109

1 T I
CH4Co(CO),
0.1—
2
% L _
. obt UMWMMJ\MU
@) 50000 55000
= o, ” | Ll A IAAN A,
s 1 T T
é\ HCo(CO),
7p]
c
Q
]
= L
0 l h A LA ) |
40000 45000 50000 550
Energy/cntl

Figure 6.9: Normalized theoretical absorption spectra for the RCo(G0inplexes (for R=H, cf.
ref. [21]).

as well as the amount of overlap with the corresponding tiimal levels of the tE
and BA, states (cf. egs. 3.30 and 3.31). The band positions aredhifith respect to
the MS-CASPT2 energies (cf. table 6.1); however, the catalé structure of the peaks
should acquiesce independent of the employed methodestiegly, the first band (peak-
ing at 42600 cm') does not show regular spacing as in HCo(€OJhis is due to the
overlap of the initial wave function with the one propagaitetime: the autocorrelation
function. The evolving wave function constantly overlagthvihe initial wave function
along both degrees of freedom which affects the shape oliieearrelation function and
creates a complicated absorption spectrum. The initiakwawction superimposed on
the ¢ E potential along with the trajectory of the center of the g@acket evolving over
1 ps, is shown on the left in fig. 6.10. As can be seen, the matidhe wavepacket is
focused within a small region, consistently overlappinghwihe original wave function
as it moves over the PES in a pathway shaped like a pretzebvésin a more complex
fashion, compared to a simple one-directional motion, Wisaesponsible for the irreg-
ular spacing in the first band. In contrast, the motion of tlheepacket in the'td\, state
(cf. right of fig. 6.10) is nearly only along the Co-CO stratahcoordinate in which the
wavepacket moves farther away from its original positiggomiits return, its overlap with
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the initial wave function is significantly smaller than is i E counterpart which accounts
for the low intensities of these peaks. This autocorrefefimction consequently tracks
the overlap occurring along one vibrational coordinate,Co-CO, and therefore the sec-
ond band (peaking at 52050 ct) shows a regular spacing of about ca. 300 &rthat
corresponds to the Co-CO vibration in the\p state, see inset of fig. 6.9 and table 6.6.

2. a) T f T ClE Fb) T f NblAl
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Figure 6.10: Contours of the initial wave function superimposed on a)dte and b) the bA;
2-D potential energy surfaces along theGo-CH; and g=Co-CO coordinates of C#€o(CO),.
The plotted trajectory is the trace of the center of mass efdbrresponding time-dependent
wavepacket evolving over 1 ps.

6.2.2 Wavepacket Dynamics

Of particular interest is the natural dynamics of the waegpaon each of the PESs.
Much information on the dynamics has already been asceddhrough analysis of the
1-D cuts at the equilibrium position of the ground state. drding to the Franck-Condon
principle, a vertical transition occurs from the groundest® any of the dipole allowed
excited states at the same molecular geometry. At thisiposthe wavepacket is influ-
enced solely by the slope of the surface in both position anchemtum space, since the
transferred kinetic energy is zero; the initial wave fuactis the ground vibrational state,
¥y = vy, located in the ground electronic state and has zero kieatogy. The first two
unbound states'& and BE are clearly dissociative for both complexes.
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The field-free evolution of the wavepackets on the unbouedtelnic states is investi-
gated for HCo(CQ) The initial wavepackets are prepared by multiplying theugd
state wave functiod, with the transition dipole moment at the Franck-Condon paial
are excited via & pulse. The dynamics that ensue on thE and BE states describe a
pure dissociation of the complex into the radical produdtst *Co(CO),. This behavior
is controlled completely by its Hamiltonian in a dual retetship between the kinetic and
potential energy. Due to the extreme lightness of the hyelmdggand compared to the
carbonyl ligand, the momentum space is very narrow and stetge H-Co coordinate
and rather spread out for the Co-CO coordinate. The narsswiethe momentum space
in the H-Co coordinate along with the gradient of the PES efRifanck-Condon window
prefers a 100% dissociation of the hydride.

The evolution of the wavepacket on the bound stat&sand BA; of CH;Co(CO), was
analyzed in section 6.2.1 for the discussion of the absmrpectra (see fig. 6.10), by
tracing the temporal motion of the center of the wavepackea¢. wavepacket’s evolution
on the unbound states!@and BE) is of particular interest for the dissociation of either
of the two ligands, Ckl or CO. Upon a vertical transition, the wavepacket on eitter o
these two states prefers to traverse diagonally acrossniheund state: breaking both
bonds. The structure of the unbound states is not charaeteby two distinct dissoci-
ation channels. In fact, the surface spreads out into an plag, slightly tilted in the
favor of elongation of the Co-CHbond. Consequently, the motion of the wavepacket
is strongly influenced by its momentum, and due to the siitiggrin mass of the two
ligands, dissociation occurs for both ligands.

The simultaneous breakage of two bonds based on the rathetuseless electronic sur-
face poses a new playground for control. Rather than cdimigathe percentage of the
wavepacket that exits via one dissociation channel vetmusther, as done in all works
available up to date in the literature, here the control feitlus on preventing the con-
certed breakage of two bonds by steering the wavepackefispy in either of the two
dissociation pathways breaking either the Co;@Hthe Co-CO bond.
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6.3 Quantum Control

Coherent control of the concerted two bond breakage of thea®@H the CO ligands in the
CH3Co(CO), complex is investigated. As discussed in section 6.2.2n#teral temporal
evolution of the wavepacket under light radiation on theé and BE unbound surfaces
corresponds to a simultaneous bond breakage of both liganctsntrast to what has been
observed in most of the organometallic complexes studi¢itinow, i.e. breaking of the
weaker bond. The potential energy surfaces lack distissioiiation channels along both
coordinates, and therefore, the wavepacket is not infliebg¢he barriers and may move
diagonally across the potential surface. The wavepactgonal evolution on the'&
electronic surface upon a delta-laser pulse excitatiotoiggal in fig. 6.11 at intervals of
25 fs, to display the simultaneous breakage of both ligam#lboThe temporal evolution
on the BE is similar.

t=0f.s. t=25f.s. t=50 f.s. t=75f.s.
6
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0O 4
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2 3 4 5 6 2 3 4 5 62 3 4 5 6 2 3 4 5

Figure 6.11: Snapshots of the wavepacket on the unbourE edectronic state upon a delta-laser
pulse excitation at t=0, 25, 50 and 75 fs.

Due to the contour of the unbound surface the wavepacket snogether in the same
direction, i.e. does not split, and spreads out as it movesydvom the equilibrium
geometry. Because the wavepacket moves as a whole at anaavagldrom the Franck-
Condon point the question of control we pose here is not, "Hdaw one increase the
percent of dissociation of one ligand with respect to thehbut rather, "Is it possible
to control the system to produce a single bond breakageahsiBa simultaneous two
bond breakage?”. In order to quantify the extent to whichstystem is controlled in this
novel system, it is advantageous to define an appropriateatet
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6.3.1 Control Measures

Two methods to quantify the amount of control for competiiggahd dissociation are
discussed here: the branching ratio and angle of dissogiafihe branching ratio is a
standard measure of control used for molecular systemsemusound surface is char-
acterized by distinct dissociation channels. The anglessiotiation is introduced in this
work as a customized measure of control which is applied $satiiation on unbound
states that lack the distinct dissociation channels.

Branchingratio The branching ratio is a standard measure of control for aubde sys-
tems whose unbound states are characterized by two dissacthannels. Consider a
general, linear, A-B-C triatomic molecule whose unbouret®bnic surface is character-
ized by two exit channels, as depicted in fig. 6.12a. Upontation, the molecule has the
possibility to dissociate in either of two pathways, eitirechannel A or in channel B.
Dissociation on these types of surfaces results typicallg division of the wavepacket
into the two channels. The applied quantifier of control sslnanching ratio, which is a
ratio of the amount of population in channel A with respeatti@annel B, at a final time,
t;, and can be defined as

Pop, 4(ty)

Branching Ratio= .
Pop, (/)

(6.3)
The population that is located in either channel on the elaat state; at the end of the
propagationt, is defined as

Pop,(t) = (U;(t7)| Pcl¥;(t)) (6.4)

whereP is a projection operator, and C denotes either channel Aammél B. The step
function,©, is used to define the boundary conditions for each chandakagiven below
specifically for the A channel

(6.5)

. 1 if > and <
P =6 T > x4 Y < Yd
0 else

A similar relation is used for channel B in which the binariat®ns in the step function
are reversed.
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Figure 6.12: Depiction of two control quantifiers for an ABC molecule: bhgtbranching ratio,
and b) the angle of dissociation, The branching ratio is the ratio of the population in onencteh
versus the other channel. The channels are defined at a sjpeeifi elongation denoted agand
yq along the two stretching coordinatesg$ - and g4_ g, respectively. The angle of dissociation
is defined as the arctangent of the displacement of the cehtaass of the wavepacket along

d4_Bc, symbolized ag\y, divided by the displacement along thg - coordinate, symbolized
asAx.

Angle of dissociation For the special case in which the unbound state lacks specific
dissociation channels, as seen in fig. 6.12b, a new appreagbantify the control is
introduced: the angle of dissociation. Consider againitteat triatomic molecule, ABC.

In order to apply this approach it is necessary to trace theecef the wavepacket over
time from its initial position on the electronic staje This is done by calculating the
expectation value of its position,

(rj) = (W;(0)[7]9;(1)) (6.6)
wherert represents the coordinate operatorandy. The angle of dissociation can now
be given in the following form,

Ay

o= arctan(ﬂ) (6.7)
whereAy is defined as the displacement of the wavepacket alongthg-gcoordinate
and Az is the displacement along the - coordinate, as depicted in fig. 6.12. The
x-mark on the contour surface indicates the initial posit the Franck-Condon point.
The anglex = 90° corresponds to the A-BC single bond breakage, and the angl®°
corresponds to the breakage of the AB-C bond. The anglestimeen correspond to a
concerted breakage of both bonds, with different velogitie o # 45°.
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6.3.2 Pump-Dump Control Mechanism

Computational Details

The pump-dump control mechanism that is investigated smiork, see fig. 4.3, employs
the following three electronic states: the ground eledtretate A, and the two excited
electronic states,'& and BA,, see fig. 6.5. The selection of théAy state is based

on field-free wavepacket dynamics, see section 6.2.2, winidicate an elongation of
the Co-CO bond while the CHHCo bond is left rather unaffected, as can be seen on the
right in fig. 6.10b. The unbound excited state used in the kgitiin was chosen as the
a'E state, though the'k could also have been used since the two surfaces are rather
similar. Based on the topography of these states, the follpwontrol strategy can be
devised. Pumping population from the grouridato the bound bA; electronic state

will cause an elongation of the Co-CO bond. A dump pulse walhsfer the population

to the unbound'& electronic state. As was seen in the natural dynamics, dvepacket
evolves diagonally across the unboun# atate, depicting a simultaneous dissociation of
both ligands. Using a well-timed dump pulse it should be fdsgo steer the evolution

of the wavepacket on the unbound state in such a way that oyobthe two ligands
dissociate, i.e. either CO or GH

The pump-dump quantum dynamic simulations for;CH(CQO), were carried out using a
constant transition dipole function on a regular spatial gf 256 x 256 = 65536 points,
using WavePacket program package [83]. The points werghiistd between 1.80 and
7.40A4 for the g coordinate and 1.72 and 6.92for the @, coordinate. For the notation of
the TDM, the ground state A, will be denoted as the first (1) electronic state, tHe will

be denoted as the second (2) electronic state, and thevill be denoted as the fifth (5)
electronic state, maintaining the same ordering of statetirgy from the lowest energy.
The TDM, in atomic unitsda,), corresponding to the three electronic states of interest
are puy; = —0.1138, —0.0082; ps5; = —0.0703, —0.2011; py; = —0.0548, —0.0013 for
the x and z components respectively. A z-polarized pumpepuds been selected based
on the relatively large transition dipole momenyef, = —0.2011, and the dump pulse,
used to transfer population from thé&y to the dE state has a more significant TDM in
the x component oft,; = —0.0548, and therefore is x-polarized. The electric field for
each pulse has the form given in eq. 3.38. The z-polarizedppuuntse has the following
properties: a resonant transition frequency at the Fr&mhkdon point has a value of
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52416 2r-c.cm™!, a pulse duration of, = 25 fs and a field amplitude af, = 8.0 GV/m
which corresponds to an average field intensity=efll07 x 103 W/cm?. The optimized
dump pulse has the following properties: is x-polarized, &#ransition frequency of =
21730 27-c.cm™t, a pulse duration of, = 10 fs and a field amplitude af, = 8.0 GV/m
(I~ 1.07 x 10 W/cn?).

The delay time between the pump and the dump pulses is exglmitorder to control
the dynamics on the unboundEastate. The essential time steps, used in quantifying the
extent of control, are defined in fig. 6.13. The initial timetloé simulation is defined as
to = 0 fs, nAt describes time at theé'htime step, the time delay.,,, is the time at which
the dump pulse is initiated, angis the final time step. The angle of dissociation, given
in eq. 6.7, is rewritten below as

<yC0—CO(tf>> - <yCo—CO(tdelay + 1At>> ) 7 (6.8)
(Tco—cmy (ty)) — (Tco—cns (tdetay + 1AL))

and accounts for the initial position of the wavepacket @xlissociative state!R, rather
than the position at the FC point. If the position of the waaaet is always taken at the
FC point, the angle becomes heavily dependent on the ambtimteothe wavepacket has
to evolve, and therefore the angle of dissociation beconpaquantifier. If however,
the initial position of the wavepacket is defined on the statevhich it is dissociating,
then the angle of dissociation, if the wavepacket moves tnagght line, is independent
of the amount of time the wavepacket has to evolve. This besoctearer when one
considers the terms in eq. 6.8. The first term of the numeddtines the expectation
value for the position of the center of the wavepacket at thal time () . The second
term defines the expectation value for the position of thdereof the wavepacket at
the moment it is transferred to théEastate, specifically after the dump pulse has been
initiated, (teny + 1At). The final time, } was chosen as t= ty.q, + 100 fs, i.e. the
wavepacket was allowed 100 fs to evolve on the unbouEdstate.

o= arctan(

Results and Analysis

Angleof Dissociation A series of pump-dump simulations were performed on thergiou
a'A;, unbound &E and bound bA,; electronic states. The pump pulse with a duration of
25 fs transferred population from the grourtd\a to the excited bA,. An ultrashort (10
fs) dump pulse transferred population from the excitéd,bto the unbound ‘& elec-
tronic state. The onset of the dump pulse was controlled eyithe delay ;q,, which
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Figure 6.13: A one-dimensional cut of three electronic states used irptimap-dump control
scheme depicting the essential time parametgris the initial time of the simulation defined as
zero, M\t describes the discretization of time as tif& time step, and the delay timee,, is the
time at which the dump pulse is initiated, andd the final time step.

was varied between 15 and 130 fs. The time of propagatioryalwaceeded 100 fs after
the dump pulse was extinguished, and the time step used\was0.05 fs. During each
simulation the expectation value for the position of theteenf mass of the wavepacket
on the 4E unbound state was measured at each time step. The angksotidition,,
was calculated according to eq. 6.8, and is plotted in figt dlinst the delay timeyl,,.
The maximum of the curve occurs at a delay time;of f = 20 fs, and corresponds to the
maximum angle of dissociation achieved in favor of the caydissociationg = 32.9°.
The minimum of the curve occurs at a delay timeof} = 90 fs, and corresponds to an
angle of dissociation af = —0.2°. This indicates an exclusive dissociation of the methyl
ligand from the cobalt. These values should be comparecetarlle of dissociation of
the natural wavepacket dynamics, namely= 27.4°. The exclusive breakage of the Co-
CHj; bond is obtained with an angle slightly less th&nDhe negative angle is due to the
transferred momentum of the wavepacket from tha;bstate to the unbound & state
and the topography of the unbound state. This will be disigsthe following section.
However, it should be emphasized that the cobalt-methytlbsrroken exclusively in
this control method. The selective breakage of the CO ligesial this method of control
is not exclusive, but the angle of dissociation was alteretisi favor by 5.5, changing
the rate at which the two bonds break.
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Figure 6.14: The dissociation angle, in degrees, plotted against the delay titpg,,. The final
time for each simulation is defined gs+ t;.;,,, + 100 fs, so that the wavepacket on the unbound
a'E state, regardless of the delay time, was allowed 100 fsdtv@vThe maximum angle for the
carbonyl dissociationy = 32.9° is found at §;,, = 22.5 fs. The maximum angle for dissociation
of the methyl ligandy = —0.2° is found at §;q, = 90 fs.

Control Analysis

Bond Length  Analysis of the bond elongations along each coordinate bas mvesti-
gated for the three cases of dissociation on the unbotiadtate: i) the natural dissoci-
ation starting at the FC point, ii) the maximum angle achieteevards CO dissociation,
and iii) the minimum angle of the dissociation, correspogdio complete homolysis of
CHs;. The position of the wavepacket was calculated at each tieped$ the propagation
along the two coordinates corresponding to the stretchiniggoCo-CH and the Co-CO
bond, generalized &31,). The resulting elongations along both coordinates have bee
plotted for the three aforementioned cases in fig. 6.15, vtier ligand being stretched is
denoted by L. The bond length of the Co-CO bond is plotted #i&ddines and the solid
lines depict the length of the Co-GHbond. The two curves in fig. 6.15a, which begin at
t=0, describe the natural elongation of the cobalt-liganddsoupon vertical excitation,
i.e. the position of the wavepacket starts at the equilibraoordinates on the'R state.
The metal-ligand bond being stretched is labeled as, L=GDGCit. An equal velocity

of bond elongation, in which the curves in figs. 6.15 would panallel, would lead to an
angle of dissociation of 45 The CO ligand increases its distance from the cobalt metal a
a rate slower than that of the GHgand in all three cases of fig. 6.15, indicating an angle
of dissociation less than 45see eq. 6.8. The set of curves in fig. 6.15b, has a similar be-
havior to those in fig. 6.15a. The initial position of the wasieket on the & state occurs
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Figure 6.15: Bond elongations of the two ligands L= Grnd CO and corresponding to a) the
dissociation of the wavepacket vertically excited fromfEnanck-Condon point (the natural disso-
ciation), b) the dissociation occurring from a pump-dumghamism which maximizes the angle
of dissociation = 32.9°, and c) the dissociation occurring from a pump-dump medmanhat
minimizes the angle of dissociatian= —0.2° leading to a single metal-ligand breakage of{CH
The initial time of plots b) and c) correspond to the initatiof the dump pulse, i.e. b) 25 fs and
c) 90 fs.

at a Co-CO elongation of 0.1%in comparison to the equilibrium position, compare with
fig. 6.15a. The distance between the two curves after 100nfimicdh smaller than that of
the natural dissociation and corresponds to a change oirbthe angle of dissociation.
The curves in fig. 6.15c begin at a large Co-CO bond elongatidh57 A and a small
contraction, 0.08\, of the Co-CH bond. Note that in the pump-dump type control exper-
iments presented in the literature up-to-date, the elomgaf the bond in the upper-most
electronic state corresponds to the bond that is broken emitbound electronic state,
in this case would be the Co-CO bond; however, the quanturardigs that occur on
the unbound state here occur differently. Specifically,libed that is elongated on the
upper electronic state (Co-GMHis the bond that is not broken on the unbound state. This
behavior is depicted in fig. 6.15c. The Co-CO bond length anghted on the bound
b'A, state and begins its evolution on the unbouh# state at 90 fs with these values
(cf. dotted lines of figs. 6.15a and 6.15b). The wavepackatéon on the unbound state
occurs such that the Co-CO bond no longer expands, but rhth€o-CH bond. These
temporal bond lengths are indicative of an exclusive Cgor6bhd breakage. Since the
momentum of the wavepacket is conserved and plays an inmpodie in the dynamics,
the remainder of the discussion will incorporate the momendf the wavepacket on the
bound BA, state in order to elucidate the dynamics of the wavepackéh@mnnbound
a'E state.
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Momentum The expectation value of the momentum along each coordisatalcu-
lated as

(pr) = (U ()W (2)) (6.9)

where |V,(t)) is the wavepacket evolving over tinmteon the electronic statg¢, and r
represents the two coordinates (Co-CH;) and g (Co-CO). The momentum of the
wavepacket from the natural dynamics on the uppéy; lelectronic state are investigated
and plotted in fig. 6.16. The momentum along thegordinate is plotted in a dashed line
and the momentum along the goordinate is plotted in a solid line. Upon a vertical ex-
citation, the momentum in the goordinate, represented by the Co-d¥bnd stretching,

is hardly affected and remains fairly constant while the ranotam of wavepacket in the
0. coordinate, represented by the Co-CO bond stretchingeases consistently until it
reaches a maximum at 35.0 fs. The rate at which the Co-CO bond expands slows over
the period betweeh = 35 and80 fs. Att = 80 fs the wavepacket’'s momentum is zero
and corresponds to the complete expansion of the Co-CO bimel negative values of
momentum beyond0 fs describe the contraction of the Co-CO bond. The waveacke
temporal momentum will be used to discuss the extent of obattained from the pump-
dump mechanism applied in this work.

60 = T
n / NN _

g 30 o

= - « L=CHg

= or—m o000 ——~ - =S

e

-30 - .

-60 ! ! !
0 30 60 90 12

Time / fs

Figure 6.16: The expectation value for the wavepacket's momentum onAg blectronic state
upon a vertical transition is plotted frotn= 0 fs tot = 120 fs. The momentum axis is r dependent
and corresponds to either the (£0-CH;) or g (Co-CO) coordinate. The momentum along the
¢: coordinate is depicted by a solid line and labeled LsGiid the momentum along the q
coordinate is depicted by a dashed line and labeled L=CO.
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Maximum I ncrease of Dissociation Angle The angle of dissociation defined in eq. 6.8
is maximized on the unbound state in order to change the rate of dissociation of the
CHs; and CO ligands. The natural angle of dissociation is 27.4° and the maximized
value for the employed pump-dump mechanismis= 32.9°. This corresponds to an
increase 06.5° in the angle of dissociation. The pump pulse has a duratiop ef25 fs
during which time population is transferred from the grostate 4A; to the upper elec-
tronic state bA, via a single photon. The amplitude 8fGV/m was used to ensure a
substantial transfer of population. Due to the topograghii@excited state potential en-
ergy surface, the wavepacket reaches its maximum momemterg\ein the g coordinate
att ~ 35 fs, while the momentum in the,goordinate is nearly zero as indicated in fig.
6.16. If only the momentum of the wavepacket is considertedpuld be advantageous
to center the ultrashort dump pulse around the maximum mamewalue in order max-
imize the angle of dissociation. However, during this timme €o-CO bond is expanding,
and the Co-CKbond is not. At larger Co-CO bond lengths, the topographhefioten-
tial surface favors the Co-GHbond elongation. In other words, the force vectors due to
the PES that the wavepacket feels at longer Co-CO bond lergéoriented mostly in
the q coordinate and outweigh the momentum of the wavepackety ®ntonsidering
both the momentum of the wavepacket and the topography &fE$can one understand
the dynamics of the wavepacket. Therefore the best combinat the wavepacket’s mo-
mentum and the position on the PES occurs-at25 fs when the dump pulse is turned on.
The length of the dump pulse used was 10 fs and its duratiorchvasen as to induce a
transition from the bound'4; to the unbound'& state within a time period in which the
bond lengths have not varied greatly. The evolution of theepacket using this pump-
dump mechanism is captured in snapshots at tilme), 30, 50 and 100 fs, and plotted
for each of the three electronic states in fig. 6.17. Theahiiavepacket was taken as the
ground vibrational wave function of the ground electroriats. The second snapshot is
taken at = 30 fs and corresponds to the time when the dump pulse has redsmealxi-
mum amplitude. The wavepacket on the unboutilstate is located at the same position
as the wavepacket on the bound\p state. The next two snapshots occut at 50 and
100 fs. The wavepacket on the bount® state evolves along the Co-CO axis, while the
wavepacket on the unboundeastate evolves at an angle corresponding te- 32.9°,
and indicates the dissociation of both tt&H; and the CO ligand.

Maximum Decrease of Dissociation Angle The angle of dissociation defined in eq. 6.8
has been minimized on the unboundastate, producing the exclusive product€Hs
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Figure 6.17: Snapshots of the wavepacket dynamics=at30, 50 and100 fs, induced by a pump-
dump mechanism. The transitionAy, — b'A; occurs via the pump pulse whose duration is
tp P = 25 fs and the dump pulse initiatedgt,,, = 25 fs with a pulse duration (tﬁ“mp 10fs
induces the transition,'B&; — a'E. The wavepacket in the uppéef state is affected greatly by
the surface and gains momentum in the Co-CO direction wiherenbiximum momentum occurs
at aroundt = 35 fs. The wavepacket is transferred in part to thE anbound state betwees
and35 fs. The wavepacket motion on the unbound state is indicativedouble bond breakage
forming the following products?CH; + *Co(CO); + CO.

and*Co(CO),.. The pump pulse with a duration ¢f = 25 fs transfers population from
the ground state'd, to the upper electronic statéA, via a single photon. Due to the
topography of bound state potential energy surface, thepaoket reaches its maximum
Co-CO bond extension at~ 78 fs. The Co-CO bond elongation reached.is7A. Atthe
same point in time, the Co-GHbond has contracte@l08A. The exclusive Co-CHbond
breakage control mechanism is elucidated by examiningapegraphy of the unbound
a'E PES as well as the momentum of the wavepacket on the bdénddtectronic state.
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Figure 6.18: Snapshots of the wavepacket dynamics=at45, 95 and150 fs, induced by a pump-
dump mechanism. The transitionfs, — b'A; occurs via the pump pulse whose duration is
tp P = 25 fs and the dump pulse initiatedt,,, = 90 fs with a pulse duration (tf,“mp =10fs
induces the transition,'&; — a'E. The wavepacket in the uppelrda state moves along the Co-
CO axis, att = 78 fs the wavepacket has reached its turning point and begimagtion in the
reverse direction. The wavepacket is transferred in pattea E unbound state betwe@o and
100 fs. The wavepacket motion on the unbound state is indicafigedissociation of the molecule
into the following radical products:CHs + *Co(CO),.

The topography of the unbound PES lacks dissociation chgntierefore the Co-CO
bond elongation 06.57A on the bound M4, represents a position on the unboun# a
state that has its force vectors pointing in favor of the Gty®ond dissociation. If the
wavepacket is influenced only by the topography of the untddRiaS, then dissociation
of the methyl ligand should occur nearly exclusively. Hoeg\as can be seen in fig.
6.14 the optimum angle of dissociation occurg at 90 and not att = 78 fs. This is

due to topography of the PES. In order to obtain the dissodcianglea = —0.2°, a

negative momentum along the Co-CO bond length is neededder éo counteract the
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force inherent to the unbound surface. The optimized anigtissociation is therefore
achieved with a delay time,.;,, = 90 fs, rather than at = 78 fs when the wavepacket's
momentum in the Co-CO direction is zero. The evolution ofitlagepacket is captured in
shapshots at timegs= 0, 45, 95 and150 fs and is plotted for each of the three electronic
states in fig. 6.18. The initial wavepacket-€ 0) was taken as the ground vibrational
wave function of the ground electronic state. The secondsirat is taken at= 45 fs and
corresponds to a time @b fs after the termination of the pump pulse which had a dumatio
of t, = 25 fs. The wavepacket located on the bound pstate has evolved to longer Co-
CO bond lengths. The next snapshot occurs-at5 fs and corresponds to the maximum
amplitude of the dump pulse which has a duratiom,of= 10 fs. The wavepacket on the
b'A, state has already reached its turning point and the Co-C@ myth contracts.
The wavepacket on the unbountEastate has a negative momentum conserved from
the vertical transfer from the bound/, state and experiences a force inherent to the
unbound PES which together elongate the Co;86hd. The final snapshot occurg at

150 fs and the wavepacket on the bourid\p state is contracted and is located near the FC
point while the wavepacket on the unbouni& state evolves at an angle corresponding to
a = —0.2°, and depicts the exclusive single bond breakage which sixelly produces
the following products;CH; + *Co(CO),.

6.4 Nonresonant Multiphoton Transitions

It is the intent of this section to investigate the applicatof NMT to femtosecond quan-
tum dynamical simulations, as well as its applicability w®CT. The numerical sim-
ulations have been carried out for the molecular system G@@y (Cp=;°—CsHs).
This choice was motivated by recently reported closed—feedback experiments [27].
There, it has been shown that the yield of the parent ion CEM){ can be maximized
with respect to that of its fragments (i.e. CpMn(G®under the influence of an ultrashort
optimally shaped laser pulse.

The experimental setup used a transformed-limited laskse puith a wavelength of
800 nm and a duration 087 fs at full width half maximum (fwhm). The resulting op-
timal pulse [27] shows mainly two subpulses with duratiohatwout40 fs (fwhm) and
wavelengths slightly blue chirped frof90 nm. According to highly correlatedb ini-
tio electronic structure calculations [27, 40] the opticahsiions taking place within
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the experimental optimal pulse are consistent with a nemast two-photon transition
from the electronic ground staté/ to the neutral singlet & state, and a nonresonant
three-photon transition from thé& state to the BA ionic state.

Quantum molecular dynamic and optimal control (OC) simatet developed within
the context of NMT will be presented here on a reduced twetlelectronic system of
CpMn(CO). The specific transition of interest is from the grouri&'ao the excited
electronic ¢A state, see fig. 6.19. Simulations are performed on a onedsional grid
representing the Mn-CO bond length and contains 512 poisitistiited between.2 and
15.0 A. The following will first elucidate the application of NMT tolving the TDSE,
and second will exemplify its use in OCT.

6.4.1 Solving the TDSE for NMT

Nonresonant Two-photon Transitions The following simulations compare the tempo-
ral evolution of the population on the excitethtstate between nonresonant two-photon
and the strongly off-resonant single-photon transitions.

Nonresonant two-photon transitions within the scope of Rvsie been simulated. The
kernel,K(t,t), appearing in eq. 5.45, assumed to be linearly expandabieplaced by
the nonresonant two-photon contribution/of, see eq. 5.38. The resulting equations of
motion for the two level system have been derived on thissbasd are given explicitly
in egs. 5.65 and 5.66. The laser pulse used in this study wided by eq. 5.6. A
photon energy ohw = 1.715 eV (wavelength of 723 nm) is applied which corresponds
to half of the resonant transition frequency between theiggcdt A’ and the electroni-
cally excited BA state. The shape of the laser field is defined by eq. 5.7 amgtitse
duration oft, = 100 fs is used for each simulation. The field amplitullg is varied
three times with the valuel, 20 and25 GV/m, as is denoted in fig. 6.20 which corre-
sponde to the average field intensities sf3.0 x 10 W/cm?, 5.3 x 10 W/cn?, and
8.3 x 10" W/cn?, respectively. The effective two-photon couplir)gﬁ), see eq. 5.56,
characterizes a dipole moment from the primary state spatteetsecondary state space
and vice-versa. Because this value is not easily calculétdetwo-photon dipole matrix
elements are modeled using the transition dipole momeitieafe€ point between these
two statesy.q = 0.4 eagy, and the mean density of secondary states,50 eV—!.
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Figure 6.19: Ab initio potential energy curves of CpMn(C9along the Mn-CO bond length
coordinate. The arrows indicate a honresonant two-phatsition from the electronic ground
state A’ to the electronic excited singlet statéAs. The black line displays the vibrational target

state| ngar)> located near the right turning point on the weakly bouhd state.

Calculations of the off-resonant single-photon tranagionduced with the same laser
parameters as the nonresonant two-photon transitionseafermed for reference. The
equations of motion for the single-photon transition adeesbusing eqgs. 5.60 and 5.61.
The off-resonant single-photon transition is characegtiay a constant transition dipole
function with the value at the FC points, = 0.4 eay.

The temporal population of the!& electronic state for the three aforementioned field
strengths have been plotted in fig. 6.20 ov20 fs. The panel on the left captures the
population accruing from the nonresonant two-photon ttimms The strongest laser field
(25 GV/m) induces a population transfer Bf(t;) ~ 1.2x10~2 from the aA to the c'A
state. The panel on the right captures the correspondingaehpopulation induced
by a strongly off-resonant single-photon transition. Tlopydation builds up to a value
Py (t = 50 fs) ~ 1.9x10°2 and then dwindles to a residual population on the order of
107? for the three corresponding field strengths. The populdtiahremains on the'&
electronic state for the nonresonant two-photon transigoseven orders of magnitude
larger than that from the off-resonant one-photon tramsiti
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Figure 6.20: a) Nonresonant two-photon transitions in CpMn(gG©ympared with b) nonreso-
nant single-photon transitions. Shown are the tempordluggas of the excited state population
Py(t) onthe ¢ A excited electronic state. Excitation has been achiewed jpulse with photon en-
ergyiw = 1.715 eV, envelopein?(t/t,), and duration of, = 100 fs. The effective two-photon
coupling is characterized hy.¢ = 0.4 a.u. ands = 50 eV~! and the single-photon transitions by
prq = 0.4 a.u. The maximum field strength has been varied ft6rto 25 GV/m. The insert in b)
enlarges the population achieved by single-photon ei@itatpon termination of the pulse.

Nonresonant Three-photon Transitions The following simulations are intended to com-
pare the temporal evolution of the population on the exaitédstate, between nonreso-
nant three-photon and the strongly off-resonant singl&ghtransitions.

Nonresonant three-photon transitions within the scope/dARave been simulated. The
kernel,K(t,t), appearing in eq. 5.45, assumed to be linearly expandahieplaced by
the nonresonant three-photon contributiori@f see eq. 5.39. The resulting equations of
motion for the two-level system have been derived on thisskesd are given explicitly
in egs. 5.69 and 5.70. The laser pulse used in this study wided by eq. 5.6. A
photon energy ohw = 1.143 eV, wavelength of 1034 nm, is applied and corresponds to
a third of the resonant transition frequency between themga A and the electronic
excited ¢A state. The shape of the laser field is defined by eq. 5.7 amgulse duration
for each simulation ig, = 100 fs. As in the case of 2-photon transitions, the field
amplitudeE) is varied three times with the valué§, 20 and25 GV/m, as is denoted in
fig. 6.21. The effective three-photon coupli ‘?, see eq. 5.59, is again approximated
by 1.5 = 0.4 a.u. A mean density of secondary stateg ef 50 eV—! is used.

Calculations of the off-resonant single-photon tranagionduced with the same laser
parameters as the nonresonant three-photon transitiengediormed. The equations of
motion for the single-photon transition are solved using.ef.60 and 5.61. The off-
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Figure 6.21: a) Nonresonant three-photon transitions in CpMn(£€@mpared with b) nonreso-
nant single-photon transitions. Shown are the tempordlggas of the excited state population
Py (t) on the ¢A excited electronic state. Excitation has been achieweddplying a pulse with
photon energyiw = 1.143 eV, envelopesin?(t/t,), and duration of, = 100 fs. The effective
three-photon coupling is characterized/py: = 0.4 a.u. ando = 50 eV~! and the single-photon
transitions by, = 0.4 a.u. The maximum field strength has been varied fiéno 25 GV/m.
The insert in b) enlarges the population which has been aethiby a single-photon transition
upon termination of the pulse.

resonant single-photon transition is characterized bynatemt transition dipole function
at the FC pointyi, = 0.4 eay.

The temporal population on thé & electronic state for the three aforementioned field
strengths have been plotted in fig. 6.21 over 120 fs. The @greptures the population
accruing from the nonresonant three-photon transitiorts wiphoton energy ofw =
1.143 eV. The strongest laser field (25 GV/m) induces a pojpunlaransfer of P (ty)

~ 3.2x107% from the dA to the c'A state. The panel b) captures the corresponding
temporal population induced by a strongly off-resonanglgifphoton transitions. The
population builds up to a value d?; (t = 50 fs) ~ 1.2x10"2 and then dwindles to
a residual population on the order of 20. The population that remains on th&At
electronic state for the nonresonant three-photon tiansis now only four orders of
magnitude larger than that from the off-resonant one-photansition, in comparison to
the seven orders of magnitude in the two-photon nonresdreaardition investigation.

The comparison between the nonresonant two- and thre@phrainsitions with the off-
resonant single photon transitions indicates that therition to the population of the
latter at the end of the laser pulse are much smaller in madmithan the nonresonant
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transitions. Although the population that occurs from tffe@sonant single-photon tran-
sitions does reach a higher population at half the pulsetidmathe other half of the
laser depopulates the state. Lastly, the population tltatias from the nonresonant two-
photon transitions is much larger in magnitude than thatifemonresonant three-photon
transitions, as is expected.

Population Dependence on Effective Coupling Matrix Elements The effective cou-
pling matrix elementsy? and ', couple the primary states with the secondary states
and are not easily calculable. Therefore they are apprdeunaere using egs. 5.56 and
5.59 by applying the mean value of the density of secondatgst and the effective
(mean) dipole matrix elementsgs between the primary and secondary states. These val-
ues are varied to analyze their influence on the populatidgheéxcited A state. The
laser pulse used is given by eq. 5.6 with the squared sinymedhaction, eq. 5.7. The
field amplitude was held constant/§ = 10 GV/m with a pulse duration of, = 200 fs.

The photon energies dfv = 1.715 and1.143 eV were used for the nonresonant two-
photon and three-photon transitions, respectively. THieance of varying the valuggg
andp in the effective coupling matrix elements on the excitedespopulation”; while
holding the other parameters constant can be visualized.i6 £22.

The population for the nonresonant two-photon transitlassa quadratic behavior when
considering a constant effective dipole and varying thesdgrof states. Likewise, the

behavior for the nonresonant three-photon transitionsliscc The transition population

increases as both variables are increased. This is expgiciesl increasing the transi-
tion dipole moment in resonant single-photon transitioisse ancreases the population.
Increasing the density of secondary states supports sfirant transitions and will in-

crease the overall population.

6.4.2 OCT Applied to NMT

Optimal control theory has been developed in section 5.51émresonant multiphoton
transitions under the rotating wave approximation. The Qt€tion scheme described
in section 4.2, was programmed in the context of NMT and RWihgidatlab7 pro-
gramming language [152]. The results that follow are inezhtb demonstrate the ap-
plicability of the theory and have been obtained by emplgytime two-level 87, c'A
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Figure 6.22: Excited state populatiof. in CpMn(CO) on the ¢ A’ excited electronic state after
two-photon transitions (left panel) and three-photonditzons (right panel). The parameterg:
and the DOSp entering the two-photon as well as three-photon couplingrimnalements are
varied. Excitation has been achieved by applying pulsds avfgthoton energjiw of 1.715 eV for
the two-photon transition and df143 eV for the three-photon transitions. The field amplitude
equals10 GV/m (I~ 1.3 x 101¥W/em?), the field envelope isin?(7t/t,), and the duration
t, = 200 fs for both cases.

electronic system of CpMn(C@) Optimal control simulations have been explored for
three cases: i) resonant single-photon transitions, imyesonant two-photon transitions,
and iii) nonresonant three-photon transitions.

The results of this section will be divided into two studi@ke first study (I) will compare
the three optimal control fields obtained from OC simulatitor each of the three case;
i, i, and iii, in which the control yieldQ is maintained by altering the penalty factor
The second study (Il) examines how the penalty fastas well as the position of the
target state affect the control yield for case ii, in whichyathe nonresonant two-photon
transitions are considered, and should behave similarlycése iii, when considering
nonresonant three-photon transitions.

Computational Details

In the following studies, the initial pulse for each simigatis described by eq. 5.6
where the shape functiotit) is given by eq. 5.7 and the pulse duratiort,js= 100 fs.
The initial field strength was taken &% = 10 GV/m and each simulation took place
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over a time period of; = 120 fs. The calculated control field was not restricted to the
initial pulse duration of, = 100 fs but if necessary could incorporate the extra 20 fs
to achieve its task. The initial wave function was taken &sgtound vibrational wave
function located in the ground electronic stdig,) . The target vibrational wavepacket
|X§far)> is represented in fig. 6.19 on thé&As electronic state, for study |. The position
of the target state was chosen based on the deciphered nsutfanthe feedback-loop
control mechanism, in which excitation from this positianguces the parent ion versus
the daughter ion. The position of the target vibrational @gacket is varied in study Il

and will be explicitly given.

Study I: A Comparison between Resonant and Nonresonant OCT

Simulations have been performed for a resonant singlesphiwansition, and nonreso-
nant two- and three-photon transitions. The penalty fomch was varied in order to
achieve similar control yield® ~ 50% for each simulation. The results for each case are
described below explicitly based on the results depictdidirt.23.

Case i: Resonant One-photon Transitions The control task pictured in panel al) of
fig. 6.23 was achieved by solving the equations of motion fogs®nant single-photon
transition, given by egs. 5.60 and 5.61, using the aforeimead laser pulse parameters
with a photon energy diw = 3.430 eV, and a dipole value gf;, = 0.4 ea,. The iterative
scheme described in section 4.2 is applied. The resultsnaotérom solving the control
task are depicted in panels bl), c1), and d1) of fig. 6.23. iSpalty panel bl) presents
the control yield® (solid curve) and renormalized control yielddotted curve), see eqgns.
4.2 and 5.77 respectively. The control yiegld~ 50% displays a convergence within 10
iterative steps. The percentage of the total populatiohe®\ state that has reached the
position of the target state is given by the renormalizettly@alculated here ag~ 69%.
The temporal evolution of the populatid?)(¢) on the ground & state (dotted curve) and
the populationP,(¢) on the ¢A electronic state (solid curve), and the norm conservatio
(horizontal line) are presented in panel c1). The maximupufation reached on thé&
electronic state i€, (¢ ;) ~ 72%. In panel d1) the optimized control field that maximizes
the overlap between the ground state vibrational wave fomgt, (¢,)) and the target state
wave function\ngar)) is shown, under the influence of the penalty factpand derived
from the complex optimal field, see eq. 5.85. The optimizedrab field is deduced from
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ed. 5.6 amE(t) = Re[E(t) exp(iwt)] by insertion of the complex valued optimal field
envelope. The resulting calculated field shows a distingtinasetry with a field strength
of Ey ~ 2.5 GV/m.

Caseii: Nonresonant Two-photon Transitions The control task for a nonresonant two-
photon transition is depicted in panel a2) of fig. 6.23. Tis& ia achieved by solving the
equations of motion for nonresonant two-photon transgtiginen by egs. 5.65 and 5.66,
wherep,, = 117r = 0, using the aforementioned laser pulse parameters with taplen-
ergy of hw = 1.175 eV. The effective two-photon coupling matrix elemedﬁf, defined

in eq. 5.56, is approximated by the effective transitiorotBpnomenty..; = 0.4 eay, and

by the mean density of secondary states 50 eV}, and the control field is calculated
based on eq. 5.90. The results obtained from solving ther@ataisk are depicted in
panels b2), c2) and d2) of fig. 6.23. The control yi€ldsolid curve) and renormalized
control yieldg (dotted curve) are represented in panel b2). The contrtd ye~ 50%
converges again within 10 iterative steps. The percentaggedotal population on the
c'A state that reaches the position of the target state isngiyethe renormalized yield,
calculated here ag ~ 69%. Panel c2) shows the temporal evolution of the population
P,(t) on the ground & state (dotted curve) and the populatiéh(t) on the ¢A elec-
tronic state (solid curve), and also the norm conservahoniZontal line). The maximum
population reached on thé& electronic state isP;(t;) ~ 72%. The optimized control
field that maximizes the ground state vibrational wave fiomcty,(¢y)) with that of the
target state wave functio\rxftar)) is presented in panel d2). The field is calculated ac-
cording to eq. 5.6 and the envelop&t) is deduced fron€(t) = |E(t)| exp(ip(t)) as
E(t) = \/|E(t)] exp(ip(t)/2). The resulting calculated field shows a distinct asymmetry
and has a field strength d, ~ 60 GV/m which can be considered in the strong-field
regime. It should be noted that strong-field phenomena havget been incorporated
into our model, so that our results should only be taken ateaemece of the applicability

of the developed theory. Results obtained with less intBelsks can be found in the study
.

Case iii: Nonresonant Three-photon Transitions The OC simulation for nonresonant
three-photon transitions has been carried out. The cotas&lalong with the results are
depicted in panel a3) in fig. 6.23. The control task is aclddwesolving the equations of
motion for a nonresonant three-photon transition, giveedsy. 5.69 and 5.70, using the
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Figure 6.23: Laser pulse control in CpMn(C®@jor resonant single-photon and nonresonant two-
and three-photon transitions into the excitéd\celectronic state where the target vibrational
wavepackeﬂxﬁfar)> is positioned near the right turning point. The photon epegferring to
the carrier wave i8.430, 1.715, and1.143 eV respectively. The final time of the control task
equalst; = 120 fs. The field amplitude of the pulse which initiates the iteasolution of the
OCT is Ey = 10 GV/m. The dipole moment for the single-photon transitiocharacterized by
irqg = 0.4 eag, and the effective two- and three-photon coupling is chtaramed byu.q = 0.4 eag
andp = 50 eV—!. Each control task is represented column-wise by its cbgietd (Q = solid
line) and renormalized control yield; (= dashed line), the temporal population of the ground
state °, =solid line) and of the excited stat&’{ = dashed—dotted line), as well as the temporal
evolution of the optimal pulse. The penalty factoxsz 7.42 x 1072 fs~1(GV/m)~2, 7.40 x 10~
fs~1(GV/m)~, and5.59 x 10~17 fs~1(GV/m)~5 were adjusted to obtain similar control yields.
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same laser pulse parameters as with the previous two siondahow with a photon en-
ergy ofw = 1.143 eV. The effective three-photon coupling matrix elem@ﬁi, defined

in eq. 5.59, is approximated by the effective transitiorotBpmoment . = 0.4 eay,
and by the mean density of secondary states 50 eV~!. The electric field driving the
wavepacket evolution is given in eq. 5.94. The results thatlted from the control task
are depicted in panels b3), c3), and d3) of fig. 6.23. The obyield Q (solid curve) and
renormalized control yield (dotted curve) are presented in panel b3). The control yield
Q ~ 50%, for nonresonant three-photon transitions, convesgisn 15 iterative steps.
The percentage of the total population on tha state that has reached the position of
the target state is given by the renormalized yield, catedlhere ag ~ 69%. Panel c3)
captures the temporal evolution of the populati®yit) on the ground B state (dotted
curve) and the populatiofi;(¢) on the ¢A' electronic state (solid curve), along with the
norm conservation (horizontal line). The maximum popolatieached on the'&' elec-
tronic state isP;(t) ~ 72%. The final panel d3) presents the optimized control fiedd t
maximizes the overlap of the ground state vibrational wawetion|y,(¢)) to the target
state functiodngar)). It has been calculated according to eq. 5.6 with the enegiip)
deduced fron€(t) = |E(t)|exp(ip(t)) asE(t) = ¥/|E(t)| exp(ip(t)/3). The resulting
calculated control field is broader than the single- and plwoton analogues, has a field
strength ofE, ~ 165 GV/m (ke 3.6 x 10'°W/cm?), now in the strong-field regime. As
in the previous case, these pulses should be only considsrad exemplification of the
theory, since the strong-field regime phenomena are noeimghted in this model.

Study II: Varying Penalty Factors and Vibrational Target St ates

The penalty factoA and the target wavepackatt”)) on the ¢A state are systematically
varied to obtain a quantitative picture of their effects ba tontrol yield and the renor-
malized control yield. The variations of these parametdtsonly be studied in case
ii (for the nonresonant two-photon transitions), though dffects should be extendable
to the nonresonant three-photon transitions. This sedialivided up into two studies.
Case iia) analyzes the effect of changing the penalty famidhe strength of the optimal
control fields, which are typically in the strong-field reginand case iib) the position of
the vibrational target state will be varied and the penalttdr will be set as to produce
experimentally accessible field strengths.
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Study I1a: Strong Field Reference Calculations The calculated control field depends
directly on the penalty factox. This study will investigate the effect the penalty funatio
has on the control field, control yield, eq. 4.2, and the renormalized control yieldq.
5.77, for nonresonant two-photon transitions. These teané presented in table 6.7.

As expected, an increase bfeads to a decrease of the field strength. Those pulses which
result in a rather large control yiel@d need optimal pulses with a remarkably large field
strength. Such strong pulses are beyond the employed tbhétng two electronic state
model, they demonstrate, nevertheless, the successfldication of OCT and NMT
processes. Besid&3, table 6.7 also displays the renormalized control yigl&ince the
target state can be reached in very direct mannerJargely independent of the overall
pulse intensity. Thus, the portion of the wave function piib ithe excited state matches
the target state with a high probability.

Q q Emax )\

Table 6.7: TheyieldQ, the renormalized yield, and 068 082 581 3.0
the maximumkE,,., of the field strength (in GV/m) 029 074 422 59
for different used penalty factors (in 10710 fs—! 0.0049 072 14.7 23.6
(GV/m)~%) of the described control scheme 00009 0.72 9.6 46.2

Study I1b: Experimentally Accessible Pulse Intensities Based on the previous results,
it is intended to solve the control task for different targéirational wavepackets, in
which the field strength remains below the strong field linfit-e 10'4-10'> W/cn?, by
setting the penalty factox accordingly. This is done exemplarily for nonresonant two-
photon transitions and is straightforward for the nonresbthree-photon transitions.

Table 6.8 presents the results for four control tasks, inctviihe position of the target
vibrational wavepacket is systematically shifted fromemiuclear distances @f12 to
2.28A. The first two positions 02.12 and2.17A lie before the right turning point of the
c'A electronic state, located @234, and the last point is beyond the turning point at
a distance of 2.28.. With this study we intend to demonstrate the applicabdityDCT
with NMT for a general target.

In all cases it was possible to find reasonable penalty factdhat lead to optimized
control fields in the TW/crhregime as well as to substantial renormalized yigld§his
indicates that the proposed optimal control approach teampopulation on the order of
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Table 6.8: The target state, defined at different inter- Target  Q ¢  BEumax A

nuclear distances (iﬁ) where the target wave func- 212 520 0.74 15.6 18.3
tion has its maximum; the yiel@(1073); therenor- 217 4.85 0.76 14.7 23.6
malized yield ¢; and maximumk,,,, of the field 223 331 072 134 277
strength (GV/m), for different used penalty factors 228 100 0.61 103 252
(10710 fs=1 (GV/m)~4).

parts per million when accounting for two-photon processesthat it is not particular to
a specific target state.

In summary, within this work we show that nonresonant mabigpn transitions have been
successfully implemented into femtosecond spectrosciépyise in OCT has also been
exemplified by its application to nonresonant two- and thpleeton transitions within the
CpMn(CO), two-level model system. For multiphoton transitions, afetd control fields
tend to be in the strong-field regime; however, by changimgpnalty factor, one can
reduce the control field intensity that consequently redube control yield. Neverthe-
less, the presented renormalized control yield, whichciaigis the amount of the driven
wavepacket that has reached the position of the predefimgeit tstate, is above0%,
demonstrating the applicability of the here proposed ntho



