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Das Leben ist wie ein Fahrrad...
Man muss sich vorwärts bewegen,

um das Gleichgewicht nicht zu verlieren.

Albert Einstein
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Abstract

The main objective of the thesis is a further development of the seismicity based
reservoir characterization approach (SBRC). In general, theSBRCmethod is
applied to microearthquakes resulting from fluid injections into the subsurface.
The SBRCmethod allows firstly, to estimate the fluid-transport properties of
hydraulically stimulated reservoir rock, secondly, to examine the fluid-rock
interaction, and thirdly, to characterize activated fractures and faults within
the reservoir. Thus,SBRCsubstantially contributes to the understanding of
physical processes that are related to injection-induced seismicity. To extend the
applicability ofSBRCthe thesis focus on the following topics.

TheSBRCmethod so far assumes a constant source strength of a fluid injection.
This condition, however, is not always given, such as by the hydraulic stimulation
of a geothermal reservoir in Basel (Switzerland). In the first part of the thesis,
SBRCis extended in order to analyze seismicity resulting from fluid injections
where the source strength is linearly increasing with time.For this purpose, an
analytical solution of the diffusion equation is derived taking into account this
special condition. The derived analytical solution and theresulting expressions
for seismicity rate and cumulative number of microearthquakes are numerically
verified using finite element modeling and synthetically generated seismicity. Af-
terwards,SBRCmethods are applied to the catalog of fluid-induced seismicity
recorded in Basel. They provide consistent estimates of thepermeability of the
hydraulically stimulated reservoir. It is of the order of 150 microDarcy by as-
suming an effective-isotropic medium. The criticality which statistically describes
the strength of pre-existing fractures is found to be distributed between about 5000
Pa and approximately 1MPa.

In the second part of the thesis, a model is introduced in order to interpret
fracturing-induced seismicity related to single-planar hydraulic fractures. The
model considers the growth of fracture and seismicity as a combined geometry-
and diffusion-controlled process. It is confirmed by observations from fracturing-
induced seismicity in the Cotton Valley gas reservoir (USA). The space-time dia-
grams (r − t diagrams) of induced microearthquakes show signatures of fracture
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volume growth, loss of treatment fluid, and diffusion of injection-induced pore
pressure perturbations within the fracture as well as from the fracture into the
surrounding formation. Evaluation of envelopes of the spatio-temporal distribu-
tion of fracturing-induced seismicity allows to determinegeometrical parameters
and hydraulical properties of the created fracture. Considering a volume balance
principle of the injected treatment fluid permits to quantify the fluid loss from
the fracture into the virgin reservoir and to estimate the reservoir permeability.
The proposed interpretational approach is applied to microearthquakes induced
during three stages of hydraulic fracturing in Cotton Valley. Although the three
stages differ with respect to the treatment design parameters, it is found that the
individual stages resulted in similar fracture geometries. Ratios of new fracture
volume and total injected volume are nearly identical in alltreatments. It means
that the fracture growth process is likely decoupled from the type of treatment
design. Estimates of fluid loss and reservoir permeability are consistent for the
three investigated fracturing stages. The results obtained from the interpretational
model are confirmed by modeling the fracture propagation using the maximum
likelihood method.
Fluid injections into the subsurface can sometimes induce earthquakes character-
ized by a significant magnitude. In particular, seismic events with larger magni-
tudes are reported from geothermal reservoirs. Understanding of the scaling rela-
tions of magnitudes of fluid-induced seismicity is crucial for assessing the seismic
risk by injection operations. In the last part of the thesis,a statistical model is in-
troduced which describes the magnitude distribution of microearthquakes induced
during injections. It combines a Gutenberg-Richter statistics of magnitude prob-
ability with the cumulative number of induced microearthquakes. Earthquakes
magnitudes resulting from hydraulic stimulation in Basel and from hydraulic frac-
turing in Cotton Valley are in agreement with this model. Furthermore, the model
allows to identify controlling parameters of the size and distribution of magni-
tudes. These include design parameters of a fluid injection,such as fluid vol-
ume, or fluid flow rates and injection duration, and seismotectonic quantities like
Gutenberg-Richtera− andb−value and the tectonic potential which is defined by
statistical properties of pre-existing fractures.



Zusammenfassung

Die wesentliche Zielsetzung der vorliegenden Dissertation ist eine Weiteren-
twicklung des Ansatzes der Seismizitätsbasierten Reservoircharakterisierung
(SBRC). Die SBRCMethode wird im Allgemeinen auf Mikroerdbeben, die durch
die Injektion von Fluiden in den Untergrund ausgelöst werden, angewendet.
Dieses ermöglicht einerseits die Fluidtransporteigenschaften des hydraulisch
stimulierten Reservoirgesteins abzuschätzen, zweitens,die Fluid-Gesteins-
Wechselwirkungen zu untersuchen, und drittens, die aktivierten Bruch- und
Störungssysteme innerhalb des Reservoirs zu charakterisieren.SBRCträgt somit
wesentlich zum Verständnis der physikalischen Prozesse, die in Verbindung zu
induzierter Seismizität stehen, bei. Zur Erweiterung der Anwendbarkeit der
SBRCMethode konzentriert sich die Dissertation auf die folgenden Themen.

Die SBRCMethode basiert bisher auf der Annahme, dass die Quellstärke während
einer Fluidinjektion konstant ist. Diese Bedingung ist jedoch nicht immer
gegeben, wie beispielsweise bei der hydraulischen Stimulation des geothermis-
chen Reservoirs in Basel (Schweiz). Im ersten Teil der Dissertation wird die
SBRCMethode erweitert, um Seismizität resultierend aus Fluidinjektionen in de-
nen die Quellstärke linear mit der Zeit ansteigt, zu analysieren. Zu diesem Zweck
wird eine analytische Lösung der Diffusionsgleichung hergeleitet, welche diese
spezielle Randbedingung berücksichtigt. Diese Lösung unddie daraus ermittelten
mathematischen Formulierungen für Seismizitätsrate und Anzahl der Mikroerd-
beben werden numerisch verifiziert mit Hilfe von Finite-Elementen-Modellierung
und synthetisch erzeugter Seismizität. Anschließend wirddieSBRCMethode auf
den Katalog fluid-induzierter Seismizität in Basel angewendet. Sie ergibt eine
konsistente Abschätzung der Permeabilität des hydraulisch stimulierten Reser-
voirs von 150microDarcy. Die Kritikalität, welche statistisch die Festigkeit von
prä-existierenden Bruchsystemen beschreibt, ist verteilt zwischen etwa 5000Pa
und ca. 1MPa.

Im zweiten Teil der Dissertation wird ein Modell vorgestellt, das die Interpretation
von induzierter Seismizität im Zusammenhang mit einfach-planaren hydraulis-
chen Brüchen ermöglicht. Das Modell betrachtet das Wachstum eines solchen
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hydraulisch-generierten Bruches und der assoziierten Seismizität als einen kom-
binierten Geometrie-und Diffusions-kontrollierten Prozess. Dieses wird durch
Beobachtungen von induzierter Seismizität aus dem Cotton Valley Gasreser-
voir (USA) bestätigt. Die Raum-Zeit-Diagramme (r − t Diagramme) der in-
duzierten Mikroerdbeben zeigen Signaturen von Bruchausbreitung, des Verlustes
von Fluid vom Bruch in das umgebende Reservoirgestein und die Ausbreitung
von injektions-induzierten Perturbationen des Porenfluiddrucks innerhalb des
Bruches. Die Auswertung der Einhüllenden der räumlich-zeitlichen Verteilung
der induzierten Seismizität erlaubt die Bestimmung von geometrischen Parame-
tern und von hydraulischen Eigenschaften des erzeugten Bruches. Ausgehend von
dem Prinzip einer Volumenbalance des injizierten Fluides können der Fluidverlust
aus dem Bruch in die umgebende Formation und die Permeabilität des Reservoirs
quantifiziert werden. Der vorgestellte Interpretationsansatz wird auf Mikroerd-
beben, die während dreier Phasen hydraulischer Bruchbildung in Cotton Valley
ausgelöst worden sind, angewendet. Obwohl die drei Phasen sich hinsichtlich
der Konzeption der Injektion unterscheiden, ergaben die einzelnen Phasen sehr
ähnliche Bruchgeometrien. Das Verhältnis aus neu geschaffenem Bruchvolumen
und dem injiziertem Gesamtvolumen ist nahezu identisch in allen Phasen. Die
Abchätzungen von Fluidverlust und Reservoirpermeabilität sind konsistent für
die drei untersuchten Phasen. Die aus dem vorgestellten Interpretationsmodell
abgeleiteten Kenngrößen sind anhand einer Modellierung der Bruchausbreitung
mit der Maximum-Likelihood-Methode bestätigt worden.
Fluidinjektionen in den Untergrund können zum Teil Erdbeben, die durch eine
signifikante Magnitude charakterisiert sind, zur Folge haben. Insbesondere in
geothermischen Reservoiren sind seismische Ereignisse mit größerer Magnitude
beobachtet worden. Das Verständnis von Skalierungsverhältnissen der Magnitu-
den von fluid-induzierter Seismizität ist entscheidend fürdie Beurteilung des seis-
mischen Risikos durch Fluidinjektionen. Im letzten Teil der Dissertation wird ein
statistisches Modell vorgestellt, welches die Magnitudenverteilung von Mikroerd-
beben, die während der Injektion auftreten, beschreibt. Das Modell kombiniert
die Gutenberg-Richter Statistik der Magnitudenwahrscheinlichkeit mit der kumu-
lativen Anzahl der induzierten Mikroerdbeben. Beobachtungen von Erdbeben-
magnituden bei der hydraulischen Stimulation in Basel und bei der hydraulis-
chen Bruchbildung in Cotton Valley sind in Übereinstimmungmit diesem Modell.
Darüber hinaus ermöglicht das Modell, die kontrollierenden Parameter der Grös̈e
und der Verteilung der Erdbebenmagnituden zu identifizieren. Dazu zählen einer-
seits Konzeptionsparameter einer Fluidinjektion, wie zumBeispiel das Fluidvol-
umen oder die Fließrate und die Dauer der Injektion, als auchseismotektonische
Kenngrößen, wie Gutenberg-Richtera− undb−Wert und das tektonische Poten-
tial, welches von den statistischen Eigenschaften prä-existierender Bruchsysteme
definiert wird.
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Chapter 1

Introduction

Injections of fluids into the deeper subsurface are by now a routine and cover
a wide field of applications. Amongst them are, for instance,operations that
lead to a permeability enhancement required for development and exploitation
of geothermal and hydrocarbon reservoirs (Fehler et al., 1987; Block et al., 1994).
In many cases, injection operations are accompanied by numerous earthquakes
which are predominantly of low, non-noticeable magnitude[−3 < M < 2]. If
a fluid injection is seismically monitored by an adequately sensitive network of
geophones/seismometers, then the registered seismic activity can provide useful
information about the fluid-rock interaction. One important aspect of such mon-
itoring is the high-resolution spatial mapping of induced seismicity. It allows to
draw inferences about the hydraulically stimulated rock volume, activated pre-
existing fractures, and orientations of fault zones.
The seismicity based reservoir characterization approach(SBRC) (Shapiro et al.,
1997, 1999) goes one step further in the analysis and interpretation. It correlates
the spatio-temporal evolution of fluid-induced microearthquakes with the relax-
ation of pore pressure perturbations caused by the injection. In this way, theSBRC
permits the following. One the one hand, it well describes observed features of
fluid-induced seismicity such as triggering fronts and seismicity rates, and there-
fore contributes to a better understanding of physical processes (Shapiro et al.,
2003; Parotidis et al., 2004; Parotidis and Shapiro, 2004).On the other hand, the
SBRCcan be used to estimate the permeability tensor in reservoir-scale (Shapiro
et al., 2002) as well as to characterize pre-existing fracture systems by determining
the distribution of critical pressures (Rothert and Shapiro, 2007).
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14 CHAPTER 1. INTRODUCTION

Objectives

The main objective of the current thesis is a further development of theSBRC
approach. It became evident that assumptions, such as the linearity of processes
and the stationarity of injection sources, are sometimes insufficient to describe
fluid injections and to explain observations made from catalogs of fluid-induced
earthquakes. Therefore two points are of central interest in this thesis. The first
one covers the non-stationarity of injection sources whichis often the case for hy-
draulic stimulation operations in geothermal reservoirs.The second key point
addresses the consequences of a non-linear interaction between injected fluid
and reservoir rock. These non-linear interactions are manifested in a pressure-
dependent permeability which is a common observation from hydraulic fracturing
operations in hydrocarbon reservoirs. In addition, the relations of statistical dis-
tribution of fluid-induced earthquake magnitudes are written down in this thesis
covering a third key topic. The magnitude examinations relyon the awareness
that also fluid injections can sometimes produce seismic risk. An in-depth knowl-
edge in order to mitigate such a risk is lacking up to now. Altogether this thesis
contributes to a better understanding of the processes leading to the triggering of
seismicity by injection operations. It provides instructions for an analysis, evalu-
ation, and interpretation of fluid-induced earthquakes in terms ofSBRC.

Outline

This thesis is structured in respect to the mentioned three key points. At first, how-
ever, I will introduce the status-quo of the understanding of triggering mechanisms
of fluid-induced seismicity. It includes a description of the concept of seismicity
triggering fronts. It is derived for the condition of both a linear as well as a non-
linear diffusion of pore pressure perturbations resultingfrom fluid injections. The
non-linear equations provide a more general formalism which comprehends a dif-
fusion of linear type as an asymptotic situation. Microseismic activity occurring
after the stop of fluid injection can be explained by the concept of seismicity back
front. Like the concept of triggering fronts, it also assumes a diffusion-like pro-
cess of relaxation of induced pressure perturbations.
Chapter 3 focuses on further developingSBRCmethods in such a way that a time-
dependent injection source strength is taken into account.It is required in order
to accurately applySBRCto microearthquakes which are induced by injection
pressures increasing with ongoing injection time. The firststep is to derive an
analytical solution of the diffusion equation for this special problem. Subsequent
to the numerical verification of the derived analytical solution,SBRCis applied to
the catalog of microearthquakes induced by the hydraulic stimulation of a geother-
mal reservoir in December 2006 in Basel (Switzerland).
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Of special interest by hydraulic fracturing operations in the hydrocarbon industry
is a reliable estimation of hydraulical properties of fluid-driven fractures and vir-
gin reservoir. In Chapter 4, an interpretational model is proposed for single-planar
(classical 1D) hydraulic fractures. It uses spatio-temporal signatures of the asso-
ciated fracturing-induced seismicity to derive geometry parameters of a created
fracture. By applying a volume balance principle of the injected treatment fluid
the transport properties can finally be obtained from the interpretational model.
The approach is tested on microearthquake catalogs recorded during hydraulic
fracturing in a tight-gas sandstone reservoir in Carthage Cotton Valley (USA).
Scaling relations of the size and frequency of earthquakes resulting from fluid in-
jection operations are presented in Chapter 5. A theoretical model is introduced
which describes the statistical distribution of fluid-induced earthquake magni-
tudes. Observations of the magnitude distributions of microearthquakes induced
in Basel and in Carthage Cotton Valley are in accordance withthe model. Fur-
thermore, the presented model allows to identify the controlling parameters of
magnitude distributions and to specify the seismotectonicstate of an injection lo-
cation.
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Chapter 2

Triggering Concept of
Fluid-Induced Seismicity

2.1 Introduction

Borehole fluid injections into surrounding rocks are used for development of hy-
drocarbon and geothermal reservoirs, disposal of waste andfor geological seques-
tration of carbon dioxide (Fehler et al., 1987; Block et al.,1994; Keck and Withers,
1994). Such injections are often accompanied by microseismic activity. Although
the nature of fluid induced seismicity is still topic of ongoing research, one hy-
pothesis explaining this phenomenon argues that the triggering of this type of
seismicity is controlled by the relaxation of pore pressureperturbations (Pearson,
1981; Shapiro et al., 1997). Assuming that in some locationsof the upper Earth
crust the tectonical stresses are in near-critical condition, then minor changes of
the in-situ stress state cause microseismicity. Due to the injection of a fluid vol-
ume into a reservoir rock the pore-fluid pressurep in the connected pore-space
increases which consequently decreases the effective normal stressσeff = σ − p,
whereσ is total stress (Terzaghi, 1923). In accordance with the Coulomb failure
criterion (Scholz, 2002), this modification of the stress state can lead to reacti-
vation of pre-existing faults and fractures by triggering slip events and thereby
releasing previously accumulated shear stress in the stimulated rock volume (Rut-
ledge and Phillips, 2003). In this chapter, I will briefly introduce the status quo of
the understanding of triggering processes of fluid-inducedmicroseismicity.
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18 CHAPTER 2. TRIGGERING CONCEPT

2.2 Triggering Controlled by Linear Pore Pressure
Diffusion

First attempts to physically describe the nature of fluid-induced seismicity and
its triggering process in more detail were carried out by Shapiro et al. (1997).
The spatio-temporal evolution of such a seismicity is governed by a diffusional
process of relaxation of pore pressure perturbation. In an infinite heterogeneous
anisotropic poroelastic medium, the differential equation of diffusion in the Biot
low-frequency limit is given by (Biot, 1962):

∂p

∂t
=

∂

∂xi

[
Dij

∂

∂xj
p

]
i, j = 1, 2, 3 . (2.1)

Herep is the pore pressure perturbation,xi,j are components of the radius vector
from the injection source point andt is the time.Dij are components of the hy-
draulic diffusivity tensor which is directly proportionalto the Darcy permeability
Kij (Shapiro et al., 2003):

Kij =
η

N
Dij. (2.2)

In this formulation, the physical quantities in front of thediffusivity tensor are
dynamic viscosity of the pore fluid,η, and the poroelastic modulusN (see Shapiro
et al., 2003). In the most simple case, that is a homogenous, isotropic, poroelastic
medium, the diffusion equation reduces to:

∂p

∂t
= D∇2p, (2.3)

with a scalar hydraulic diffusivityD. In such a situation, the migration of pore
pressure perturbations initiated at the injection source point can be described by a
propagating front (Shapiro et al., 1997, 2002) according to:

rt(t) =
√
4πDt. (2.4)

This relation was introduced as the triggering front equation of fluid-induced
microseismicity. The distancert(t) defines the upperbound of the spatial domain
where the occurrence of microearthquakes is characterizedby a high probability.
Hence Equation (2.4) corresponds to the upper envelope of a microseismicity
cloud in a plot of its spatio-temporal distribution (the so-calledr − t diagram).
This envelope of parabolic type allows to heuristically estimate the hydraulic
diffusivity of the seismically active rock volume.

In the following, two examples of fluid-induced seismicity are presented to
demonstrate the validity of the triggering front concept. The first one considers
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Time [h]

(a)

(b)

Figure 2.1: Microearthquakes induced during a hydraulic stimulation of a geother-
mal reservoir in Fenton Hill, USA. In December 1983, about21, 000 m3 water
were injected at wellhead pressures close to50MPa. During the61 h injection
period, about 9000 locatable microearthquakes were detected. (a) Distribution of
source locations (color corresponds to event occurrence time after the begin of in-
jection) and (b) correspondingr− t diagram. Co-injection seismicity is shown in
dark grey color, post-injection seismicity in light grey color. Solid black line de-
notes triggering front curve according to Equation (2.4). The estimated hydraulic
diffusivity is D = 0.17m2/s.
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microseismic data from hydraulic stimulation of a geothermal reservoir in
Fenton Hill, New Mexico (USA), in December 1983. The aim of the massive,
high-pressure fluid injection was to create fluid pathways and hence to enhance
the rock permeability. For this purpose, over21, 000 m3 water were pumped
during about 60h at wellhead injection pressures of48 MPa into granitic
rock (Phillips et al., 1997). More than 11,000 locatable microearthquakes were
detected by the installed downhole station network, from which about 9000
occurred during the period of injection (Phillips et al., 1997). The distribution of
hypocenters is shown in Figure 2.1(a). The area of microseismic activity forms
an elongated zone, strikingN355◦ and dippingE70◦. Figure 2.1(b) shows the
r − t diagram of induced microearthquakes (distance to injection point versus
occurrence time). The spatio-temporal evolution clearly obeys a diffusional
behavior. The corresponding signature, the parabolic triggering front curvert(t),
well limits the cloud of induced microearthquakes. It can beused to determine
the hydraulic diffusivityD of the hydraulically stimulated reservoir. Rearranging
of Equation (2.4) providesD = 0.17m2/s as the most representative estimation.

In a second example, microseismic data were collected at theEuropean Hot-
Dry-Rock geothermal reservoir test site in Soultz-sous-Forêts (France). A
series of hydraulic stimulations using several boreholes have been performed
between 1989 and 2004. Figure 2.2(a) shows source locationsof about12, 000
microearthquakes which were induced during the fluid injection experiment in
June/July 2000. In this experiment, more than22, 000 m3 fluid (brine and water)
were injected within six days using stepwise increasing flowrates which caused
a slight build-up of wellhead injection pressures from11 MPa to 14 MPa
(Dyer, 2001). At the time of injection stop, the microseismicity cloud covers a
rock volume of approximately 500× 1600× 1200m3, its principal direction
strikesN156◦ and it dipsW72◦. The correspondingr− t diagram of the induced
microearthquakes is shown in Figure 2.2(b). The triggeringfront curve provides
an estimate for hydraulic diffusivity ofD = 0.15m2/s.

Occasionally, the assumption of isotropic conditions in respect to fluid transport
properties is not fulfilled in real situations. One can recognize from both presented
examples that the distribution of microearthquakes hypocenters is to some extent
aligned to pre-existing structures, such as fractures, joints and faults. This clearly
demonstrates a preferred direction of fluid migration primarily parallel to the di-
rection of maximal horizontal stress. It can be inferred from this observation that
the reservoir rock is anisotropic in respect to its fluid transport properties. In a
homogeneous but anisotropic medium, the diffusion equation can be written in a
more general form:
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Time [h]

(a)

(b)

Figure 2.2: Microearthquakes induced during a hydraulic stimulation of a geother-
mal reservoir in Soultz-sous-Forêts, France. In June/July2000, about22, 000m3

water were injected at wellhead pressures between11 and14 MPa. During the
141 h injection period, about 12,000 locatable microearthquakes were detected.
(a) Distribution of source locations (color corresponds toevent occurrence time
after the begin of injection) and (b) correspondingr − t diagram. Co-injection
seismicity is shown in dark grey color, post-injection seismicity in light grey color.
Solid black line denotes triggering front curve according to Equation (2.4). The
estimated hydraulic diffusivity isD = 0.15m2/s.
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∂p

∂t
= Dij

∂

∂xi

∂

∂xj
p i, j = 1, 2, 3 , (2.5)

which takes into account the directional dependence of hydraulic diffusivity.
Then, in anisotropic media the triggering front equation takes the following form
(Shapiro et al., 1999) :

r =

√
4πt

~nTD−1
ij ~n

. (2.6)

HereD−1
ij is the inverse of the diffusivity tensor and~nT is the transposed of~n =

~r/|~r|. Equation (2.6) can be rewritten in the principal coordinate system of the
diffusivity tensor (i.e.Dij becomes diagonal):

x21
D11

+
x22
D22

+
x23
D33

= 4πt. (2.7)

Scaling thexi coordinates by
√
4πt one obtains an ellipsoidal equation for the

triggering front:

xsi =
xi√
4πt

=⇒ x2s1
D11

+
x2s2
D22

+
x2s3
D33

= 1, (2.8)

with its half-axes equal to the square roots of the principalvalues of diffusivity
Dii.

Let us again have a look at the two examples of fluid-induced microseismicity.
The following results are obtained if the real reservoir conditions are approxi-
mated by an anisotropic medium. For both injection sites, Fenton Hill as well as
Soultz-sous-Forêts, an ellipsoid which encloses the majority of microearthquakes
is defined using the algorithm proposed by Rindschwentner (2001). Accord-
ing to Equation (2.8), the principal components of the tensor of hydraulic dif-
fusivity can be derived from such an ellipsoidal envelope. The ellipsoid pre-
sented in Figure 2.3(a) is obtained as best-fit solution for the scaled seismic-
ity cloud induced during the reservoir stimulation in Fenton Hill. In source
location coordinate system it is defined by a strike direction of N340◦ and a
dip of E63◦. The ellipsoid is represented by the tensor of hydraulic diffusivity
D = diag(0.7, 2.0, 0.9) · 10−1m2/s. Figure 2.3(b) shows the ellipsoid for the
cloud of microearthquakes induced during the hydraulic stimulation in Soultz-
sous-Forêts. In this case, it is orientedN156◦ but its longest half-axis is in near
vertical plane. In fact, the dip angle of the ellipsoid isW80◦. The tensor of diffu-
sivity is found to beD = diag(0.4, 1.6, 3.2) · 10−1m2/s.
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(a) (b)

Figure 2.3: Cloud of microearthquakes together with fittingellipsoid with its half-
axes representing the tensor of hydraulic diffusivity. Source coordinates are scaled
by

√
4πt and rotated to principal coordinate system (X, Y, Z) of the diffusivity

tensor. The center of ellipsoid is the injection source point. (a) Fenton Hill and
(b) Soultz-sous-Forêts.
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2.3 Triggering Controlled by Non-Linear Pore Pres-
sure Diffusion

Recently published works by Shapiro and Dinske (2009a) and Shapiro and Dinske
(2009b) have shown that the triggering of seismicity described in the previous sec-
tion can be seen as an asymptotic situation of a rather general non-linear diffusion
problem. The relaxation of a pore pressure perturbation dueto fluid injections
can be explained using the two following fundamental equations. One of those
expresses the conservation of mass, that is the continuity equation:

∂φρ

∂t
= −∇~Uρ, (2.9)

with φ being the porosity of the rock,ρ being the density and~U the filtration
velocity of a pore fluid. The second one is Darcy’s law:

~U = −K
η
∇p. (2.10)

In this equation, the filtration velocity is related to a porepressure perturbation
which is factorized by the tensor of rock permeability,K, and the dynamic vis-
cosity of the pore fluid,η. In Equation (2.9), the time dependency ofφρ should
be proportional to the perturbation of pore pressurep and it can be replaced by
φρ = ρ0pS, whereρ0 is a reference fluid density andS is a poroelastic compli-
ance (Shapiro and Dinske, 2009b). Both Equation (2.9) and Equation (2.10) can
be combined to derive a general diffusion equation:

∂p

∂t
=

ρ

ρ0S
∇
(
K

η
∇p
)
. (2.11)

Introducing hydraulic diffusivityD = ρK
ρ0ηS

and considering ad− dimensional
spherically coordinate system with the center at the injection point, then the fol-
lowing equation is obtained:

∂p

∂t
rd−1 =

∂

∂r
D rd−1 ∂

∂r
p. (2.12)

Due to non-linearities of fluid-rock interaction permeability and hence hydraulic
diffusivity become pressure dependent. This pressure dependency is assumed to
be of a power-law type, that isD = D(p) = (n+ 1)D0p

n, wheren is an index of
the grade of non-linearity (Shapiro and Dinske, 2009b):n = 0 corresponds to the
problem of linear diffusion whereas a largen describes the problem of strongly
pressure dependent diffusion.
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If a non-linear diffusion process is described by Equation (2.12), then a general
form of the triggering front can be derived using Barenblattdimensional analysis
(Barenblatt, 1996; Shapiro and Dinske, 2009b):

rt ∝ D0Q
n
0 t

n(i+1)+1. (2.13)

Here the quantityQ0 is defining the strength of the injection source, that is
Q0 = Qi(t)/((i + 1)SAdt

i) under the assumption of a power-law type flow rate
Qi(t). The factorAd is a geometrical constant with values corresponding to the
dimension of the problem under consideration, which means,if d = 1, 2, or 3
thenAd = 2Ar, 2πh, or 4π (Ar is the cross section of an infinite straight rod,
h is height of a homogeneous plain layer). If, for example, theflow rate of an
injection is constant and a diffusional process takes placein a3D space, then the
source strength isQ0 = Qi/4πS and it has dimension of[Pa ·m3s−1].

The generality of relation (2.13) is shown in the following considerations. If the
hydraulic diffusivity is independent on pressure, then thenon-linearity indexn
equals zero. In such condition, relation (2.13) simplifies to rt ∝

√
Dt. This

corresponds to the ’classical’ triggering front equation (see Equation (2.4)) in the
case of microearthquake triggering by linear pore pressurediffusion. For strongly
non-linearities of the diffusion process the general triggering front takes the form

rt ∝
(
Q0t

(i+1)
)1/d

. This proportionality represents the seismicity triggering front
which is valid for both ’classical’ one-dimensional hydraulic fracturing as well as
volumetric three-dimensional hydraulic fracturing.

Fluid-Rock Interaction and its Effect on Hydraulic Fractur ing

A single-planar hydraulic fracture is the most simple type of fluid-forced frac-
turing of reservoir rock. The created hydraulic fracture, however, can become
more complex depending on characteristics of the pre-existing natural fracture
system. If, for example, multiple diverse-oriented natural fracture networks exist
in the reservoir, then the fluid migrates in those different fracture networks and
accordingly opens new fracture volume (see Figure 2.4). In such a situation,
primary branches (in direction of maximum horizontal stress) and secondary
fairways develop (Fisher et al., 2005) and consequently form a 3D hydraulic
fracture body.
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Figure 2.4: Illustration of hy-
draulic fracture complexity (af-
ter Fisher et al., 2005). Frac-
tures can be categorized as sim-
ple (classical description), com-
plex, or very complex. The
classical description is a single-
planar bi-wing crack with the
wellbore at the center of the two
wings whereas very complex
fractures result from interaction
of the injected fluid with mul-
tiple oriented pre-existing frac-
ture systems.

Let me resume the general relation of the triggering front which is found for the
condition of non-linear pressure diffusion:

rt ∝
1/(dn+2)

√
D0Qn

0 t
n(i+1)+1. (2.14)

I have mentioned that the indexn describes the grade of non-linearity of a dif-
fusion process. It is intuitively to recognize that by hydraulic fracturing fluid
transport properties of the reservoir rock become stronglynon-linear which re-
sults in the asymptotic situation ofn → ∞: The opening of a fracture causes a
sudden increase of about several orders of magnitude in permeability. Hence the
injected treatment fluid can be transported faster to the fracture tip. This special
characteristic implies that the diffusion constant of the diffusion equation becomes
pressure dependent as indicated by Equation (2.12). The induced seismicity, as a
response to the forced fluid-rock interaction, shows then a typical behavior in its
spatio-temporal evolution. If the case of a simple, single-planar hydraulic frac-
ture is considered, then the dimensionality indexd equals1 and relation (2.14)
simplifies to:

rt ∝ Q0 t
i+1 =

QI t
i+1

Ar(i+ 1)S ti
, (2.15)

and for constant injection flow rate (i = 0), it further reduces to:

rt ∝ Q0 t =
QI t

Ar S
, (2.16)
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Figure 2.5:r− t diagram of mi-
croearthquakes induced during
hydraulic fracturing of tight gas
sandstone formation. The linear
with time growth of the micro-
seismicity cloud indicates that
the created fracture body can
well be described as a single-
planar (simple) fracture. Fig-
ure is taken from Fischer et al.
(2008).

The two expressions show that the position of the triggeringfront rt is controlled
by the injected fluid volumeVI = QIt. This is in agreement with the interpreta-
tional model that I will introduce in Chapter 4. Additionally, they suggest a linear
proportionality between growth of a microseismicity cloudand injection time.
This characteristical feature is indeed observed. Figure 2.5 exemplifies ar − t
diagram of microearthquakes resulting from hydraulic fracturing in tight-gas
sandstone reservoir. Evidently, the fracturing-induced microseismicity is linearly
correlated in its spatio-temporal evolution during injection.

Let us now consider the case of volumetric hydraulic fracturing resulting in the
very complex fracture type as illustrated in Figure 2.4. In such a situation, the
dimensionality isd = 3 and relation (2.14) then takes the form:

rt ∝
3
√
Q0 ti+1 = 3

√
QI ti+1

4π(i+ 1)S ti
, (2.17)

respectively:

rt ∝
3
√
Q0 t =

3

√
QI t

4πS
, (2.18)

if the flow rate is kept constant during injection. Again, thetwo relations
demonstrate a link between seismicity triggering front, orin other words, the
outer limit of the seismically active region, and injected fluid volume. In contrast
to single-planar fractures, the position of the triggeringfront here depends on the
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Figure 2.6: Hydraulic treatment data of a fracturing stage in Barnett Shale forma-
tion in Fort Worth Basin, Texas.

cubic root of injection time respectively on the cubic root of injected fluid volume.

To emphasize the relations found for seismicity triggeringfronts by volumetric
hydraulic fracturing one more case study of induced microseismicity is con-
sidered. Here I present part of data that were collected during a large fracture
diagnostic project undertaken in Summer 2001 in Forth WorthBasin, Texas
(USA) (Maxwell et al., 2009). The project was aimed to provide a clearer
understanding of the highly complex fracture behavior in the Barnett Shale
formation (Fisher et al., 2005). The gas-bearing shale rockis characterized
by a porosity of three to five percent and an extremely low permeability of
the order of10−21 − 10−19 m2 (1 − 100 nanoDarcy) (S. Maxwell, personal
comm.). Hydraulic fracturing is therefore extensively used to produce gas from
the practically impermeable Barnett Shale formation.

In the following, one particular fracture treatment is considered in more detail.
During approximately5.5 h of injection, 2840 m3 of water were pumped at
high flow rates of about150 l/s (Figure 2.6). The measured injection wellhead
pressure slightly increased from40MPa to 42MPa during the treatment. About
900 locatable microearthquakes, from which 844 occurred during injection, were
recorded by the installed seismic monitoring system. The temporal evolution
of induced microearthquakes is illustrated in Figure 2.7 and Figure in 2.8. The
evolution clearly demonstrates that the injected fluid opens a complex fracture
network in the shale formation which is indicated by the non-planar growth of the
microseismicity cloud in all three dimensions.
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Figure 2.7: Map view of microseismicity resulting from hydraulic fracturing in
Barnett Shale. Time slices showing the temporal evolution of the cloud. They
indicate that the pressurized fluid opens a very complex pre-existing fracture net-
work within the reservoir formation.
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Figure 2.8: Depth view of microseismicity resulting from hydraulic fracturing in Barnett Shale. Again, time slices areshown
as in Figure 2.7.
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Figure 2.9:r − t diagram of microearthquakes induced during hydraulic fractur-
ing in Barnett Shale. Co-injection seismicity is shown in dark grey color, post-
injection seismicity in light grey color. Dashed black linedenotes triggering front
curve according to Equation (2.4), whereas solid black linedenotes position of
the triggering front according to relation (2.18). The latter provides a better fit
to the data confirming the cubic root dependency on time in case of volumetric
hydraulic fracturing.

This volumetric growth of fracture and related microseismicity therefore implies
that the position of the triggering front should obey the cubic root dependency in a
r− t diagram. Figure 2.9 shows the microearthquakes in space-time domain. One
can clearly observe that the upper envelope of the microseismicity cloud does
not follow a square root of time dependence but rather the expected cubic root
dependency.

2.4 Seismicity Back Front

So far I have discussed the occurrence of microearthquakes associated with an
active fluid injection. However, one could have noticed fromthe presented case
studies that fluid-induced microseismicity continues after the stop of injection.
This observation can be explained with the concept of the back front of micro-
seismicity. It was introduced by Parotidis et al. (2004) based on the idea of pore
pressure diffusion.

It is assumed that post-injection microseismic events are also triggered by a
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diffusional process of relaxation of pore pressure perturbations. Intuitively,
decreasing pore pressures lead to rock strengthening and therefore only positive
changes of pore pressure perturbations are able to induce microseismicity. It
means that no further microearthquakes can occur in a pointr =

√
x2 + y2 + z2

of the medium after the pore pressure perturbationp(r, t) has reached its maximal
value. In other words, the spatio-temporal position of the pore pressure maximum
after injection stop defines the minimal distance of a microearthquake to occur.
This distance defines the back front of fluid-induced seismicity rbf(t). In a
space-time diagram of the induced microearthquakes it corresponds to the lower
envelope of post-injection seismicity.

To find a mathematical formulation for the back front of induced seismicity, one
has to consider the analytical solution of the diffusion equation of pore pressure
perturbation. Let us assume, for example, that the pore pressure is perturbed
only in one dimension,r = x. If a isotropic, homogeneous, porous medium is
considered, then the solution of the diffusion equation fortimes smaller than the
shut-in time (t ≤ t0) is given by Carslaw and Jaeger (1973):

p(x, t) = q0

√
t

πD
· exp(−x

2

4Dt
)− q0

x

2D
· erfc( x√

4Dt
), (2.19)

whereas for times larger than the shut-in time (t > t0) the following solution can
be derived:

p(x, t > t0) = U − V with : (2.20)

U = q0

(√
t

πD
· exp(−x

2

4Dt
)−

√
t− t0
πD

· exp( −x2
4D(t− t0)

)

)

V = q0
x

2D
·
(
erfc(

x√
4Dt

)− erfc(
x√

4D(t− t0)
)

)
.

In the two equations,erfc = 1− erf is the complementary Gaussian error func-
tion andq0 is the strength of an injection point source. The pore pressure max-
imum, which separates regions of positive and negative porepressure changes,
corresponds to the mathematical condition that the time derivative of Equation
(2.20) equals zero:

∂p(x, t > t0)

∂t
=

q0√
4πDt

· exp(−x
2

4Dt
)− q0√

4πD(t− t0)
· exp( −x2

4D(t− t0)
) = 0.

(2.21)
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Solving this condition for distancesx provides the equation for the back front of
fluid-induced seismicity:

xbf (t) =

√
2D t(

t

t0
− 1) ln(

t

t− t0
). (2.22)

The diffusion constantD represents the diffusivityDf of hydraulically stimulated
systems. The back front of seismicity can therefore be evaluated for character-
izing fluid transport properties of a reservoir. Equation (2.22) is similar to those
equations which have been derived by Parotidis et al. (2004)under considera-
tion of a diffusion problem in two-dimensional and in three-dimensional space,
respectively:

2D : rbf (t) =

√
4D t(

t

t0
− 1) ln(

t

t− t0
),

3D : rbf (t) =

√
6D t(

t

t0
− 1) ln(

t

t− t0
). (2.23)

Let me go back to the examples of fluid-induced microseismicity from Fenton
Hill, Soultz-sous-Forêts, and Barnett Shale. Ther − t diagrams presented in Fig-
ure 2.10 show a part of clouds of induced microearthquakes ofthe three data sets.
Following the injection stop, a region of seismic inactivity evolves at the bore-
hole and then enlarges with ongoing time. According to the concept of seismicity
back front, this region is the area where pore pressure is decreasing and trigger-
ing of microearthquakes becomes improbable. In the presented case studies, the
back front signature is clearly developed in the presented examples. It can fur-
ther be used to determine the hydraulic diffusivity as it is indicated by Equation
(2.22)/(2.23) which should be of the same order of magnitudeas the diffusivity
estimate obtained from the seismicity triggering front signature.
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(a)

(b)

(c)

Figure 2.10: r − t diagrams
of induced microearthquakes re-
sulting from hydraulic stimula-
tion respectively fracturing of
a reservoir. To emphasize the
back front signature only a part
of the induced microseismic-
ity cloud is presented. Co-
injection seismicity is shown in
light grey color, post-injection
seismicity in dark grey color.
Solid black lines denote back
front curve according to Equa-
tion (2.22)/(2.23). (a) Fenton
Hill: seismicity back front pro-
vides hydraulic diffusivityD =
0.17 m2/s which is equal to the
estimate from triggering front
in isotropic approximation. (b)
Soultz-sous-Forêts: hydraulic
diffusivity D = 0.04 m2/s is
equal to least principal compo-
nent of diffusivity tensor ob-
tained from triggering front in
anisotropic approximation. (c)
Barnett Shale: seismicity back
front provides hydraulic diffu-
sivity D = 0.2 m2/s character-
izing the permeability of the cre-
ated fracture.



Chapter 3

Seismicity Induced by Fluid
Injections with Time-Dependent
Source Strength

3.1 Introduction

In the previous chapter, it was shown that triggering mechanisms of fluid-induced
seismicity can well be approximated with a diffusional process of relaxation of
pore pressure perturbations which are caused by the injected fluid. An analysis of
spatial and temporal dynamics of the induced seismicity supports this conclusion
and contributes to the understanding of underlying physical processes. Typical
signatures that confirm the diffusive nature are, for example, the parabola-like
triggering front and back front of seismicity. Further evidences are related to the
seismicity rate, to the spatial event density distribution, and to the characteristics
of magnitudes of microseismic events. Based on the concept of pressure diffusion,
the so-calledSBRCapproach (Seismicity Based Reservoir Characterization) was
introduced (e.g. Shapiro et al., 1997, 2002, 2003, 2005). Itcombines heuristic as
well as deterministic methods for analyzing microseismic data which can gener-
ally be used to estimate the fluid transport properties of a hydraulically stimulated
reservoir.
In the deterministic analysis, the main hypothesis of theSBRCapproach, that is
pore pressure diffusion as the controlling process for seismicity triggering, is de-
scribed by a statistical model (Parotidis and Shapiro, 2004; Shapiro et al., 2005).
The probabilityP (Ev,~r, t) of a microearthquake to occur until a given timet and
location~r = (x, y, z) is equal toP (C(~r) ≤ p(r, t)). It means that this occurrence
probability is equal to the probability of the critical porepressureC(~r) necessary
for triggering a microearthquake to be smaller than or equalto the pore pressure

35
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perturbationp(r, t). Under the condition that the injection-induced pore pressure
perturbation is a non-decreasing function this probability becomes:

P (Ev, r, t) =

∫ p(r,t)

0

f(C) dC. (3.1)

In this equation,f(C) is the probability density function (PDF ) of critical pore
pressure. It is given asf(C) = 1/(Cmax − Cmin) = 1/dC, if a uniform distribu-
tion of criticalityC(~r) is assumed. The criticality field characterizes the strength
of pre-existing fractures at which shear events can occur. It is bounded byCmax,
specifying most stable, andCmin, specifying most unstable fractures, respectively.
In this case, Equation (3.1) results in:

P (Ev, r, t) = p(r, t)/dC. (3.2)

This equation shows that the probability of triggering a microearthquake is
directly proportional to the pore pressure perturbation. The pore pressure
perturbationp(r, t) can be obtained by solving the partial differential equation
of diffusion. Analytical solutions of the diffusion equation are known for the
condition of constant strength of a fluid injection source (Carslaw and Jaeger,
1973). This special condition is approximately fulfilled byseveral hydraulic
reservoir stimulations (for instance, in Fenton Hill (House, 1987), in Ogachi
(Hori et al., 1999) and at the KTB site (Shapiro et al., 2006b)). However, in cases
where the constant source condition does not meet the designparameters of an
injection experiment the application ofSBRCmethods under the assumption of
constant source strength would give inaccurate results. Such a situation applies
to, for example, the reservoir stimulation performed in Basel in December 2006,
where flow rates have been increased in several steps which caused an injection
pressure build-up from10MPa to 30MPa (Häring et al., 2008).

In this chapter, an analytical solution of the diffusion equation is presented which
considers the special problem of a linearly increasing injection source strength.
The obtained solution is then used to find mathematical expressions for the seis-
micity rate and for the cumulative number of induced microearthquakes. Next,
the derived equations are verified by numerically solving the diffusion equation
and then generating synthetical microseismicity. In the third part of this chap-
ter, heuristic as well as the modified deterministicSBRCmethods will be applied
to the microseismic data collected during the hydraulic stimulation of the Basel
geothermal reservoir. The different methods allow for independently estimating
the hydraulic diffusivity respectively permeability on a field-scale. In addition, the
SBRC methods enable an evaluation of the stability of pre-existing fracture sys-
tems of the stimulated reservoir by reconstructing the critical pressures of induced
microearthquakes.
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3.2 Analytical Formulations

Before the case of a time-dependent source strength of fluid injections is consid-
ered, I will begin this section with a brief review of the fundamental equations
which are valid for the condition of constant source strength.

3.2.1 Pore Pressure Perturbation Resulting From Constant In-
jection Source Strength

In Chapter 2.2, it was already shown that in homogeneous, isotropic, fluid-
saturated, porous media the partial differential equationof linear pressure dif-
fusion is given as:

∂p(r, t)

∂t
= D∇2p(r, t), (3.3)

with pore pressure perturbationp(r, t), scalar hydraulic diffusivityD and distance
to the source pointr =

√
x2 + y2 + z2. If an injection point source with con-

stant strengthq switched on at timet = 0 is considered, then the solution of the
diffusion equation in3D space becomes (Carslaw and Jaeger, 1973):

p(r, t) =
q

4πDr
· erfc

(
r√
4Dt

)
, (3.4)

whereerfc(z) = 1− erf(z) = 2/
√
π
∫∞
z
e−t2dt is the complementary Gaussian

error function. Rothert and Shapiro (2007) have shown that in real situations
the point source condition can be approximated by an equivalent source strength
q = q0 = 4πD a0 p0, wherea0 is the radius of a spherical surface on which a
constant injection pressurep0 is applied. In the case of a finite injection source
switched off at timet = t0 the 3D solution of the diffusion equation for times
t > t0 becomes (Parotidis et al., 2004) (see also Figure 3.1):

p(r, t > t0) =
q

4πDr
·
[
erfc

(
r√
4Dt

)
− erfc

(
r√

4D(t− t0)

)]
. (3.5)

Both Equation (3.4) and Equation (3.5) allow to analytically calculate the pore
pressure perturbation which is caused by a fluid injection with a constant injection
pressure. In the next section, it will be shown how these equations change if the
applied injection pressure becomes time-dependent.
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3.2.2 Pore Pressure Perturbation Resulting From Non-
Constant Injection Source Strength

Now, a solution of the diffusion equation will be derived where a non-constant
injection source strength is taken into account. In particular, the special problem
of linearly increasing injection pressures during the hydraulic treatment will be
considered. Generally, a solution of Equation (3.3) for point sources has the form
(Carslaw and Jaeger, 1973):

p(r, t) =
1

8(πD)3/2

∫ t

0

ψ(t̃) e
−r2

4D(t−t̃)
1

(t− t̃)3/2
dt̃. (3.6)

The source variable can be written asψ(t) = q0 + qtt with q0 being a time-
independent constant source strength, which can also be zero, andqt being the
rate of source strength increase, which is assumed to be a constant gradient. The
source strengthψ(t) is hence a linear with time increasing function. The solution
for the constant termq0 is known (see Chapter 3.2.1), it is therefore sufficient to
consider the time-dependent term only:

p(r, t) |nonconst=
qt

8(πD)3/2

∫ t

0

t̃ e
−r2

4D(t−t̃)
1

(t− t̃)3/2
dt̃. (3.7)

Simplifying the integral by replacing integration variable, τ = (t − t̃)−1/2, and
solving the integral one obtains:

p(r, t) |nonconst=
qt

8πD2r
(r2 + 2Dt) · erfc( r√

4Dt
)− qt

√
t

4(πD)3/2
· e−r2

4Dt . (3.8)

Finally, summation of Equation (3.4) and Equation (3.8) gives the analytical so-
lution of the diffusion equation for a time-dependent source function representing
a linearly increasing injection pressure:

p(r, t) = (
q0 + qtt

4πDr
+

qtr

8πD2
) · erfc( r√

4Dt
)− qt

√
t

4(πD)3/2
· e−r2

4Dt (3.9)

Let us now consider the migration of pore pressure perturbations after switching
off the injection source, that isp(r, t) for times t larger the injection stop time
t0. The solution given in Equation (3.9) is valid for continuous sources only.
An expression forp(r, t > t0) can be found with the following idea which is
illustrated in Figure 3.1. The switch-off of the injection source is simulated by a
summation of two source functions:
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Figure 3.1: Left: Blue lines are continuous pressure functions illustrating the
input functions for deriving solutions of the diffusion equation valid for constant
sources. For timest larger than injection stop timet0 a negative pressure function
has to be applied in order to simulate the switch-off of the source. The red line
shows the sum of the two input function that gives a source strength of finite time.
Right: Equivalent sketch for a linearly increasing source strength.



40 CHAPTER 3. TIME-DEPENDENT INJECTION PRESSURES

1. q0 + qtt for all t, and

2. −(q0 + qt(t− t0) + qtt0) for t > t0 and zero fort ≤ t0

In such a way, the resulting injection source becomes limited to finite timest ≤ t0
and then the following solution to the problem of non-constant strength is found:

p(r, t > t0) = (
q0 + qtt

4πDr
+

qtr

8πD2
) · erfc( r√

4Dt
)− qt

√
t

4(πD)3/2
· e−r2

4Dt

−
[
(
q0 + qt(t− t0) + qtt0

4πDr
+

qtr

8πD2
) · erfc( r√

4D(t− t0)
)− qt

√
t− t0

4(πD)3/2
· e

−r2

4D(t−t0)

]

(3.10)

Both Equation (3.9) and Equation (3.10) completely describe the propagation of
a pore pressure perturbation in a 3D volume caused by an injection source of
linearly increasing strength and finite time.

To illustrate the differences of the two solutions for constant source and non-
constant source, respectively, the pore pressure perturbation p(r, t) is calculated
using the following parameters:

• source termsq0 = 4πDa0p0 andqt = 4πDa0pt with

– constant injection pressurep0 = 10MPa

– pressure gradientpt = 50 Pa/s

• effective source radiusa0 = 1m

• injection durationtI ≤ t0 = 4 · 105 s

• hydraulic diffusivityD = 0.05m2/s

Figure 3.2 shows pore pressure profiles as functions of time and distance, respec-
tively. The profile lines for both constant and non-constantsource run nearly
identical for small times, and they split as expected with ongoing injection du-
ration where the effect of the pressure gradientqt becomes increasingly signifi-
cant. It is evident from the figure that, if non-linear interactions are excluded, the
penetration depth of pore pressure perturbations is only controlled by hydraulic
diffusivity and injection duration but the magnitude of theperturbation is strongly
influenced by the applied injection pressure, in particularin distances close to
the source point. This is confirmed by comparing contour mapsof pore pressure
perturbations which are presented in Figure 3.3.
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(a) (b)

Figure 3.2: (a) Pore pressure profiles for constant injection source pressure
(dashed lines) and for linearly increasing injection source pressure (solid lines)
as function of distance to source point. (b) Pore pressure profiles as function of
time. Vertical dashed line marks time of injection stop.
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Figure 3.3: (a) Isolines of perturbation of the pore pressure field caused by a
constant injection source strength and (b) by linearly increasing injection source
strength.



42 CHAPTER 3. TIME-DEPENDENT INJECTION PRESSURES

3.2.3 Pore Pressure Related Signatures of Fluid-Induced Seis-
micity

Back front of seismicity

In Chapter 2.4, I have already mentioned that occurrence of microseismicity even
after stop of an injection is a well known phenomenon. It was observed in many
locations of fluid injection, such as in Fenton Hill (Parotidis et al., 2004) and in
Soultz-sous-Forèts (Delepine et al., 2004). At first, I briefly recall the concept of
the back front of fluid-induced seismicity introduced by Parotidis et al. (2004).
Intuitively, microseismic events are only probable if porepressure increases be-
cause a decreasing pore pressure leads to rock strengthening. From Figure 3.3 one
can notice that at the time of switching off the source, neither the pore pressure
is immediately relaxed nor it is decreasing everywhere in the medium. Therefore
microearthquakes can still continue to occur after injection stop but their locations
are restricted to the region of positive pore pressure changes. This means that the
back front is defined by the isosurface of zero pore pressure changes which sepa-
rates the domains of positive and negative pressure changes. For a constant source
strength, it was shown that the back front of seismicity in a 3D volume is given
as:

rbf =

√
6Dt(

t

t0
− 1)ln(

t

t− t0
). (3.11)

A simple formulation for the back frontrbf where a linearly increasing source
strength is considered can not be derived. However, the plotof isolines of changes
of pore pressure perturbationsdp/dt, which is presented in Figure 3.4, shows only
minor deviation of the isoline of zero change,dp/dt = 0, from the back front
parabola which is calculated according to Equation (3.11).Thus, it is reasonable
to conclude that usage of Equation (3.11) results in a negligible inaccuracy. In the
following considerations of seismicity rate and cumulative event number, how-
ever, I will refer the term back frontrbf to the radius of the isoline / isosurface of
zero pore pressure change,dp/dt = 0.

Seismicity rate and cumulative event number

Using the probability based approach (Parotidis and Shapiro (2004)), the solutions
of the diffusion equation given in Equation (3.9) and Equation (3.10) allow to
calculate the seismicity rate during injection,R(t ≤ t0), and after switching off
the injection source,R(t > t0), respectively. The seismicity rate is defined as the
number of induced events per unit time. The following integral has to be applied
to find the expressions for both ratesR(t ≤ t0) andR(t > t0):
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Figure 3.4: Isolines of changes of pore pressure perturbations dp/dt (colored
lines) and back frontrbf according to Equation (3.11) (thick black line). Although
this equation is valid for the condition of constant injection source strength one
notice only minor differences between the isolinedp/dt = 0 andrbf .

R(t) =
ζ

dC

∫

V

∂p(r, t)

∂t
d3r =

4πζ

dC

∫ b

a

r2 · ∂p(r, t)
∂t

dr, (3.12)

where1/dC = 1/(Cmax − Cmin) is the probability density function of critical
pressuresC(~r). In the statistical model of the triggering of fluid-inducedmi-
croearthquakes, the criticality specifies the fracture stability which is uniformly
distributed between a maximum criticalityCmax (most stable fractures) and a
minimum criticalityCmin (most unstable fractures). The quantityζ is the vol-
ume concentration of pre-existing fractures. The integration limits are defined by
the seismically active rock volume:a andb are the time-dependent radii of isosur-
faces of pore pressure perturbation corresponding to the values of maximum and
minimum criticality, respectively. Fort > t0, the radius of the back front replaces
the radius of pore pressure iso-surface of the value ofCmax in the lower integration
limit (Langenbruch and Shapiro, 2009). In Figure 3.5 the time-dependent radii of
the seismically active volume are illustrated in ar − t diagram of fluid-induced
microearthquakes.
First, the equation for the seismicity rate before the injection source is switched
off is derived. The time derivative of Equation (3.9)

∂p(r, t)

∂t
|t≤t0=

q0
8(πDt)3/2

· e−r2

4Dt +
qt

4πDr
· erfc( r√

4Dt
) (3.13)
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Figure 3.5:r − t diagram of microearthquakes along with bounds of the seismi-
cally active volume: radius of the isosurface of pore pressure perturbation with the
of value minimum criticality,rCmin

(t), radius of the isosurface of pore pressure
perturbation with the value of maximum criticality,rCmax(t), and radius of back
front, rbf (after Langenbruch and Shapiro, 2009).

is introduced into Equation (3.12) and solving the integralgives the seismicity rate
during injection:

R(t ≤ t0) =
ζ

dC
(R1 +R2) with : (3.14)

R1 = −b(q0 + qtt)√
πDt

· e−b2

4Dt + (q0 + qtt−
b2qt
2D

) · erf( b√
4Dt

) +
b2qt
2D

R2 =
a(q0 + qtt)√

πDt
· e−a2

4Dt − (q0 + qtt−
a2qt
2D

) · erf( a√
4Dt

)− a2qt
2D

wherea has to be substituted byrCmax(t) and b by rCmin
(t). Next, the post-

injection period is considered, that is timest larger than the stop timet0. The time
derivative of Equation (3.10)

∂p(r, t)

∂t
|t>t0=

q0
8(πDt)3/2

· e−r2

4Dt − q0 + qtt0
8(πD(t− t0))3/2

· e
−r2

4D(t−t0)

+
qt

4πDr
[erfc(

r√
4Dt

)− erfc(
r√

4D(t− t0)
)]

(3.15)

is introduced into Equation (3.12) and the following expression is obtained for the
seismicity rate after switching off the injection source:
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R(t > t0) =
ζ

dC

4∑

i=1

Ui − Vi (3.16)

with U1 =
−(b(q0 + qtt))√

πD
√
t

· e−b2

4Dt

U2 = (q0 + qtt−
b2qt
2D

) · erf( b√
4Dt

)

U3 =
a(q0 + qtt)√

πD
√
t

· e−a2

4Dt

U4 = −(q0 + qtt−
a2qt
2D

) · erf( a√
4Dt

)

and V1 =
−(b(q0 + qtt))√
πD

√
t− t0

· e
−b2

4D(t−t0)

V2 = (q0 + qtt−
b2qt
2D

) · erf( b√
4D(t− t0)

)

V3 =
a(q0 + qtt)√
πD

√
t− t0

· e
−a2

4D(t−t0)

V4 = −(q0 + qtt−
a2qt
2D

) · erf( a√
4D(t− t0

)

wherea has to be substituted bymax{rCmax(t), rbf(t)} andb by rCmin
(t).

Equation (3.14) and Equation (3.16) are full solutions of the integral for the com-
putation of the seismicity rate. Occasionally, it can be useful for the calculation of
seismicity rates to consider the whole volume where pore pressure changes occur.
It means that the seismically active region is not bounded byvalues of maximum
and minimum criticality:Cmax is larger than the maximum injection pressure and
Cmin equals zero. Such a situation was introduced as a reference case by Langen-
bruch and Shapiro (2009). The integration limitsa andb in Equation (3.12) then
become0 and∞ for timest ≤ t0 respectivelyrbf and∞ for t > t0. The solutions
of the integral hence simplify to:

R(t ≤ t0) =
ζ

Cmax
(q0 + qtt) (3.17)

and
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R(t > t0) =
ζ

Cmax
(U − V ) with : (3.18)

U = (q0 + qtt) ·
√

6

π
(
t

t0
− 1)ln(

t

t− t0
)(

t

t− t0
)
− 3

2
t
t0 ·
(
(

t

t− t0
)
3
2 − (

t

t− t0
)
1
2

)

V =

(
q0 + qtt− 3qtt(

t

t0
− 1)ln(

t

t− t0
)

)
·

·
[
erf

(√
3

2
(
t

t0
− 1)ln(

t

t− t0
)

)
− erf

(√
3

2
(

t

t− t0
)(
t

t0
− 1)ln(

t

t− t0
)

)]

The effect of different set-ups of criticality on the seismicity rate is now investi-
gated. This allows to deduce how the rate of seismicity evolves in dependence on
the stability of fractures. For this purpose, a reference rate is calculated according
to Equation (3.17) and Equation (3.18) and then compared to rates which are
calculated according to Equation (3.14) and Equation (3.16) using varying values
of minimum and maximum criticality. Figure 3.6 illustratesthe result. On the one
hand, one can notice that an increased value of minimum criticality leads to fewer
events per time-step in relation to the reference rate. The seismicity rate is more
gently rising during injection whereas it decays faster in the post-injection period.
Therefore a higher minimum criticality addresses as expected a more stable
fracture system. On the other hand, values of maximum criticality below the
maximum of pore pressure perturbation,Cmax < p(r, t), result in the interesting
observation that the rate is still rising even though the injection has already been
stopped. Such situations represent rather unstable fracture systems.

The cumulative number of induced microearthquakesNev at a timet can be ob-
tained by summation of the seismicity rate until timet. The summation reads in
integral form:

Nev(t) =

∫
R(t)dt. (3.19)

Introducing the definition of seismicity rate, Equation (3.12), yields for the cumu-
lative event number:

Nev(t) =
ζ

dC

∫

V

p(r, t)d3r =
4πζ

dC

∫ b

a

r2p(r, t)dr (3.20)

First, solving the integral for timest ≤ t0 the cumulative number is then given as:
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(a)

(b)

Figure 3.6: Comparison of seismicity rates which are calculated for different sce-
narios of fracture stability. (a) Effect of increasing minimum criticality (more
stable fracture system), and (b) effect of decreasing maximum criticality (more
unstable fracture system).
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Nev(t) =
ζ

dC
[N1 +N2]

r=b
r=a with : (3.21)

N1 =
q0
D

(
r2

2
− Dtre

−r2

4Dt

√
πDt

+ (Dt− r2

2
) · erf

(
r√
4Dt

))

N2 =
qtt

D

(
r2

2
+

r4

16Dt
− Dtre

−r2

4Dt

√
πDt

(
r2

4Dt
+

1

2
) + (

Dt

2
− r4

16Dt
− r2

2
) · erf

(
r√
4Dt

))

wherea has to be substituted byrCmax(t) andb by rCmin
(t). For timest larger

than the injection stop timet0 the cumulative number of microearthquakes can be
obtained by the following equation:

Nev(t > t0) = Nev(t)−
ζ

dC
[N1 +N2 +N3]

r=b
r=a with : (3.22)

N1 =
q0
D


r

2

2
− D(t− t0)re

−r2

4D(t−t0)

√
πD(t− t0)

+ (D(t− t0)−
r2

2
) · erf

(
r√

4D(t− t0)

)


N2 =
qtt

D


r

2

2
+

r4

16D(t− t0)
− D(t− t0)re

−r2

4D(t−t0)

√
πD(t− t0)

(
r2

4D(t− t0)
+

1

2
)




N3 =
qtt

D

(
(
D(t− t0)

2
− r4

16D(t− t0)
− r2

2
) · erf

(
r√

4D(t− t0)

))

wherea has to be substituted bymax{rCmax(t), rbf(t)} andb by rCmin
(t).
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3.3 Numerical Verification

Numerical modeling is applied in order to verify the derivedanalytical solution
for pressure diffusion in the case of linearly increasing source strength. For this
purpose, the commercial software package COMSOLR© TM is used to numerically
solve the diffusion equation. The outcome of the modeling, that is the spatio-
temporal distribution of the pore pressure perturbations,forms the base for the
simulation of fluid-induced microearthquakes.

3.3.1 Modeling Approach

A comprehensive description of the modeling approach of fluid-induced seismic-
ity which is used here is given in Rothert (2004). In the following, the procedure
of numerical modeling and generation of synthetical microearthquakes is briefly
outlined (see also Figure 3.7):

• Step 1: model creation
Prior to numerically evaluate injection induced pore pressure perturbations
a model set-up has to be defined. For this purpose, I consider a3D model
space with physical dimensions of3000m in each direction. The hydraulic
diffusivity D is homogeneously distributed over the whole model space and
a value of0.05m2/s is assigned to it. In the center of the cube the source is
placed which is an injection pressure cavity with a radiusa0 of 3 m. From
the source, fluid injection pressurepI is liberated satisfying the following
initial and boundary conditions:

pI(a0, t = 0) = 0 pI(a0, t) = ptt for t ≤ t0,

with pressure gradientpt = 50 Pa/s and injection stop timet0 = 4 · 105
s. r is the radial distance to the source defined as the vector norm|~r| =√
x2 + y2 + z2. The initial condition for the pore pressurep(r, t) in the

whole model domain is set to:

p(r ≥ a0, t = 0) = 0,

whereas along the surface of the model space,∂Ω, a Dirichlet boundary
condition is defined in such a way that there is fixed zero pore pressure:

p(∀r ∈ ∂Ω, t) = 0.

• Step 2: equation solving
The partial differential equation of time-dependent linear pressure diffusion
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is solved using the FE (finite element) method (Gallagher, 1975) which is
implemented in COMSOLR© TM. The finite element modeling is done for a
total timet = 360 h = 1.296·106 s, with a sample interval∆t = 3600 s. As
a result, it provides the spatio-temporal evolution and distribution of pore
pressure perturbationsp(x, y, z, t) on the nodes of the irregularly spaced
element grid. Afterwards, the obtained numerical solutionis interpolated
to regularly spaced cells which is required for further processing. The3D
model with a length ofx = y = z = 800 m is subdivided into 64 evenly
sized cubes where each cube consists of50×50×50 cells. Hence, the total
number of cells in the whole model is8 million.

• Step 3: criticality field
Once the perturbed pore pressure field caused by an injectionhas been ob-
tained synthetical microseismicity can be generated. For this purpose, a
failure, respectively microearthquake triggering criterion, has firstly to be
introduced. In accordance with the concept ofSBRC, which argues that the
in-situstress state of rocks in the upper Earth crust is close to a critical state
of failure equilibrium, a criticality fieldC(~r) is defined. In the model, the
state of stability of pre-existing defects (such as faults,fractures, fissures)
is characterized by assigning a critical value of pore pressure C to each
cell. These critical pressures are statistically homogeneous and randomly
distributed on the complete ensemble of cells.

• Step 4: seismicity triggering
The triggering of seismicity is now realized by comparing the pore pressure
perturbationp(r, t) and the critical pressureC(~r) for each cell and for each
time step. If at a timet = te the increasing pore pressure exceeds the local
criticality value in a point~re then this point becomes the hypocenter of a
microearthquake with source timete:

p(~re, te) ≥ C(~re) =⇒ event(xe, ye, ze, te)

Once an event occurred in a certain point no additional microearthquakes
are triggered at this position. It concludes from the assumption that recharg-
ing of critically stressed defects due to processes such as stress corrosion,
tectonical loading and deformation is much slower than the process of pore
pressure diffusion (Shapiro et al., 2007). Finally, the obtained synthetical
cloud of microearthquakes can further be analyzed, for instance, its spatio-
temporal characteristics and the rate of seismicity.
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Figure 3.7: (Page 51) Work flow of generating synthetical fluid-induced mi-
croearthquakes using numerical modeling. After a model set-up has been defined,
the differential equation of linear pressure diffusion is numerically solved with the
FE method to obtain the pore pressure perturbation (top left). A criticality field is
then defined which statistically characterizes the strength of pre-existing fractures
(top right). A comparison of pore pressure perturbation andcriticality provides a
cloud of microearthquakes (middle) which can be analyzed using ar− t diagram
(bottom left) or its seismicity rate (bottom right)

3.3.2 Comparison of Modeling Results with the Analytical So-
lution

In a first step, pore pressure perturbationsp(r, t) that have been obtained from the
analytical as well as the numerical solution of the diffusion equation are compared
with each other. The parameters for the calculation are the same as used in the FE
modeling:

• source termsq0 = 4πDa0p0, qt = 4πDa0pt

– constant injection pressurep0 = 0 Pa

– pressure gradientpt = 50 Pa/s

• effective source radiusa0 = 3m

• injection durationtI ≤ t0 = 4 · 105 s

• hydraulic diffusivityD = 0.05m2/s

Figure 3.8(a) shows pore pressure profiles as function of distance to the source
point for different times. In such a presentation, one can examine the temporal
evolution of the spatial distribution of pore pressure perturbations. It is clearly
identifiable from the figure that the profile lines well coincide for both solutions.
In Figure 3.8(b) the pore pressure perturbation is plotted as function of time for
different distances to injection source. Again, one can seea good agreement
between analytical and numerical solution although minor deviations are recog-
nizeable, in particular for the50 m profile line during the post-injection phase
(timest > t0). But, the overall deviations are in the order of the grade ofaccuracy
of the numerical modeling.

In a next step, the modeled pore pressure perturbation is used to generate mi-
croearthquakes as explained before. The synthetical microseismicity allows for
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(a) (b)

Figure 3.8: (a) Pore pressure profiles from numerically solving the diffusion equa-
tion (dashed lines) and from the analytical solution (solidlines) as function of
distance to source point. (b) Pore pressure profiles as function of time. Vertical
dashed line marks time of injection stop.

further testing the derived analytical equations. Here therate of seismicity is con-
sidered in more detail. Using Equation (3.14) and Equation (3.16) the seismicity
rate is calculated for different scenarios of fracture stability and then compared
to an equivalent modeled seismicity rate. The result is presented in Figure 3.9.
One can notice from the figure that both analytically and numerically determined
seismicity rates well correlate for the shown setups of criticality limits.

3.4 Application to Basel Data

In 1996, Geopower Basel AG and its contractor Geothermal Explorers Ltd.
started to establish a new geothermal site in Basel, Switzerland, to produce heat
and electric energy (Häring et al., 2008). The city of Basel is located at the
southern end of the Upper Rhine Graben system where it intersects the fold and
thrust belt of the Jura Mountains. The area represents a positive geothermal
anomaly in Central Europe with an estimated reservoir temperature of about
190◦C in 5 km depth (Häring et al., 2008). The geological and tectonical setup
of the region is illustrated in Figure 3.10. The Rhine Grabenis part of the
Cenozoic European Rift system, a failed extensional rift structure extending
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Figure 3.9: Comparison of seismicity rates for two different set-ups of fracture
stability: (a)Cmin = 500 Pa andCmax = 1 MPa, (b) Cmin = 10, 000 Pa and
Cmax = 1 MPa. Red bars represent the seismicity rates obtained by numerical
modeling and black lines represent analytically calculated seismicity rates accord-
ing to Equation (3.14) and Equation (3.16).
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Figure 3.10: Schematic geological and tectonical map of thesouthern Upper
Rhine Graben. Lower part shows the seismic monitoring network: black circles
mark the positions of seismic stations. In addition, information on installation
depth and geological formation are given for each station (after Häring et al.,
2008).
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from Norway (Oslo Graben) to the Mediterranean Sea in south of France (Rhone
Graben) (Eisbacher, 1996). As a consequence of its tectonicevolution, the Upper
Rhine Graben forms a weakness zone which is documented by significant natural
seismic activity (Deichmann and Giardini, 2009). It is noteworthy in this context
that the strongest historically known earthquake in Europenorth of the Alps
occurred in Basel in 1356. The dominant mechanism of recent natural seismicity
in the area is controlled by the Alpine compression (Dyer et al., 2008) resulting
from large-scale collision between the African and the European continental
plates.

After completion of drilling borehole Basel-1 into the granitic basement, a
hydraulic stimulation to enhance the permeability of the reservoir was performed
in December 2006. Within six days of fluid injection, about11, 500 m3 water
were pumped at stepwise increased flow rates up to60 l/s and maximum
wellhead pressures of∼ 30MPa (Figure 3.11). The installed seismic monitoring
system consists of six permanent and one temporary 3-component downhole
geophones (Figure 3.10). After its automatic detection thehypocenter location of
a microearthquake was determined by a grid-search algorithm using P and S wave
traveltimes and a 1D velocity model. A detailed descriptionof data acquisition,
processing and event localization is given in Dyer et al. (2008).

During the period of injection, approximately 14,000 microearthquakes were de-
tected by the monitoring system from which about 2300 have been located in near
real-time. The hypocenter distribution of the microearthquakes is shown in Fig-
ure 3.12. The event cloud forms an elongated zone of seismic activity striking
N160◦E. This dominant orientation is sub-parallel to the direction of maximal
horizontal stressSHmax which was estimated from borehole breakouts and from
drilling induced tensile fractures (Dyer et al., 2008). It clearly demonstrates a pre-
ferred direction of fluid migration in the direction of maximum horizontal stress. It
means that fluid transport properties are expected to be anisotropically distributed
in the reservoir. The dimension of the microseismic cloud isapproximately850
m in strike direction,250 m perpendicular to the direction of strike, and1000
m in vertical direction. An interesting feature of the induced seismicity can be
identified from the depth distribution of hypocenters. Considering the temporal
evolution of the event cloud one can see that although it was intended to pressur-
ize the complete open hole section (OHS,4378 m − 4749 m) the injected fluid
entered the reservoir rock only in the upper part of the OHS (Figure 3.12). Dyer
et al. (2008) reported that the temporally installed geophone got stuck in4422
m depth prior to the stimulation. However, well logging during water injection
revealed that the open hole section was not hydraulically locked. Therefore a
zone of higher permeability at this depth range can be concluded. It is confirmed
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Figure 3.11: Hydraulic treatment data of the Basel geothermal reservoir stimu-
lation in 12/2006. The upper part of the figure shows injection pressure (dashed
line) and downhole pressure (solid line). The lower part shows flow rate (solid
blue line) and cumulative injected volume (dashed blue line). Red line represents
fluid out-flow of the borehole Basel-1 which was opened after an event with lo-
cal magnitudeML = 3.4 occurred. The reason for opening the borehole was
to avoid further microearthquakes with a significant magnitude by decreasing the
overpressure in the reservoir.
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by acoustic borehole imaging which has shown that the fracture density decreases
with depth, from0.3 to0.2 per meter, as well as the presence of a major cataclastic
zone at4450m (Häring et al., 2008).

Figure 3.12: Source locations of microearthquakes inducedduring the injection
period (02.12.-08.12.2006). Color corresponds to event occurrence time (in days),
the red point in map view marks well location, black and red line in depth views
mark trajectory of injection well and open hole section, respectively. Upper right
plot shows the rose diagram of fracture orientation which indicates the direction
of maximum horizontal stressSHmax (after Häring et al., 2008).

3.4.1 Heuristic Analysis

At first, it is intended to apply the concept of triggering fronts as described in
Chapter 2.2 to the Basel microseismic data. In such a way, onegets an idea
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about the magnitude of hydraulic properties of the reservoir. Moreover, the esti-
mate of the tensor of hydraulic diffusivity is later needed for transferring the mi-
croearthquakes from an anisotropic medium to an effectively isotropic medium.
This transfer is necessary since an isotropic distributionof hydraulic diffusivity is
assumed in the derived equations for a deterministic analysis.

Diffusivity estimate from isotropic approximation

Although one notices from the alignment of induced microearthquakes that hy-
draulic properties of the reservoir are anisotropic, a scalar diffusivity is firstly
derived using the spatio-temporal evolution of microseismicity. For this purpose,
the induced microearthquakes are presented in ar − t diagram, that is a plot of
minimum distance between injection source and hypocenter location of each mi-
croearthquake as function of its occurrence time (Figure 3.13(a)). Also shown in
Figure 3.13(a) are the triggering front curve and the back front curve which have
been fitted to the data points according to Equation (2.4) andEquation (2.23),
respectively. Both envelopes of the seismic cloud yield a hydraulic diffusivity
D = 0.06m2/s as the most representative estimation.
Another possibility to estimate the hydraulic diffusivityprovides an analysis of

event density in ar − t grid (Figure 3.13(b)). The number of microearthquakes
is counted in each grid cell whose dimensions are1.3h × 13m. Triggering front
and back front curves are then fitted in such a way that they limit the region with
high event density. This procedure yields the following result. As in the case of
a regularr − t diagram, one value for the hydraulic diffusivity can be derived
from both enveloping curves. A hydraulic diffusivity of theorder of0.05m2/s is
obtained by investigating the event density in ar − t grid.

Diffusivity estimate from anisotropic approximation

In the next step, the real situation of heterogeneously distributed diffusivity is
approximated by an anisotropic but homogeneous medium. Forsuch a situation,
the triggering front of seismicity is given by Equation (2.6). Diagonalization of
the diffusivity tensor in this equation results in an ellipsoidal equation in which
the source coordinates of microearthquakes are scaled by the square root of their
occurrence times (see Equation 2.8). The half-axes of the ellipsoid are equal to
the square roots of components of the diffusivity tensor in principle coordinate
system,D11,D22 andD33.

An ellipsoidal envelope to the scaled microseismic cloud isnow determined by
applying the algorithm which has been proposed by Rindschwentner (2001). Mi-
croearthquakes which occurred in the period of strongly reduced flow rates prior
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(a)

(b)

Figure 3.13: (a)r− t diagram of induced microearthquakes and (b) event density
in a r − t grid. In (a) and (b) triggering and back front curves are plotted. The
onset of triggering front curve is shifted to account for thelow flow rate in the
beginning of injection (compare with Figure 3.11).



3.4. APPLICATION TO BASEL DATA 61

Figure 3.14: Cloud of induced microearthquakes in principal coordinate system
(X, Y, Z) together with fitting ellipsoid with its half-axes representing the tensor
of hydraulic diffusivity. X, Y, and Z axis are equally scaled. Center of ellipsoid is
distinct fluid entry point at4422m depth.

to the injection stop (see Figures 3.11) are treated as post-injection events and
are therefore not processed. The ellipsoid shown in Figure 3.14 is obtained as
best fit to the data. In source location coordinate system, the ellipsoid is defined
by a strike direction of150◦ and a dip angle of89◦. The strike angle is close to
the direction ofSHmax, but the longest half-axis of the ellipsoid is in the vertical
plane. It is coherent since the magnitude of vertical stressSV is lower than the
magnitude of maximum horizontal stressSHmax (see Häring et al., 2008). It can
be concluded that pre-existing fractures are likely vertically oriented and aligned
with the direction ofSHmax. The half-axes of the ellipsoid yield the hydraulic
diffusivity tensor:

D =




0.6 0 0
0 2.9 0
0 0 5.2


 · 10−2m

2

s

One can also notice from Figure 3.14 an asymmetry of the microseismic cloud
in the vertical plane with respect to the injection point. Itmeans that the center
of the cloud is shifted upwards and therefore being above thefluid entry zone.
The lower number of microearthquakes with increasing depth(compared to the
opposite direction) is caused by higher vertical stressesSV which acts against the
pore pressure perturbation. Despite this observation, I conclude that the estimated
diffusivity tensor is reasonable and it is in accordance with the estimate from the
isotropic approximation.
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3.4.2 Deterministic Analysis

In the following, I will utilize the derived equations for pore pressure perturba-
tion, seismicity rate and cumulative number of microearthquakes (introduced in
Chapter 3.2) for a reservoir characterization.

Spatial event density

The first method that is applied to the Basel data considers the spatial density
distribution of induced microearthquakes. The method was proposed by Shapiro
et al. (2005), and it is based on the statistical model of fluid-induced microseis-
micity. We have seen in the introduction of this chapter thatthe event probability
is directly proportional to the pore pressure perturbation, P (Ev, r, t) ∝ p(r, t),
in case this perturbation is non-decreasing. It means that acomparison of the
injection-induced pore pressure perturbation given by Equation (3.9) with the
observed spatial event density allows for estimating the hydraulic diffusivity.

Figure 3.15: Frequency-magnitude dis-
tribution of induced microearthquakes.
The distribution is used to define the
magnitude of completeness,Mc, which
is 0.6 for the Basel catalog (marked by
the dashed line).

The event density is determined by applying the following procedure to the lo-
cated microearthquakes. Since isotropic reservoir conditions are considered, the
microseismic data have to be preprocessed to correct for theobserved anisotropy.
The source coordinates of microearthquakes are rotated andscaled to transfer the
microseismic cloud from hydraulically anisotropic conditions into an equivalent
cloud in an effectively isotropic medium (see Shapiro et al., 2003). The rotation
matrix and the scaling factors, which are the inverse squareroots of the principal
components of the diffusivity tensor, have been determinedas described in Chap-
ter 3.4.1. In addition, only microearthquakes are considered that have a magnitude
above the magnitude of completeness. Thus, the incompleteness of the earthquake
catalog due to the magnitude-distance detection thresholdis taken into account.
The threshold value is derived from the frequency-magnitude distribution of in-
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duced microearthquakes. For the Basel injection, such a distribution provides a
completeness magnitudeMc = 0.6 (Figure 3.15). After preprocessing the data,
the event density can be calculated. Microearthquakes are counted in concentric
spherical shells centred at the injection point (Figure 3.16). The radius increment
is kept constant in this routine. Therefore the total event number in each shell has
to be scaled by the shell volume. The resulting scaled numbers are then normal-
ized to the maximum value.

Figure 3.16: Sketch to illustrate the proce-
dure of spatial event density: (I) counting
microearthquakes (grey crosses) in spheri-
cal shells (black circles) centered at the in-
jection point (red point), (II) scaling event
numbers by shell volumes and (III) normal-
izing to maximal scaled number.

In the next step, the pore pressure perturbationp(r, t) is calculated according to
Equation (3.9) with following parameters for the source term q = q0 + qttI :

• source termsq0 = 4πD a0 p0 andqt = 4πD a0 pt

– constant injection pressurep0 = 11.5MPa

– pressure gradientpt = 48 Pa/s

– p0 andpt are derived by linear regression of the measured injection
pressure (Figure 3.17)

• effective source radiusa0 = 2.38m

– spherical surface equivalent of a cylindrical surface which is an open
hole section with lengthh ∼ 45m (main zone of fluid entry, see Figure
3.18)

• injection timetI = 4 · 105 s

– time interval of significant and non-decreasing flow rates (Figure 3.17)

The hydraulic diffusivityD in Equation (3.9) is then varied to correlate the
normalized pore pressure perturbation with the observed normalized spatial event
density. The result is shown in Figure 3.19. Depending on theselected shell
radius, best possible matches are obtained with hydraulic diffusivity ranging from
D = 0.055m2/s toD = 0.07m2/s.
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Figure 3.17: Flow rates and injection pressures of the Baselreservoir stimulation
performed in 12/2006. The red line represents approximatedlinear rising pressure
function withp0 = 11.5MPa andpt = 48 Pa/s (obtained by linear regression).
Begin and end of red line mark the time interval which is considered in our anal-
ysis. It covers the period of significant and non-decreasingflow rates.

(a) (b)

Figure 3.18: Histogram of depth distribution of induced microearthquakes, (a)
during the first half day and (b) during the first day of injection. The histograms
demonstrate that significant microseismic activity is not occurring below 4425m
in the considered time intervals. Since the open hole section of Basel-1 starts at a
depth of4379m, it means that main zone of fluid entry covers approximately the
first 46m of the complete open hole section.
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Figure 3.19: Observed spatial event density as function of distance to injection
point. Event densities are calculated for varying shell radii ranging from15 m
(top left) to 40 m (bottom right). Theoretical curves represent normalized pore
pressure perturbations according to Equation (3.9).
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Figure 3.20:r− t diagram of rotated and scaled microearthquakes induced during
the time interval under consideration along with isolines of pore pressure per-
turbation. The pore pressure perturbationp(r, t) is calculated using a hydraulic
diffusivity D = 0.055m2/s.
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Figure 3.20 shows the rotated and scaled cloud of induced microearthquakes in
the space - time domain. In addition, isolines of the inducedpore pressure pertur-
bationsp(r, t) are presented. The combined presentation allows for quantifying a
lower bound and an upper bound of critical pore pressures,Cmin andCmax. The
critical pore pressureC(r) defines the value of pore pressure perturbation that
must be exceeded in a given pointr of the medium to trigger a microearthquake
at exactly this position. Pressure perturbations below thethreshold valueCmin are
not sufficient to induce microseismic events. The isosurface (respectively isoline)
of pore pressure perturbation with the value of maximum criticality corresponds
to the distance below which all possible fractures have already ruptured. In other
words, the whole medium is brought to failure ifp(r, t) equalsCmax and no fur-
ther microearthquakes can be triggered. Ther − t diagram shows that during
injection the upper envelope of microseismicity roughly coincides with the iso-
line of pore pressure perturbationp(r, t) = 5000 Pa (Figure 3.20). Furthermore,
a region of seismic inactivity below the isolinep(r, t) = 1 MPa can be identi-
fied. Both bounding isolines hence provide estimates of controlling parameters of
the seismically active volume during the injection, that areCmin ∼ 5000 Pa and
Cmax ∼ 1MPa. However, one should note that the obtained result can be biased
by location uncertainties and by magnitude-distance detection threshold.

Seismicity rate and cumulative event number

In contrast to the spatial event density, which can only be determined for localized
events, the catalog of detected microearthquakes will be considered for an analysis
of seismicity rate and cumulative event number. Figure 3.21shows observed and
calculated seismicity rates. Both rates are normalized to the time moment where
flow rates have been significantly reduced, that ist = t0 = 400, 000 s. The bars
represent number of detected microearthquakes per one hour. The black curve
is calculated according to Equation (3.14) and Equation (3.16). The hydraulic
diffusivity and the criticality limits are chosen to match the observed seismicity
rate and to be in agreement with before estimated values. Thebest possible fit
results in a hydraulic diffusivityD = 0.065 m2/s. Minimum and maximum
criticality areCmin = 6000 Pa andCmax = 0.75MPa, respectively.
However, one can notice deviations between both experimental and analytical
seismicity rate, in particular during the first half of injection. If the fluid flow
rate is additionally shown in this figure, then an interesting characteristic can be
observed. The triggering of induced seismicity reacts verysensitive to the applied
injection flow rates. Moreover, the two rates run nearly parallel if both are normal-
ized to timet = 400, 000 s. The cumulative number of microearthquakes along
with the injected fluid volume show a similar behavior (Figure 3.22).
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Figure 3.21: Seismicity rate of induced microearthquakes normalized by its value
at time t0 = 400, 000 s. Red bars mark number of detected events per hour
and black line denotes analytical seismicity rate. The analytical rate is calcu-
lated according to Equation (3.14) and Equation (3.16) withcriticality parame-
tersCmax = 0.75 MPa andCmin = 6000 Pa, and with a hydraulic diffusivity
D = 0.065m2/s. Dashed blue line denotes injection flow rate.

Figure 3.22: Normalized cumulative number of microearthquakes. Red line marks
the observed cumulative number, black line denotes analytical cumulative number
which is calculated according to Equation (3.21) and Equation (3.22) with param-
eters as given in the caption of Figure 3.21. Dashed blue linedenotes cumulative
volume of injected fluid.
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Figure 3.23: Normalized cumulative number of microearthquakes induced after
shut-in. Red line marks the observed cumulative number, dashed black lines de-
note analytical cumulative numbers which are calculated according to Equation
(3.22). To achieve good correlation between theoretical curve and observed curve,
one has to consider an interval of minimum criticality,Cmin, ranging from9500
Pa to 5500 Pa.

Nevertheless, Figure 3.21 and Figure 3.22 demonstrate thatprediction and ob-
servation well coincide in the post-injection phase. Therefore the cumulative
number of microearthquakes induced after the injection stop is considered for
a characterization of reservoir parameters (Note that the shut-in time is at about
430, 000 s, compare with Figure 3.17). The decay characteristic of detected mi-
croearthquakes requires special data matching, such that the best possible fit pro-
vides not only one definite value for the minimum criticalitybut rather an interval
from 5500 < Cmin < 9500 Pa (Figure 3.23). Precisely, it means that shortly
after the shut-in of injection a good correlation is achieved using a diffusivity
D = 0.055m2/s and minimum criticalityCmin = 9500 Pa for the calculation of
the cumulative number whereas with ongoing timeCmin decreases to5500 Pa.
Probably, the observed special behavior of seismicity decay is caused by two dif-
ferent sets of pre-existing fractures as reported by Dyer etal. (2008) and as it can
also be identified from the hypocenter distribution (map view in Figure 3.12). The
two fracture systems are assumed to be statistically represented by individual en-
sembles of uniformly distributed criticality. Depending on their alignment with
respect to the direction of maximum horizontal stress, the two fracture systems
can likely be characterized by different values for minimumcriticality. However,
also unimodal- or Weibull-distributed critical pore pressures can lead to the ob-
served phenomenon of induced seismicity in Basel. Later in this chapter, it will
be investigated whether numerical modeling provides an explanation.
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3.4.3 Numerical Verification of Results

The idea is to validate the obtained estimates for the hydraulic diffusivity and the
criticality limits on the basis of finite element (FE) modeling and synthetically
generated microseismicity. The individual steps of the modeling approach have
been already described in Chapter 3.3.1. The here presentedmodels differ with
respect to the source function that has been applied in the numerical modeling.
Further parameters such as model dimensions, observation time and hydraulic
diffusivity (D = 0.055m2/s) are the same in all models.

• Model 1: pressure gradient I

Figure 3.24: Source function applied in
Model 1:

– p0 = 11.5 MPa

– pt = 48 Pa/s

– tI = 400, 000 s

• Model 2: pressure gradient II

Figure 3.25: Source function applied in
Model 2

– p0 = 0 MPa

– pt = 50 Pa/s

– tI = 400, 000 s

• Model 3: Basel pressure

Figure 3.26: Source function applied in
Model 3

– measured wellhead (injection) pres-
sures

– tI = 430, 000 s

A cloud of microearthquakes is generated for each of the presented models using
criticality limits, that areCmin andCmax, which provide best possible correlation
with characteristics of detected microearthquakes in Basel. In Chapter 3.2.3, it
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Model Source Function Criticality Tectonic Events

Cmin Cmax potentialFt

1 pressure gradient I 9600 Pa 0.15MPa 0.61 · 109J 18,948

2 pressure gradient II 9500 Pa 0.08MPa 0.33 · 109J 13,920

3 injection pressure 104Pa 0.08MPa 0.33 · 109J 17,890

4 fluid mass flow 9000 Pa 0.09MPa 0.37 · 109J 13,621

Table 3.1: Set-up (source function and criticality range) and resulting event num-
ber of different realizations of the modeling. For a comparison, 13,494 events
were detected in Basel in the same time interval. Criticality values in Model 4
are rescaled (see text). The tectonic potential is given as the ratio of maximum
criticality and fracture volume concentration,Ft = Cmax

ζ
. The fracture volume

concentration in all models isζ = 2.44 · 10−4 1
m3 .

was demonstrated that the two limits have a dissimilar influence on the micro-
seismicity. The minimum criticality strongly affects the decay characteristic of
seismicity after injection stop whereas the number of induced microearthquakes
is mainly controlled by the value of maximum criticality andby the volume
concentration of pre-existing fractures. Table 3.1 summarizes the corresponding
values that have been used to obtain synthetical clouds of microseismicity.

The modeled seismicity rates are evaluated and compared to the detected rate
in Basel. One can notice from Figure 3.27 that in all models the maximum of
seismicity rate and its decay after injection stop well agree with the observations
from Basel (Figure 3.30). It means that criticality limits are properly defined
and they are also consistent with the result from the deterministic analysis. It is
important to say that the value of maximum criticality, which has been used to
generate synthetical microearthquakes, depends on the volume concentration of
fractures (that is number of cells in the model space dividedby the volume of
the model space).Cmax is therefore not directly comparable with the estimate
provided by the analytical solution. The more sensitive parameter for a com-
parison is the tectonic potential which was introduced as the ratio of maximum
criticality and fracture volume concentration,Ft = Cmax

ζ
(Shapiro et al., 2007).

Assuming that the measured fracture density can roughly be extrapolated to a
fracture volume concentration results inζBasel = (0.2 1

m
)3 = 8 · 10−3 1

m3 . The
tectonic potential then is0.13 · 109 J if Cmax is of the order of1MPa. Since the
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(a) (b)

(c) (d)

Figure 3.27: Seismicity rates resulting from different model set-ups (see Ta-
ble 3.1): (a) Model 1, (b) Model 2 and (c) Model 3. (d) For a comparison, the
rate of detected microearthquakes in Basel is shown.
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(a) (b) (c)

Figure 3.28: Comparison of normalized cumulative number ofmicroearthquakes:
(a) Model 1, (b) Model 2 and (c) Model 3. Red line marks the detected cumulative
number and black line the modeled cumulative number.

extrapolated fracture volume concentration is most likelyoverestimated it hence
gives an undervalued tectonic potential. I therefore conclude that analytically and
numerically obtained tectonic potentials are in a good agreement.

It is also evident from Figure 3.27, however, that seismicity rate during injection
and total number of induced microearthquakes differ in the presented models
and, if compared to the Basel data, none of those completely reproduces the
observed characteristics. The deviations can have following reasons. On the one
hand, the approximated linearly increasing function of injection pressure (used
in Model 1 and 2) simplifies the real situation. On the other hand, measurements
of injection pressures (used in Model 3) can be inaccurate due to near-borehole
effects including a non-linear fluid-rock interaction. A comparison of cumulative
numbers of synthetical microearthquakes with observed microearthquakes also
supports this conclusion (Figure 3.28).

These findings inspired the set-up of a fourth model where theinjection flow rate
has been used as a fluid mass source. Contrary to a possibly error-prone measure-
ment of injection pressures, the applied flow rate is a precisely known parameter.
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• Model 4: Basel mass flow rate

Figure 3.29: Source function applied in
Model 4

– mass flow (product of fluid flow rate
and fluid density)

– tI = 430, 000 s

The applicability of such a model set-up for numerically calculating the pore pres-
sure perturbation is confirmed by Rudnicki (1986). He rederived analytical so-
lutions of pore pressure diffusion for fluid mass point sources in linear elastic,
fluid-saturated, porous solid. The solutions emphasize therelation to solutions
of the diffusion equation for injection pressure point sources although they are
only presented for continuous injection at a constant rate.However, I assume that
the similarity between the two solutions is preserved for the condition of time-
dependent sources. According to Rudnicki (1986), the pore pressure perturbation
can be calculated with:

p(r, t) =
qf
ρ0D

A

4πr
· erfc

(
r√
4Dt

)
, (3.23)

whereqf is the fluid flow rate,A = (λu−λ)(λ+2µ)
α2(λu+2µ)

is a poroelastic constant including
Lamé moduliλ andµ for drained respectivelyλu for undrained response as well
as Biot-Willis coefficientα, andρ0 is fluid density. Comparing this equation to
the analytical solution for an injection pressure source (see also Chapter 3.2.1)

p(r, t) =
q

D

1

4πr
· erfc

(
r√
4Dt

)
(3.24)

with q = 4πDa0p0, yields the following relation between flow rateqf and injec-
tion pressurep0:

qf =
4πDa0p0ρ0

A
respectively p0 =

qfA

4πDa0ρ0
. (3.25)

The result demonstrates a direct proportionality with a constant factor that
depends on rock properties (diffusivity, poroelastic moduli), fluid density and
the effective injections source radius. This scaling factor has to be considered in
order to define the criticality limits,Cmin andCmax, for generating synthetical
microearthquakes.
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(a) (b)

Figure 3.30: (a) Seismicity rate of induced microearthquakes obtained for Model
4 and (b) comparison of normalized cumulative number of microearthquakes. Red
line marks the detected cumulative number and black line themodeled cumulative
number.

The resulting seismicity rate of microearthquakes obtained from Model 4 is il-
lustrated in Figure 3.30(a). The corresponding parametersCmin, Cmax andFt are
listed in Table 3.1. Several features, such as the step-likeincrease during injection,
the maximum of seismicity rate and the decay following the injection stop, well
coincide with the characteristics of the rate of detected microearthquakes (Fig-
ure 3.27(d)). A comparison of the cumulative event numbers presented in Figure
3.30(b) also shows this good agreement. It therefore confirms the correlation and
sensitivity of seismicity triggering and applied flow ratesin the case of the Basel
reservoir stimulation.

Reconstruction of critical pore pressures

The numerical modeling also allows to determine the critical pore pressure of
each microearthquake. This gives the possibility to reconstruct the probability
density function of criticality. At first, numerical modeling with the condition of
anisotropically distributed hydraulic diffusivity is performed to obtain the pore
pressure perturbation. Principal components of the diffusivity tensor,D11, D22

andD33, have been estimated in Chapter 3.4.1 and are accordingly assigned
to the model space. After the modeling, the4D field of numerically obtained
pore pressure perturbations,p(x, y, z, t), is compared to the hypocenters and
occurrence times of induced microearthquakes. The source locations are rotated
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into the principal coordinate system of the tensor of hydraulic diffusivity. In
this way, the critical pore pressure which was necessary to trigger a specific
microearthquake is found for the whole set of events.

Figure 3.31(a) shows the cloud of induced microearthquakes. Each seismic event
is color-coded according to its critical pore pressure. A similar representation is
chosen for the correspondingr − t diagram which is presented in Figure 3.31(b).
Since the two figures reveal nothing unexpected, highest critical pore pressures
are in the vicinity of the fluid entry point and lowest are at the edge of the mi-
croseismic cloud, the focus now is on reconstructing the distribution function of
criticality. For this purpose, the range of critical pore pressures is subdivided and
the number of microearthquakes induced during injection iscounted in each crit-
icality interval. The resulting histogram of critical porepressures in linear scale
and in equally spaced logarithmic scale is shown in Figure 3.32. One can notice
from this figure that the majority of microearthquakes were triggered by pressure
perturbations less than50, 000 Pa (Note that the second peak at200, 000 Pa in
Figure 3.32(b) is an artifact due to the equal spacing in logarithmic scale.). It is
clear that the histogram is not reflecting the distribution function.The rock volume
in which the pressure is perturbed, for instance, by1000 Pa is much larger than
the volume of perturbation of1MPa. Therefore the number of microearthquakes
in each interval has to be scaled with the respective volume to obtain the proba-
bility density function (PDF ) of criticality, f(C). In addition, thePDF has to
satisfy the condition that its integral over the range of critical pore pressures must
equal unity:

P [Cmin ≤ X ≤ Cmax] =

∫ Cmax

Cmin

f(C)dC = 1, (3.26)

This condition indicates that the probabilityP of a fluid-induced microearthquake
to have a critical pore pressure between minimum and maximumcriticality,
X ∈ [Cmin, Cmax], is equal to one.

The reconstructed probability density function of criticality is shown in Figure
3.32. Evidently, critical pore pressures are not uniformlydistributed on the pre-
existing fractures. Otherwise, thePDF would have a constant probability be-
tween minimum and maximum criticalityOne can notice from Figure 3.32 that
the probability of a microearthquake to occur at a pore pressure perturbation be-
tween approximately3000 Pa and13, 000 Pa is about three to four times larger
than at a higher perturbation and about two times larger thanat a lower perturba-
tion. Furthermore, the probability function indicates that maximum criticality is
in the order of1 MPa. It thus confirms the result obtained from the analytical
solutions. Following up the short discussion at the end of Chapter 3.4.2, the re-
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(a)

(b)

Figure 3.31: (a) Cloud of induced microearthquakes (02.12.-11.12.2006). Source
locations are rotated into principal coordinate system of the diffusivity tensor.
Microearthquakes are color-coded with their critical porepressure in the interval
1000 Pa to 0.3 MPa. Coordinate origin{0, 0, 0} marks dominant fluid-entry
point in4422m depth. (b)r− t diagram of microearthquakes. Color corresponds
to critical pore pressure in the interval1000 Pa to 0.3MPa.
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constructed probability density function of criticality allows no clear conclusions.
Either a superposition of two uniform distributions of criticality addressing two
differently oriented pre-existing fracture systems in theBasel reservoir or another
type of distribution of criticality, such as unimodal or Weibull, can explain the
reconstructedPDF of critical pore pressures. Therefore further investigations
are required to precisely determine the statistical characteristics of pre-existing
fractures in the Basel reservoir.

3.5 Summary and Conclusions

In many cases of borehole fluid injection experiments, injection pressures are
kept constant or vary only a little over time. In these situations, pressure diffu-
sion related signatures of fluid-induced seismicity can be examined and used for
a reservoir characterization in consideration of solutions of the diffusion equation
given by Carslaw and Jaeger (1973). If the condition of nearly constant injection
pressure is not fulfilled, like for example by the hydraulic reservoir stimulation
in Basel, application ofSBRCmethods, which base on the constraint of con-
stant source, produces inaccurate results. These methods thus require a modifi-
cation by introducing a set of equations which take into account a time-dependent
source strength. I have here presented an analytical solution of diffusion equation
valid for the special condition of linearly rising injection source pressure. The
derived equations for pore pressure perturbation, seismicity rate and cumulative
event number have been verified under usage of finite element modeling and syn-
thetically generated microseismicity. I have then appliedSBRCmethods, which
consider the spatial event density, the seismicity rate andthe cumulative num-
ber of induced microearthquakes, to obtain estimates for the hydraulic diffusivity
of the stimulated geothermal reservoir in Basel. Table 3.2 shows that the differ-
ent methods provide consistent results which are conform tothe results from the
heuristically based approach of seismicity triggering fronts. The hydraulic diffu-
sivity is proportional to the Darcy permeability of rock (Shapiro et al., 2003):

K =
η

N
D. (3.27)

With a dynamic viscosity of the pore fluid at reservoir temperature,
η(T = 190◦) = 1.75 · 10−4Pa · s, and an approximation of the poroelastic
modulus for granitic rock,N ≈ [ φ

Kf
+ α

Ks
]−1 ≈ 75 GPa (following parameters

have been used here: porosityφ = 0.01, Biot-Willis coefficient α = 0.47,
bulk moduli of waterKf = 3.3 GPa and solid constituentsKs = 45 GPa
(see Detournay and Cheng, 1993)), the permeability is in theorder of 150
micro −Darcy. This finding is in good agreement with a permeability estimate
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(a) (b)

(c) (d)

Figure 3.32: (Top) Histogram of critical pore pressures of induced mi-
croearthquakes. (Bottom) Reconstructed probability density function (PDF ) of
criticality. (Note that the accuracy of reconstructedPDF depends on the pre-
cision of hypocenter determination.) Figures (a) and (c): equally spaced linear
scale, representing 100 samples in the interval[100 Pa − 2 MPa]. Figures (b)
and (d): equally spacing in logarithmic scale, representing 100 samples in the in-
terval[log(100 Pa)− log(10MPa)]. The advantage is a higher resolution of the
presentation for critical pore pressures below100, 000 Pa.
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Method Diffusivity D [10−2m2

s
]

heuristic triggering front, isotropic 6.3

triggering front, anisotropic diag(0.6, 2.9, 5.2)

triggering front, effective-isotropic 3.7

deterministic back front 6.3

event density 5.5

seismicity rate 6.5

event number after shut-in 5.5

Table 3.2: Summary of estimates of hydraulic diffusivity ofthe stimulated
geothermal reservoir in Basel. The different methods of theSBRCapproach pro-
vide consistent results.

from hydraulic data analysis conducted before the stimulation. Häring et al.
(2008) give a value of10micro−Darcy for the rather undisturbed near-borehole
area. It means that the permeability is enhanced by more thanone order of
magnitude due to the hydraulic stimulation.

Furthermore, I have evaluated the strength of pre-existingfractures of the Basel
reservoir using the concept of criticality. According to the analytically as well as
numerically obtained results, I conclude that this strength is defined by a criticality
whose upper bound is below the maximum of pore pressure perturbation. It has
been demonstrated that in such a situation the seismicity rate will reach its peak
value after the injection is already stopped. In other words, the released seismic
energy per time step should also be largest shortly after injection stop. It means
that both higher number as well as larger magnitudes of induced microearthquakes
can occur in this time period. This phenomenon is indeed observed in Basel where
seismic events with largest magnitudes occurred after shut-in (Häring et al., 2008).
For the lower bound of criticality I have obtained the following result. Applica-
tion of the derived analytical equations to localized and detected seismicity yields
a minimum criticality ranging from5000 Pa to 9500 Pa. The latter value has
been confirmed by modeling synthetical microseismicity which provided consis-
tently defined criticality limits for all considered model set-ups. Determination
of the critical pore pressures of microearthquakes inducedduring injection and
reconstruction of the probability density function of criticality even give a lower
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value of less than1000 Pa. The different estimates are likely caused by sev-
eral factors, such as the consideration of hydraulically anisotropic or isotropic
condition, of co-injection or post-injection seismicity and of located or detected
microearthquakes. Interestingly, the reconstructed probability density function
of criticality yields non-uniformly distributed criticalpore pressures. It can be
interpreted either as a superposition of two uniform distributions with different
minimum and maximum criticality, or as a unimodal distribution with its maxi-
mum at about5000 Pa. Although the first interpretation can be concluded from
the presence of two distinct fracture systems, the latter one can not be excluded
and therefore further investigations are required.
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Chapter 4

Interpretational Model for
Single-Planar Hydraulic Fractures

4.1 Introduction

Hydraulic fracturing is the process of initiation and propagation of a fracture by
injecting fluid at high flow rates resulting in pressures higher than the minimum
horizontal stressShmin. It is one of several techniques for creating fractures
which, for instance, are used to enhance the productivity ofhydrocarbons, or
to develop waste disposal sites (Fehler et al., 1987; Block et al., 1994; Keck
and Withers, 1994). Since its introduction in the 1970’s, the passive seismic
monitoring has been used widely and successfully to estimate geometric param-
eters of hydraulic fractures (Albright and Pearson, 1982; Fehler et al., 1987;
Warpinski et al., 1995; Urbancic and Rutledge, 2000; Fischer et al., 2008).
The fracture azimuth, its lateral extension from the wellbore and its vertical
growth can be evaluated using microearthquakes recorded from the fractured
area during and after the injection. Relative source location techniques applied to
the induced seismicity provide high resolution images which allow for resolving
discrete fracture zones and better understanding source mechanisms of induced
microearthquakes (Phillips et al., 1997; Rowe et al., 2002).

The microseismic imaging provides not only a spatial map of the final geometry
of the fracture, it also has a significant potential to evaluate dynamic growth
processes and to characterize physical processes related to fluid forced fracturing
of reservoir rocks. Shapiro et al. (1997) introduced theSBRC(Seismicity Based
Reservoir Characterization) method for analyzing spatio-temporal characteristics
of fluid-induced microearthquakes. On the basis of linear diffusion of pore pres-
sure perturbations, theSBRC methods allow to determine hydraulic properties

83
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of the seismically active rock volume. The principle of these methods have been
presented in the previous chapter by means of analyzing fluid-induced seismicity
in a geothermal reservoir. However, the assumption of linear pressure diffusion
is violated by the process of fracturing of a reservoir. As already mentioned
in Chapter 2.3, fluid transport properties can strongly be enhanced by such an
operation which led to the conclusion that a consideration of pressure-dependent
hydraulic diffusivity has to be taken into account. In this case, a rather general
non-linear diffusion law characterizes more accurate the physical process and
mechanism of microearthquake triggering. The presented non-linear diffusion
equation, Equation (2.12), provides us with a proportionality relation of the
seismicity triggering front in dependence on the considered dimension of the
diffusion problem. In the case of single-planar hydraulic fractures, which are
in focus of this chapter, it predicts a linear with time behavior of the triggering
front if a constant flow rate is applied during injection. Thequestion arises how
one can interprete fracturing-induced seismicity. The difficulty here is twofold.
On the one hand, exact analytical solutions of the non-linear diffusion equation
do not exist for the special conditions of a fluid injection. On the other hand,
it should be intuitively to assume that other mechanisms canoccur in addition
to the fracturing process. Indeed, investigations of the dynamical evolution of
fracturing-induced seismicity in the distance - time domain show that triggering
of microearthquakes can be related to different processes:creation of new fracture
volume, loss of fracturing fluid due to its infiltration into reservoir rocks, and
diffusion of injection pressure into the surrounding rock and inside the fracture.

In this chapter an approach for interpretation of fracturing-induced seismicity
is proposed which can be applied to single-planar hydraulicfractures. It al-
lows to quantify both geometric as well as hydraulic characteristics of the frac-
tured system. Simultaneously, hydraulic properties of thevirgin reservoir can
be determined too. This approach is applied to microseismicdata recorded dur-
ing several hydraulic fracturing experiments in the Carthage Cotton Valley gas
field (Texas, USA). These well-documented fracturing experiments (e.g. Walker,
1997; Arco Exploration and Production Technology, 1997; Pinnacle Technolo-
gies, 1999; Rutledge and Phillips, 2003; Rutledge et al., 2004) allow testing of
my findings. Since the hydraulic treatments were performed under different con-
ditions, such as variations in treatment fluid, flow rate and proppant volume, influ-
ences of the treatment design on fracturing and induced seismicity can addition-
ally be studied by comparing the results of two distinct situations.
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4.2 Hydraulic Fracture Growth and Induced Seis-
micity

A hydraulic fracture will be initiated if the downhole pressure gets larger than
the minimal principal stress. The direction of propagationof a fracture is in
accordance with the orientation of the local stress field. Ina homogeneous
medium, the fracture grows perpendicular to the axis of minimal principal stress
(Hubbert and Willis, 1957). The hydraulic fracturing of a rock usually activates
microearthquakes. Their triggering mechanism is very similar to those one of
stimulation-induced seismicity. The injected fluid causesan increase of the pore
pressure and hence a decrease in the effective stress. In addition, the propagating
fracture affects the stress state in its immediate vicinitydue to tensile opening.
Microearthquakes are then triggered along pre-existing natural fractures that
are favorably oriented for slip (Pearson, 1981; Rutledge and Phillips, 2003;
Shapiro et al., 2006a). Recent studies by Sileny et al. (2008) have shown that
also microearthquakes are observed whose moment tensor solutions have only
volumetric components which indicate them as tensile events.

For the investigation of fracturing processes and corresponding signatures of
microseismicity it is firstly appropriate to consider a particular fracture geometry
model. In general, several models are known which can be subdivided into three
groups: planar2D, general and planar3D, and Pseudo-3D models (Economides
and Nolte, 2003). Since it is useful to start with a rather simple approximation
the group of planar2D geometry models will be considered in the following.
The fracturing-induced microseismic data that will be discussed in this thesis
were collected during hydraulic fracturing in horizontally layered sands and
shales. The lateral extension of seismicity clouds is far longer than the vertical
extent. For such situations, Perkins and Kern (1961) and Nordgren (1972) derived
a 2D fracture geometry model (the so-called PKN model, Figure 4.1(a)). In
this model, fracture mechanics and fracture tip effects arenot considered, but
the focus is on fluid flow, and corresponding pressure gradients in the fracture
(Economides and Nolte, 2003). Perkins and Kern (1961) assumed that a straight
planar height-limited vertical fracture is propagating ina well-confined layer.
Normal stresses in the layers above and below are large enough to prevent an
out-of-zone growth of the fracture and plane strain conditions in the vertical
direction are assumed. A plane strain deformation means that planes which were
parallel before deformation remains parallel afterwards.This assumption is valid
for fractures where one dimension, length or height, is muchgreater than the
other. It is further assumed, as shown in Figure 4.1(a), thatthe cross section of the
fracture body is of elliptical shape. However, Perkins and Kern (1961) neglected
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(a) (b)

Figure 4.1: 2D hydraulic fracture geometry models: (a) PKN model and (b) KGD
model (after Economides and Nolte, 2003).

fluid leakoff and storage of fluid within the fracture. They suggested to combine
their model with the Carter leakoff model (Carter, 1957) to calculate both fracture
width and fracture length. Nordgren (1972) introduced the equation of continuity
(i.e., conservation of mass) to add fluid leakoff and storageto the Perkins and
Kern model. To complete the group of planar2D models, another geometry
model should be mentioned which was derived by Khristianovich and Zheltov
(1955) and later simplified and extended by Geertsma and de Klerk (1969) (the
so-called KGD model, Figure 4.1(b)). It differs in two main aspects from the
here used PKN model. Firstly, it assumes plane strain in the horizontal direction
which becomes true in practice if the fracture height is muchgreater than the
length. Secondly, the focus is on fracture mechanics and only simple assumptions
are made concerning the fluid flow. Of particular interest in the KGD model is
the region of fracture tip having zero fluid pressure and a sharp pressure gradient
near the tip region whereas the fluid pressure is constant in the majority of the
fracture.

To understand the dynamical behavior of the induced microseismicity an approx-
imation of the process of fracture growth is applied that results from a volume
balance principle of an incompressible treatment fluid. Thevolume balance states
that the total volume of the injected fluid,VI , equals the sum of the fluid volume
which is stored in the created fracture,VF , and the fluid volume which is lost into
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the surrounding formation by leakoff,VL:

VI = VF + VL. (4.1)

One can rewrite this equation by replacingVI = QI t, whereQI is the average
injection rate of the treatment fluid andt is the injection time. The fracture volume
VF can be expressed by2LhF w, whereL is the fracture half-length,hF is the
average fracture height andw is the average fracture width. The fluid loss volume
VL can be approximated by4LCL hF

√
2t (Harrington and Hannah, 1975) that

introduces the fluid-loss coefficientCL. This leads to the following formulation
for the half-length of a (symmetric) hydraulic fractureL as a function of injection
time t:

L(t) =
QI t

4hF CL

√
2t+ 2hF w

. (4.2)

In this equation, the two processes that are involved in the growth of a fracture
are combined. On the one hand, there is the rupture process where new fractured
volume will be created. On the other hand, leakage of fluid from the fracture into
the surrounding rock takes place forming a fluid-invaded zone. It is assumed that
both processes leave a characteristic imprint on the spatio-temporal evolution of
induced microseismicity. Let us therefore consider Equation (4.2) in more detail.
The first term in the denominator describes the total fluid loss from the fracture
walls into the surrounding formation. It is proportional to

√
t and hence it has

a diffusional character. The fluid-loss coefficientCL is an important reservoir
engineering parameter and is an active research topic. It depends on several
factors, including, for instance, the relative permeability of the formation to
the fluid-invaded zone, the hydraulic diffusivity of the reservoir, the pressure
difference between fracture and reservoir, and the viscosity of the reservoir fluid
(see also Equation (4.8)). The second term in the denominator of Equation (4.2)
represents the contribution of the effective fracture volume and depends mainly
on the geometry of the fracture vertical cross-section. Theshape of the hydraulic
fracture, in particular the width of a fracture, is a major objective in reservoir
engineering.

Equation (4.2) is considered as a one-dimensional approximation for the trig-
gering front of microseismicity in the case of a propagatinghydraulic fracture.
It is therefore an alternative formulation to the triggering front equation of
microseismicity induced by a borehole fluid injection in a homogeneous,
isotropic, permeable medium without creating a new fracture, rt(t) =

√
4πDt

(see Equation (2.4)).
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Although the fracture growth is a combination of two processes, it is still possible
to consider two asymptotic situations. First, let us assumethat in the beginning of
an injection the treatment fluid is completely spent to create new fracture volume
only and the loss of fluid is insignificant. Then Equation (4.2) can be simplified
by neglecting the first term in the denominator:

L(t) =
QI t

2hF w
. (4.3)

Here the fracture half-lengthL is a linear function of the injection timet. The
spatio-temporal characteristic of induced microearthquakes should obey this
linear dependence. This means that microseismic events migrate roughly linear
with time away from the injection well, indicating the rupture process.

On the other hand, the loss of treatment fluid from the fracture walls into the sur-
rounding formation is getting large in the long-term limit of the injection. There-
fore the corresponding term in Equation (4.2) is the dominant one and the geome-
try term can be neglected. The equation is then identical with the triggering front
equation for a linear pore pressure diffusion (Equation (2.4)), with an apparent
hydraulic diffusivityD = Dap given by:

r(t) ≡ L(t) =
Qit

4hfCL

√
2t

=
√
4πDapt,

Dap =
Q2

i

128πh2fC
2
L

. (4.4)

The evolution of the microseismic event cloud in space and time should show the
typical diffusional signature (r ∝

√
t).

Equations (4.2) to (4.4) provide a model that describes the process of hydraulic
fracture growth as long as a treatment fluid is injected into reservoir rock. These
equations relate the spatio-temporal dynamics of fracturing-induced seismicity to
the fracture propagation. But also in the case of hydraulic fracturing, microseis-
micity can continue to occur even after shut-in of an injection. We have seen in
Chapter 2.4 that this observation is well described by the concept of the back front
of microseismicity Parotidis et al. (2004). Most of the microearthquakes occur-
ring after the injection stop are located in the newly created hydraulic fracture
volume. It means that pressure diffusion here takes place mainly in one dimen-
sion. For such a problem, the following equation for the backfront of seismicity
has already been introduced in Chapter 2.4:
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xbf =

√
2Dt(

t

t0
− 1)ln(

t

t− t0
). (4.5)

In this equation,D ≡ Df is the hydraulic diffusivity of the newly created fractured
area.

4.3 Interpretation Flow Chart

The main idea of the interpretational approach is to estimate fluid loss using engi-
neering data and geometric parameters of the fracture whichcan be derived from
the induced microseismicity. Afterwards, the fluid loss canbe used to estimate the
permeability of the reservoir.
I have pointed out before that in the beginning of a treatmentnew fracture volume
will be opened and the fluid loss can be neglected. If so, the width of a fracture
can be calculated after rearranging Equation (4.3). Half-lengthL(t) and timet can
directly be derived from the spatio-temporal distributionof events induced during
the fracture volume opening phase. However, one can also apply an additional
method to estimate geometric parameters of the fracture. Let us consider the time
derivative of Equation (4.2) which is the tangent:

dL̃

dt
=

X + 1
2
Y
√
t

(X + Y
√
t)2
, (4.6)

where : X = (2hF w)/QI ,

Y = (
√
32hF CL)/QI , and

L̃ = L/QI .

At time t = 0 the tangent coefficientdL̃
dt

is 1/X. It provides the width of a fracture,
or in combination with the fracture height, the cross section area:A = (X/2) ·
QI . The tangent coefficient can simply be obtained by data fitting. Knowing
the geometric parameters, one can then quantify the fluid loss from the fracture
body using the volume balance principle (Equation 4.1). Forthis purpose, the
comparison of injected fluid volume and newly created fracture volume gives the
fluid leakage volume:VL = QI t−2LA. In the next step, the fluid loss coefficient
CL can be calculated after rearranging Equation (4.5):

CL =
QI t− 2LA

4LhF
√
2t

. (4.7)

Furthermore, it now becomes possible to estimate the permeability κ of the virgin
reservoir. If the definition of reservoir leak-off coefficient given in (Economides
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and Nolte, 2003, chap A9) is considered and fracture surfaceeffects are neglected,
then one can write:

κ =
CL

2 πη

∆p2 φ ct
, (4.8)

whereη and ct are viscosity respectively compressibility of the reservoir fluid,
φ is the porosity of the unfractured reservoir, and∆p is the difference of the
pressure in the fracture (approximated by measured downhole pressure) and
the initial reservoir pressure (approximated by hydrostatic pressure). Moreover,
the fluid loss estimate permits to calculate the apparent hydraulic diffusivity
according to Equation (4.4). The so defined hydraulic diffusivity can further
be used in Equation (2.4). The resulting triggering front can be compared with
the induced microearthquakes in the space-time domain for evaluation of the
interpretational model.

The most important aspect of hydraulic fracturing is a strong enhancement of per-
meability for the production of hydrocarbons in rather low-permeable formations.
The derived interpretational approach also allows for estimating the permeabil-
ity of a newly created fracture. However, it is only possibleif a back front of
induced seismicity evolves after injection stop which can be identified from the
spatio-temporal distribution of microearthquakes. According to Equation (4.5),
the diffusion constantDbf then corresponds to the hydraulic diffusivity of the
fractured system. It can further be used to obtain the permeability of the fracture,
κF , by the following relation (Shapiro et al., 2003; Economides and Nolte, 2003):

κF = cF ηF φF Dbf . (4.9)

HereηF andcF are viscosity respectively compressibility of the treatment fluid,
andφF is the porosity of the fracture body. With both reservoir as well as fracture
permeability one can finally calculate the dimensionless fracture conductivity,CD,
which is a key design parameter in hydraulic fracturing (Economides and Nolte,
2003, chap 12):

CD =
w κF
Lκ

=
AκF
hF Lκ

=
4AκF
S κ

, (4.10)

with S being the surface of the fracture body. The geometric parameters, frac-
ture widthw and fracture half-lengthL, are included in this formulation. The
dimensionless fracture conductivity is a measure of the ability of the fracture to
transport fluid divided by the ability of the reservoir to feed the fracture. Another
important design goal in reservoir fracturing is the effective wellbore radius,rw
(Economides and Nolte, 2003):
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Figure 4.2: Well configuration and operational setup of the Carthage Cotton Valley
hydraulic fracturing experiments in 1997 (Phase 1: gel proppant treatments, Phase
2: water treatments).

rw ≈ 2

π
L, (4.11)

whereas here the altered pore pressure field around the fracture is not taken into
account. It is an expression of the enlarged contact betweenwellbore and reser-
voir.

4.4 Application to Cotton Valley Data

In May and in July 1997, a consortium of oil field operators andservice com-
panies carried out a series of hydraulic fracturing experiments in the Carthage
Cotton Valley gas field in East Texas, USA (Walker, 1997). Thegeological
setting of the gas reservoir is defined by its location in the northern Gulf of
Mexico sedimentary basin. The Cotton Valley formation consists of multiple,
low-permeability sand layers within an interbedded sequence of sands and shales.
The formation is approximately325m thick, its top is at a depth of about2600m
within the study area (Rutledge and Phillips, 2003). A detailed description of the
geology and of the stratigraphy of the Cotton Valley formation is given in Wescott
(1984) and Walker (1997).

During the operation of the experiments different target zones within the Cotton
Valley formation were hydraulically fractured. The operational setup is shown
in Figure 4.2 and hydraulic treatment data are summarized inTable 4.1. In
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Phase 1 Phase 2

gel proppant frac water frac

Stage A Stage B Stage C Stage D Stage E

Flow rate[l/s] 119 106 26.5 26.5 26.5

Injected volume[m3] 1340 1253 419 396 400

Bottom hole pressure[MPa] 39-43 41-47 45-52 45-52 45-54

Injected proppant[kg] 230,000 190,000 15,000 12,000 7000

Perforated interval[m] 81 81 36 24 17

Table 4.1: Treatment data of Carthage Cotton Valley hydraulic fracturing experi-
ments in May (Phase 1) and July (Phase 2) 1997.

Phase 1, fracturing was performed using well CGU21-10 as thetreatment well.
The treatment fluid was a cross-linked polymer gel with addedproppant. The
induced microearthquakes were detected and registered by borehole geophone
arrays placed in two monitoring wells, CGU21-09 and CGU22-09. Initial
source locations were determined using P- and S-wave traveltimes and P-wave
particle motion data (Rutledge and Phillips, 2003). Subsequently, the event
locations were improved through high-precision repickingof P- and S-phase
onsets (Rutledge and Phillips, 2003). In Phase 2, fracturing was performed via
perforated domains of well CGU21-09 and monitored by the borehole sensors
in well CGU22-09 only. Here a water based fluid was used for thetreatment.
Induced microearthquakes were located using the same approach as in Phase 1.

Each of the two phases included several stages of hydraulic fracturing, but pre-
cisely determined hypocenters of induced microearthquakes are only available for
three stages: two gel treatments and one water treatment. Inthe following, two
fracturing experiments will be considered in more detail. These are Stage A, a
gel treatment, and Stage C, a water treatment. Since both treatments were per-
formed under different treatment conditions (such as fluid type, flow rate, prop-
pant volume) a comparative analysis can be undertaken to additionally investigate
the influence of the treatment design on the fracturing process. The precisely
determined source locations of the two corresponding microseismic event clouds
are shown in Figure 4.3. The observed asymmetric distribution of Stage A mi-
croearthquakes with respect to the treatment well is likelyto be caused by the po-
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Figure 4.3: (a) Map view and (b) depth view of source locations of mi-
croearthquakes induced in Stage A gel treatment and in StageC water treatment.

sition of receivers (Figure 4.2). Rutledge and Phillips (2003) argued for a limited
detection range of the monitoring system. They calculated amagnitude-distance
threshold and could show that about93% of microseismic events east of the treat-
ment well would not have been detected if they had been triggered in same dis-
tance west of the well. Thus, the treatment could have resulted in a symmetric
fracture.

4.4.1 A Gel Treatment

Here the interpretation of microseismicity recorded in theStage A treatment is
presented. To study the dynamical behavior via the spatio-temporal evolution of
the seismicity cloud, the distance of a microearthquake to the nearest wellbore
perforation point is plotted as function of the occurrence time relative to the time
of begin of the treatment (r − t diagram, Figure 4.4(c)). The fracturing was per-
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formed in multiple cycles of injection in a typical hydraulic fracturing sequence:
mini-frac, step rate test and main treatment (Figure 4.4(a)). The cessations of in-
jection allow the fracture to close if no proppant is added, and to reopen in the
following injection cycle. Such behavior can be identified in ther − t diagram of
microseismicity (Figure 4.4(e)). Let us consider only the first minutes of each of
the injection cycles. One can see the quasi-linear event migration with time away
from the treatment well. In my understanding, it representsopening, and in sub-
sequent injection cycles, reopening, and further propagation of the fracture. The
similarity in the velocity of fracture (re)opening in the three individual injection
cycles (velocity of fracture propagation,v ∼ 0.17 m/s) indicates that reopen-
ing takes place with approximately the same geometry (widthand height) of the
fracture.

Estimate of Fluid Loss Volume

The first step is to determine the volume of the newly created fracture. I have
only used microearthquakes which were triggered in the maintreatment period to
estimate the fracture cross-section area according to Equation (4.7). The tangent
coefficient at timet = 0 s is obtained by data fitting which results inA = 0.22
m2. The best fit is shown in Figure 4.5(a). Under the assumption that the fracture
height is equal to the total perforated section of the treatment well,hF ∼ 80 m,
then the average fracture widthw is ∼ 3 mm. The uncertainty in the estimate
of fracture width is relatively high due to the simplified assumption on fracture
height. However, with known cross-section area and length of the fracture one
can calculate its volume and compare it with the injected volume: in Stage A the
total injected fluid volume wasVI = 1340 m3 and the resulting fracture volume
is VF = 176 m3. Since a conservation of fluid volume is assumed, it means that
∼ 85% of the injected volume was lost into the formation.

Estimate of Reservoir Permeability

The controlling parameter of fluid leakage is the fluid-loss coefficientCL. Ac-
cording to Equation (4.7) it is5.2 · 10−5 m/s1/2. In addition, a diffusion constant
which is characterizing the diffusional fluid leakage process can be determined.
IntroducingCL into Equation (4.4), the apparent hydraulic diffusivity isDap = 2
m2/s. However, this diffusion constant is apparent only and not directly related
to triggering of microearthquakes by a diffusion of pore pressure perturbations.
Nevertheless, for a simple quality control a triggering front according to Equation
(2.4) withD = 2m2/s can be calculated and then plotted along with the induced
microseismicity. One can see in Figure 4.5(c) that the growth of the event cloud
following the fracture volume opening obeys a behavior similar to triggering by
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(a) (b)

(c) (d)

(e) (f)

Figure 4.4: (a) Hydraulic fracturing treatment data, (c)r − t diagram of induced
microearthquakes of Stage A gel treatment. (e) Detail of (c)to highlight the phases
of fracture volume opening. Figures (b), (d), and (f) are theequivalent of Stage C
water treatment.
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linear pore pressure diffusion. The fluid-loss coefficient in turn is related to the
reservoir permeability as it is shown by Equation (4.8). With typical values for
the Cotton Valley tight gas reservoir (hydrocarbon gas at a temperature of120◦

C and hydrostatic pressure ofp = 28 MPa): viscosityη = 3 · 10−5 Pa · s,
compressibilityct = 3.5 · 10−8 Pa−1), reservoir porosityφ ≤ 0.1 (Walker,
1997), and pressure difference∆p = 16MPa, the virgin reservoir permeability
κ is of the order of 1microDarcy. To verify the results, a modifiedr − t
diagram where times of shut-in phases between the three injection cycles have
been removed is shown in Figure 4.5(e). In addition, the triggering front for
fracturing-induced seismicity according to Equation (4.2) is presented. It is
calculated with the parameters as estimated before (fracture cross-section area
and fluid-loss coefficient). One can see that the curve well limits (as the upper
envelope) the distribution of induced microearthquakes inthe spatio-temporal
domain.

A further possibility for validating the obtained results,in particular the estimate
of permeability, is explained by the following consideration. It is clear that a large
part of fracturing-induced microearthquakes are likely tobe triggered due to the
diffusion-like leakage of fluid from the fracture walls intothe surrounding for-
mation. This diffusion is controlled by the permeability respectively hydraulic
diffusivity of the virgin reservoir. The fracture itself can be seen as a fluid feeding
zone (comparable to an open hole section of a wellbore). I have now calculated
the minimum distance of each microearthquake to a hypothetical fracture plane
which is obtained by linear regression of the microseismicity cloud. The corre-
spondingr − t diagram is presented in Figure 4.6(a). The fitting upper envelope
according to Equation (2.4) should provide an estimate of hydraulic diffusivity
that is equivalent to the diffusivity of the reservoir. For comparison, the latter can
be calculated from the permeabilityκ usingD = N

η
κ. The dynamic viscosity of

hydrocarbon gas isη = 3 · 10−5 Pa · s, and the poroelastic modulus is defined
asN ≈ [φ/Kf + α/Ks] with porosityφ = 0.1, bulk modulus of fluid phase
Kf = 30MPa, Biot-Willis coefficientα = 0.5, and bulk modulus of solid con-
stituentsKs = 40 GPa. In this way, it results in a hydraulic diffusivity of the
order of10−5 m2/s. The triggering front in ther − t diagram yields a value of
D = 5 · 10−4 m2/s. Since several factors have an influence on both estimates,
such as precision of hypocenter locations, definition of fracture plane or assump-
tions regarding the poroelastic constants, I conclude thatthey are of similar order
of magnitude.
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Estimate of Fracture Permeability and Conductivity

After completion of the hydraulic treatment, a back front ofseismicity develops
which can be identified from ther − t diagram (Figures 4.5). The signature pro-
videsDbf = 4m2/s for the hydraulic diffusivity of the fractured area. This value
is obtained by varyingDbf in Equation (4.5) to match the microseismic data. In-
troducing the hydraulic diffusivity into Equation (4.9) and assuming an enhanced
porosity ofφf = 0.3 gives a fracture permeabilityκF in the order of some10
Darcy. Thus, there is an increase in permeability about seven orders of magni-
tude due to the fracturing of the reservoir rock. Finally, two further characteristics
of reservoir engineering can be derived: dimensionless fracture conductivity,CD,
and effective wellbore radius,rw. Using Equation (4.10) and Equation (4.11) re-
sults inCD = 2000 andrw = 255m, respectively.

4.4.2 A Water Treatment

The focus here is on the interpretation of Stage C induced microseismicity. Ad-
ditionally, I will compare the results obtained for both water and gel treatment.
Microearthquakes in the distance-time domain are shown in Figure 4.4(d). Con-
trary to the intuitive expectation that more fluid will be lost into the formation by
leakage (because of the lower viscosity of the treatment fluid) ther − t diagram
is not showing such an effect. An explanation for this phenomenon could be the
lower fluid volume that was injected at lower flow rates (Table4.1) on the one
hand, or a less dense population of pre-existing natural fractures at the location of
Stage C on the other hand.

Estimate of Fluid Loss Volume

The characteristic fracture opening and subsequent reopening phases are observ-
able in ther − t diagram (Figure 4.4(f)). The velocity of fracture propagation is
∼ 0.2m/s. Although the treatment design differed from the gel fracturing (Table
4.1), the water treatment resulted in a similar fracture geometry. Estimation of the
cross-section area yieldsA = 0.13m2. It is again assumed that the fracture height
hF is equal to the total perforated domain of the treatment well(∼ 36 m), which
then yields an average fracture widthw ∼ 4mm. The water treatment resulted in
a fracture volumeVF = 65m3. Hence it is much less than the volume of the Stage
A fracture. However, by taking into account that the volume of injected fluid was
significantly lower (VI = 419 m3), then the ratio of fracture volume and fluid
loss volume is nearly identical in both treatments. Therefore the fracturing pro-
cess seems to be decoupled from the type of treatment fluid. Another point which
supports this speculation is the seismic moment release. Rutledge et al. (2004)
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(a) (b)

(c) (d)

(e) (f)

Figure 4.5: (a)r − t diagram of microearthquakes induced in main treatment
period of Stage A gel treatment, dashed line indicates fracture volume opening.
(c) r − t diagram as in (a) but with triggering front curve according to Equation
2.4 to describe the diffusion-like propagation of seismicity. (e) Modifiedr − t
diagram with removed shut-in phases. Triggering and back front curves according
to Equations (4.2) and (4.5) well limit the microseismic event cloud. (b), (d) and
(f) are the equivalent of Stage C water treatment.
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(a) (b)

Figure 4.6: (a) Modifiedr − t diagram of microearthquakes induced in Stage A
gel treatment and (b) in Stage C water treatment. The distance corresponds to
the distance of each microearthquake to a hypothetical fracture plane under the
assumptions given in the text. The triggering front curve according to Equation
2.4 is then used to derive a hydraulic diffusivity which should be equivalent to the
diffusivity of the virgin reservoir.

compared cumulative moment release versus cumulative injected volume for the
various treatments. Because cumulative seismic moment describes total seismic
deformation, it should be proportional to the created volume. The gel treatment
and the water treatment have an identical moment release perunit volume injected
(Figure 4.7). It supports the conclusion that the fluid loss was similar in both treat-
ments. If fluid leakage in water treatment was higher, it should be reflected by a
smaller normalized moment release.

Estimate of Reservoir Permeability

The fluid-loss coefficientCL = 4.6 · 10−5 m/s1/2 is therefore similar to the one
obtained in the gel treatment. The coefficient is again transferred to an equivalent
diffusion constant (Dap = 0.6 m2/s). A triggering front curve (Equation 2.4)
based on this apparent hydraulic diffusivity limits the microseismicity apart from
the volume opening phase in ther − t diagram as shown in Figure 4.5(d). The
fluid-loss coefficient is then used to calculate the reservoir permeability which
yieldsκ = 9 · 10−8 Darcy. This permeability value is in fact smaller by a factor
four than the estimate from the gel treatment. One reason maybe the higher pres-
sure difference∆p = 26MPa. Nonetheless, in my opinion the following aspect
also has to be taken into account. If proppant is pumped into afracture it will be
transported to the fluid-invaded zone around the fracture body as well. As a conse-
quence, it affects fluid loss, pressure field, and hence also the estimate of reservoir
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Figure 4.7: Cumulative seismic moment versus cumulative injected fluid volume.
Stages C and D of water treatments were combined to correspond to the same
depth interval as Stage A gel treatment (Rutledge et al., 2004).

permeability using induced seismicity. The water treatment was performed with-
out a significant amount of proppant (Table 4.1), which can bean explanation for
the rather slightly different estimates of reservoir permeability. From this estimate
I have calculated a hydraulic diffusivity and compared it toan estimate obtained
from r − t analysis as described in the previous subsection. Also for Stage C
seismicity, the comparison yields a good agreement betweenboth estimates.

Estimate of Fracture Permeability and Conductivity

The back front of induced seismicity (Figure 4.5(f)) provides for the hydraulic
diffusivity of the fractured areaDbf = 1.8 m2/s, which is smaller compared to
the gel treatment. Despite rather insufficient statistics of post-treatment seismic-
ity, the presented best fit curve is still reasonable. The fracture permeabilityκF
of approximately1 Darcy is one order of magnitude lower than the fracture per-
meability of the gel treatment. I suppose that this difference is likely to be caused
by the strongly reduced volume of pumped proppant. It results in a decline of the
fracture width after shut-in due to missing resistance against horizontal stresses.
Consequently, the fracture permeability will be affected by this closure. A de-
creasing fracture width also affects the dimensionless fracture conductivity (see
Equation 4.10). Keeping this in mind, the here obtained valueCD = 165 should
be seen as an upper limit only. For completeness, the effective wellbore radius in
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the case of Stage C treatment isrw = 159m.

4.4.3 Summary of Results

I have analyzed three stages of hydraulic fracturing in Cotton Valley. These are
two gel treatments (Stage A, Stage B) and one water treatment(Stage C) (see
figure section in Appendix for Stage B microseismicity). Table 4.2 summarizes
geometric and hydraulic parameters resulting from the application of the interpre-
tational approach to the induced microearthquakes. We can notice two interesting
points if we compare the obtained results. Independent on the design parame-
ters of the treatments, such as treatment fluid and injectionflow rates, the ratio of
fractured volume and lost fluid volume is nearly identical inall considered stages.
This finding suggests that rather the fluid-loss coefficient,which is to some ex-
tent related to the reservoir permeability, is a significantfactor in the process of
fracturing than the treatment design. But, obviously the permeability of a frac-
ture is affected by the treatment parameters in two ways. On the one hand, the
cross-linked gel has a higher viscosity compared to water (ηgel = 150 · 10−3Pa s,
ηwater = 3 · 10−3Pa s (Rutledge et al., 2004)) which results in a larger permeabil-
ity (see Equation 4.9). On the other hand, the pumped proppant also positively
influences the fluid transport properties within the fractured area since it keeps
newly created fluid pathways open after shut-in of the injection.

4.5 Modeling of Fracture Propagation

The inversion of microseismic event data in order to model the growth of
hydraulic fractures is done using the maximum likelihood estimation (MLE)
method. The idea behind MLE is to determine the parameters that maximize the
probability, or likelihood, of given data. The method of maximum likelihood
is considered to be robust (Hainzl, 2007) and it can be applied to most models
and different types of data. In addition, MLE provides efficient methods for
quantifying uncertainty through confidence intervals (Kay, 1993).

The MLE method is based on the probability density functionPDF for each
microseismic data pointx which is represented by its spatio-temporal position:

PDF = f(x;C1, C2, . . . , Ck), (4.12)

whereC1, C2, . . . , Ck arek unknown constant parameters which needs to be esti-
mated. Then the likelihood function is given by the following product:

L(x1, x2, . . . , xN | C1, C2, . . . , Ck) = L =

N∏

i

f(xi;C1, C2, . . . , Ck), (4.13)
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Stage A Stage B Stage C

Fracture half-lengthL [m] 400 280 250

Cross-sectionA [m2] 0.22 0.29 0.13

Fracture widthw [mm] 2.8 3.6 3.6

Fracture volumeVF [m3] 176 163 65

Fluid loss volumeVL [m3] 1164 1090 354

VL, in relation toVI 86 % 87 % 85 %

Fluid-loss coefficientCL [ m
s1/2

] 5.2 · 10−5 7.7 · 10−5 4.6 · 10−5

Reservoir permeabilityκ [Darcy] 3.7 · 10−7 4.4 · 10−7 9 · 10−8

Fracture diffusivityDbf [
m2

s
] 4 0.9 1.8

Fracture permeabilityκF [Darcy] 80 20 1

Fracture conductivityCD 2000 890 165

Effective wellbore radiusrw [m] 255 178 159

Table 4.2: Summary and comparison of the results that were obtained by inter-
pretation of fracturing-induced seismicity resulting from gel and water treatments
in Carthage Cotton Valley gas field. Despite different treatment parameters, the
ratio of fractured volume and lost fluid volume is nearly identical in both type of
treatments. Differences in the hydraulic characteristicsof the two fractures are
likely to be caused by the different mass of pumped proppant in gel and water
treatments (see Table 4.1).
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with N being the number of observed microseismic events andi being the index
of each individual event. The maximum likelihood estimators of parametersCk

are obtained by maximizingL. It is mathematically much easier to work with the
logarithm of Equation (4.13) which is the so-called log likelihood function:

Λ = lnL =

N∑

i

lnf(xi;C1, C2, . . . , Ck). (4.14)

To estimate the parametersCk that describe the fracture growth, it is sufficient
to consider the triggering front given in Equation (4.2). The probability that a
microearthquake occurs at pointx can then be expressed by the probability density
functionf(x, L(t)). In case of uniformly distributed source locations of induced
microearthquakes the probability density function is given by:

f(x, L(t)) =
1

2L(t)
if | x |≤ L(t)

f(x, L(t)) = 0 else. (4.15)

However, to apply this model the location uncertainties have also to be taken into
account. Assuming that those are Gaussian distributed:

fG(x) = exp(
−x2
2σ2

)/
√
2πσ, (4.16)

then the probability density function of an event becomes:

f(x, L(t)) = 0.5

(
erf(

L(t)− x√
2σ

) + erf(
L(t) + x√

2σ
)

)
· (2L(t))−1, (4.17)

with the Gaussian error functionerf(x) = 2√
π

∫ x

0
e−t2dt. Thus the following log

likelihood function is obtained:

Λ =

N∑

i

[
ln

(
erf(

L(ti)− xi√
2σi

) + erf(
L(ti) + xi√

2σi
)

)
− ln(4L(ti))

]
(4.18)

Using this equation, the set of parameters which control thegrowth of a fracture
can be estimated. In the application to the data, the triggering front equation
for fracturing-induced seismicity, Equation (4.2), is simplified to have only two
independent parameters to be maximized,C1 andC2:

L(t) =
t

C1 + C2

√
t
, (4.19)

where : C1 = 2hfw/Qi and

C2 = 4hfCL

√
2/Qi.
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Figure 4.8: Map view of in-
duced microearthquakes during
Stage A, Stage B and Stage
C treatment (top to bottom).
Grey color denotes complete
set of located events, red color
marks events used in the like-
lihood modeling. The fracture
lines are obtained by linear re-
gression. Epicenters of mi-
croearthquakes have been pro-
jected to the fracture line for
transferring source coordinates
from (x, y, z) to (x̂, z) system
since it is required by the mod-
eling approach.

Result of Modeling

The modeling of the fracture growth using the likelihood method allows to test
the result of the before presented interpretational approach. In a first step, the
locations of induced microearthquakes are transferred from (x, y, z) coordinate
system to a new (̂x, z) system. This is done by calculating hypothetical positions
of the microearthquakes along a fracture line which was obtained by linear
regression of the original source locations. The corresponding fracture lines
are shown in Figure 4.8 for the three Stages A, B and C. The fracture initiation
time equals the occurrence time of the first event and only times of continuous
injection are considered, which means that no post-injection seismicity is used
for modeling. The location errors are set toσx = 10 andσz = 5 for all events.

Figure 4.9 illustrates the outcome of modelingC1, C2 andhf for the three indi-
vidual fractures. The resulting maximum of the log likelihood function (Equation
4.18) yields for the Stage A the parametersC1 = 0.59 [0.05 − 2.18] s/m and
C2 = 0.26 [0.25 − 0.27]

√
s/m, and for the Stage BC1 = 3.72 [2.5 − 4.95]

s/m andC2 = 0.31 [0.29 − 0.33]
√
s/m, respectively. For the Stage C, a water

treatment, both fracture wings are considered separately.The likelihood based
modeling gives for the left wing the estimated parametersC1 = 5.2 [2.03− 7.99]
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Figure 4.9: Maximum log-likelihood values for the parameter setC1, C2 andhf .
Top row: Stage A, middle row: Stage B, and bottom row: Stage C treatment.
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Fracture Width MLE Width IA Fluid loss MLE Fluid loss IA

Stage A 2mm 2.8mm 8.0 · 10−5 m/s1/2 5.2 · 10−5 m/s1/2

Stage B 3mm 3.6mm 8.5 · 10−5 m/s1/2 7.7 · 10−5 m/s1/2

Stage C 4mm 3.6mm 6.2 · 10−5 m/s1/2 4.6 · 10−5 m/s1/2

Table 4.3: Results of maximum likelihood modeling (MLE) in comparison to
results obtained by the interpretational approach (IA).

s/m andC2 = 0.38 [0.34 − 0.42]
√
s/m. The obtained parameter setC1 andC2

for the three fractures is plotted to the corresponding microseismic event clouds
in Figure 4.10. The maximum likelihood fracture heights are71m for each of the
two gel treatments (Stages A and B), and28m for the water treatment (Stage C).

(a) (b)

(c)

Figure 4.10:r − t diagram of induced
microearthquakes along with triggering
front curve according to Equation 4.19
marked by a solid line. Dashed lines
represent bounds of the confidence in-
terval for parametersC1 and C2. (a)
Stage A, (b) Stage B, and (c) Stage C
treatment.

The modeled valuesC1,C2 andhf can be further interpreted by calculating the av-
erage fracture widthw and the fluid-loss coefficientCL using the notations given
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in Equation (4.19). The resulting width and fluid loss of the corresponding hy-
draulic fractures are summarized in Table 4.3. A comparisonwith the estimates
obtained using the volume balance principle shows a good coincidence between
the two different approaches. This agreement confirms the applicability of the
derived interpretational model for single-planar hydraulic fractures.

4.6 Fracturing Related Phenomena

4.6.1 Flow Pattern Heterogeneities

So far, we have considered envelopes of induced microseismicity in r − t
diagrams, the triggering and the back front. However, the spatio-temporal char-
acteristic of induced microearthquakes also provides information on the influence
of flow pattern heterogeneities on the growth of a fracture and its corresponding
microseismicity. Two different phenomena, the opening of apre-existing fracture
system and the back-flow of the injected fluid, can be identified in the r − t
diagram of the water treatment Stage E (Figure 4.11(b)). Theobservations are
explained by the following considerations. The treatment fluid flows over a
pre-existing, thin aseismic channel to a natural weakness or fractured zone at a
distance of about250m east of the treatment well (Figure 4.11). The forced fluid
is opening a fracture in this zone mainly in a direction away from the treatment
well, but also in a direction towards the well. This will be more intuitive by
assuming the microearthquake that occurred first in this region to be the location
of a secondary injection source (Figure 4.11(a)). Now, representing the induced
microearthquakes which belong to this cluster in a separatedirectional r − t
diagram indicates that the microseismicity, and hence the injected fluid, migrates
in both directions from the assumed secondary fluid source (Figure 4.11(c)).
Interestingly, a clear intensification of the flow in direction back to the treatment
well can be observed after the injection is stopped. The back-flow appears to be
generated by some manner of “air balloon” effect. It is caused by an increase of
the pressure gradient directed towards the treatment well:zero injection rate and,
consequently, a pressure drop at the perforated injection well but remaining high
pressures in the fracture. This developing pressure gradient forces the fluid to
flow back in the direction of the treatment well.

A slightly different phenomenon can be observed in gel treatment Stage B. Figure
4.12(b) clearly demonstrates that part of the microseismicevents migrate also in
a direction back to the borehole. Note, that the propagationin backward direction
occurs here during the injection period as well as after termination of the injec-
tion. These events occur within a fracture off-trend cluster that accounts for about
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(a)

(b)

(c)

Figure 4.11: (a) Map view of induced microearthquakes in Stage E water treat-
ment. The red point marks the first triggered event within an event cluster in a
distance of∼ 250m east of the injection well (star). (b)r − t diagram of Stage E
seismicity. (c) Directionalr − t diagram of the event cluster, dashed line denotes
fluid flow rate. Note, that after shut-in seismicity migratestowards the treatment
well.
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(a)

(b)

Figure 4.12: (a) Map view of induced microearthquakes in Stage B gel treatment.
Shown are the first 3h of the treatment only. (b) Corresponding r − t diagram,
dashed line denotes fluid flow rate. Note, that most of seismicity occurs in a
natural fracture system which intersects the hydraulic fracture trajectory. In the
r − t diagram, these events migrate towards the treatment well.

40% of detected events in Stage B (Rutledge et al., 2004). This means that the
injected fluid opens a pre-existing fracture which intersects the hydraulic fracture
trajectory. Because both Stage E and Stage B treatments wereperformed in the
same sand horizon, the observed characteristics of inducedmicroseismicity likely
reflects the influence of a more heterogeneous natural fracture system compared
to the targeted sand layers in Stage A and Stage C treatments.

4.6.2 Kaiser Effect Breakdown

Several studies of microseismic and acoustic emission in rocks subjected to
cyclic mechanical loading and unloading by applying stressor by borehole fluid
injections (Lockner, 1998; Zoback and Harjes, 1997; Zang etal., 2000; Baisch
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Figure 4.13: Sketch illustrating the principle of the Kaiser effect which is an ex-
pression of memorized stress history of rocks or materials in general. If a sample
is exposed to a cyclic load, it emits acoustic waves only after the load peak value
in preceeding cycles is exceeded. A violation or a breakdownof the Kaiser effect
is termed felicity effect where acoustic respectively seismic emission appears at a
lower load value.
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et al., 2002) indicate existence of the Kaiser effect. It canbe characterized by
the absence of detectable seismic or acoustic emission events while the load
imposed on the rock is lower then the previous applied load. As the former peak
value of stress is exceeded, the seismic or acoustic emission activity increases
dramatically (Figure 4.13). The Kaiser effect was first observed in metals by
Kaiser (Kaiser, 1950); investigations in geoscience were first reported in the end
of 1970’s (Tanimoto et al., 1978; Kurita and Fuji, 1979). Recently, an interesting
example of the presence of the Kaiser effect by fluid injections was reported by
Baisch et al. (2009). The authors investigated microearthquakes that were induced
during a reservoir stimulation in Cooper Basin, Australia,in September 2005.
They found that seismic activity starts at several positions at the outer boundary
of the seismically active volume of a stimulation in December 2003 (Baisch et al.,
2006) and, with ongoing injection, migrates in both directions toward and away
from the injection well. In particular, only few microearthquakes are located
close to the injection well which is surrounded by large zoneof seismic inactivity
(see Figure 4 and 5 in Baisch et al. (2009)).

In case of fracturing-induced microseismicity, in particular in the here considered
Cotton Valley data set, both violation as well as existence of the Kaiser effect
can be identified from the microseismic data. In the following, I will describe
the observations and try to give explanations for this phenomenon. At first, the
cumulative number of microearthquakes induced during gel treatment Stage A is
considered. One can notice from Figure 4.14 that the cumulative event number
continuously increases during the first approximately 15min of fluid injection
which means during the first injection cycle. In this time period, the bottom hole
pressure mainly decreases. Further, the cumulative numberof microearthquakes
continues its increase during the second injection cycle (time period of injection
is approximately 25min, starting at about 35min after begin of the treatment),
in spite of the fact that the bottom hole pressure is again mainly decreasing. Note
also that the pressure level in this injection cycle, including its peak value, is
slightly smaller than in the previous cycle. Finally, the cumulative event number
is again increasing immediately with the begin of the third injection cycle (at
about 3h) again by a pressure level smaller than the maximum levels reached
in the first and second injection cycle. This is in contradiction with the Kaiser
effect - the cumulative number of microearthquakes continuously increases
during extensive time periods where the bottom hole pressure was lower than
the maximum pressures in the previous loading cycle. Very similar features can
be seen in the microseismic data of gel treatment Stage B as well as in water
treatment Stage C (see Appendix, Figure A.4 and Figure A.5).

Let us now have a closer look to the phenomenon of a lacking Kaiser effect and
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Figure 4.14: (Top) Cumulative number of microearthquakes (NEV) induced in
Stage A gel treatment as function of bottom hole pressure. (Bottom) Hydraulic
treatment data (dashed line: flow rate, solid line: bottom hole pressure) of Stage
A gel treatment. Numbers 2 and 3 show the same time moments in both figures.
They mark starting points of an injection cycle.
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its relation to the growth processes of a hydraulic fractureand to the dynamics
of induced microearthquakes. The fracture reopening phases correspond to
similar patterns of the pressure behavior: firstly, a quick increase and then
a gradual decrease of the bottom hole pressure. Microseismicity still occurs
during complete injection cycles. Even more, locations of microearthquakes map
very well reopening of the fracture. Figure 4.15 shows horizontal projections
of the locations of microseismic events which occurred during opening and
reopening phases (that are periods of a quasi-linear with growth). It is evident
that microseismicity happens roughly in same places. One can therefore conclude
that fracture reopening phases are characterized by the felicity effect, or in other
words, by absence of the Kaiser effect. Obviously, Figure 4.15 demonstrates
the violation of the Kaiser effect rather on a global level, which means in the
hydraulically fractured domain as a whole. Due to a limited precision of event
localization (location errors are about5− 10m) one can not insist that the Kaiser
effect is also violated on a local level, i.e., that locations of events exactly match
the same locations where microseismic activity has been already registered in
previous loading cycles. However, it is still surprising that there are seismic
events activated in different loading cycles and located very closely from each
other.

Nevertheless, it is known that the Kaiser effect is also observed by fluid injections
(Lockner, 1998; Zang et al., 2000; Backers et al., 2005; Baisch et al., 2009)
and in fact, its signatures are present in the Cotton Valley microseismic data
as well. Let us consider microearthquakes induced immediately after the stop
of an injection cycle. In this situations, microseismicitybecomes significantly
reduced on long distances from the borehole with ongoing time. However, at the
same time microseismicity becomes very improbable on shortdistances from the
borehole. The second effect, which is less obvious, is explained with the concept
of back front of induced seismicity (see Chapter 2.4). The existence of the back
front is in agreement with the Kaiser effect: Negative pore pressure changes are
not triggering microseismicity. As it was shown before, theback front signature
is clearly observable in ther − t diagrams of induced microearthquakes for the
three treatments under consideration (see Figure 4.5(e), Figure 4.5(f) and Figure
A.3 in Appendix).

To summarize, the observation results in the conclusion that the Kaiser effect is
absent by reopening of a fracture but it is present after stopof a fluid injection. The
question arises, how to explain such a contrasting behaviorof fracturing-induced
microseismicity? The following scheme is proposed. After astop of an injection
cycle the fluid pressure load on the fracture walls graduallyvanishes in a slow,
quasi-diffusional process as supported by the back front signature of microseis-
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Figure 4.15: Plane view of source locations of microearthquakes which occurred
during opening/reopening phases of the hydraulic fractures. From top to bottom:
Stage A gel treatment, Stage B gel treatment and Stage C watertreatment.
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micity. Consequently, the fracture surface gradually closes which is assumed to
be a mainly aseismic process. During a fluid pressure reload by a following injec-
tion cycle reopening of the hydraulic fracture takes place and the fracture surface
consequently expands. This reopening is a quick, quasi-linear with time process.
The separation of the fracture walls can cause a kind of ”rubbing noise” via shear
slip events. Such a mechanism is quite identic to mechanismsthat are known in
material sciences by reopening of tensile defects (Tensi, 2004).
Furthermore, a diffusion-like pressure penetration behind the fracture walls can
additionally trigger microearthquakes during the phases of reopening of the frac-
ture. Especially, if the medium is strongly hydraulically heterogeneous then even
on a local scale microseismic events can continue to occur inadjacent positions
by a cyclic diffusion-like load. In such a situation, the pore pressure perturbation
in some part of the rock can further increase although it decreases close to the
borehole as indicated by the measurements of bottom hole pressure.

4.7 Summary and Conclusions

In this chapter, the focus was on microseismicity which results from hydraulic
fracturing. To apply a seismicity based reservoir characterization I have pre-
sented an interpretational approach for single-planar (1D) hydraulic fractures.
One of the fundamental aspects of the proposed approach is the analysis of
spatio-temporal dynamics of induced microearthquakes. Itis evident from the
Cotton Valley data that the space-time diagrams (r − t diagram) show signatures
of fracture volume growth, loss of treatment fluid, and diffusion of injection
induced pore pressure perturbations within the fracture and from the fracture
walls into the surrounding formation. The interpretation of envelopes of the
spatio-temporal distribution of fracturing-induced seismicity allows to determine
geometrical parameters as well as hydraulic characteristics of the fracture. By
assuming a conservation of the injected fluid volume, fluid transport properties of
the virgin reservoir can additionally be estimated. The interpretational approach
uses the following work flow. Firstly, the volume of the newlycreated hydraulic
fracture can be estimated from the induced microseismicity. Next, the volume of
treatment fluid which was lost into formation by filtration through the fracture
walls can be computed. Knowing the fluid loss, one can define the virgin reservoir
permeability. Additionally, an apparent diffusivity describing the fluid leakage
process can be calculated and compared with the microseismic data for a rough
quality control. Finally, the back front of induced seismicity gives an estimate of
fracture permeability. I have applied the proposed approach to microearthquakes
induced by several stages of hydraulic fracturing in a tight-gas reservoir. A
comparison of microseismicity from gel and water treatments shows that the
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fracturing resulted in similar fracture characteristics.The ratio of new fracture
volume to the total injected volume is nearly identical in the three considered
treatments. I therefore conclude that the fracture growth process is decoupled
from the type of treatment. This is confirmed by comparing thereleased seismic
energy as function of the cumulative injected volume. Furthermore, it is evident
that permeability of the fractures is influenced by the amount of pumped proppant
which keeps the fracture open after shut-in of the injection. To verify the results
of fracture geometry and fluid loss I have performed a modeling of the fracture
propagation using the maximum likelihood method. It yieldsfracture widths and
fluid-loss coefficients which well agree with before obtained findings. Hence the
applicability of the interpretational approach is supported by the independently
performed maximum likelihood modeling.

In the last part of this chapter, I have briefly discussed somephenomena which are
observed in the Cotton Valley data set. On the one hand, it concerns heterogenous
flow patterns whose signatures are also present in the dynamics of microseismic-
ity. These signatures provide information about interactions of the pressurized
fluid with the pre-existing fracture system. The heterogeneities can be explained
by the orientation of pre-existing natural fractures in respect to the hydraulic frac-
ture trajectory, and by pressure gradients within the fracture after termination of
the injection.
On the other hand, a breakdown of the Kaiser effect is found for tensile in-situ
hydraulic fracturing experiments. Such experiments with acyclic load (fluid in-
jection) and simultaneous microseismic monitoring are quite unique which is pos-
sibly a reason why such a phenomenon has not been reported before. Interestingly,
such a violation of the Kaiser effect for tensile fracturingdue to hydraulic forcing
on rocks is similar to the violation of the Kaiser effect in the case of shear fault-
ing by seismogenic processes, such as subduction earthquakes. Large patches of
the Wadati-Benioff zone indeed stay seismically active before and after the occur-
rence of big earthquakes during many cycles of corresponding tectonical loading.
This analogy demonstrates that a violation of the Kaiser effect might indicate cre-
ation and further development of new contacting surfaces inrock like fractures,
fissures and joints, and thus, it is possibly a common featureof active faulting
processes.



Chapter 5

Magnitudes of Fluid-Induced
Seismicity

Fluid-induced microearthquakes are to some extent intended by hydraulic
fracturing and hydraulic stimulation operations. The seismic activity related to
these injections had occasionally not been considered as a hazard. The hydraulic
stimulation of the Basel geothermal reservoir in 2006, however, caused several
significant events which were felt by the community (Majer etal., 2007; Häring
et al., 2008). The occurrence of these microearthquakes hasled to the awareness
that a more in-depth knowledge of seismic risk associated with fluid injections
is required. Understanding of the characteristics of earthquake magnitudes is the
starting point for an evaluation and finally a mitigation of potential seismic risk.

In this chapter, I will introduce a statistical model which describes the distribution
of magnitudes of fluid-induced seismicity. Since the cumulative injective fluid
mass can be considered as a key parameter, it is independent of non-linear fluid-
rock interactions such as a pressure-dependent permeability. It means that the
presented formalism is valid for seismicity resulting fromhydraulic fracturing as
well as from hydraulic stimulation. Moreover, it gives answers to the controlling
factors of the magnitude distribution and how one can reducethe probability of
inducing microearthquakes characterized by a significant magnitude.

117
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5.1 Theoretical Model of Magnitude Distribution of
Fluid-Induced Seismicity

The fundamental ideas that resulted in the theoretical concept proposed by Shapiro
et al. (2007) can be divided into two parts. First, the probability of a fluid-
induced microearthquake having a magnitude larger than a given magnitude is
an increasing function of the overall event number. Secondly, the authors hy-
pothesize that magnitudes of fluid-induced seismicity follow a Gutenberg-Richter
statistics. It means that the frequency-magnitude distribution is in accordance
with the Gutenberg-Richter scaling law (Gutenberg and Richter, 1954). In the fol-
lowing, I will comment on these ideas and their consequencesfor the statistics of
magnitude distribution of fluid-induced microearthquakes.

Cumulative number of induced microearthquakes

Let me begin with revisiting the statistical model for describing the occurrence
of seismicity during fluid injections which was introduced in Chapter 3. The
cumulative number of microearthquakes resulting from a fluid injection can be
obtained from this model. For simplicity, a point-like injection pressure source of
constant strength is firstly considered. It is assumed that the hydraulic diffusivity
is homogeneously distributed in an infinite, permeable, porous medium. The
injection-induced pressure relaxation alters the pore pressure in the pore space
and hence modifies the effective normal stress. It is furtherassumed that a
random set of non-interacting, pre-existing fractures with volume concentration
ζ is statistically homogeneous distributed in the medium. Each of the fractures
is characterized by a critical pore pressure value necessary for the occurrence of
a slip event along the fracture in accordance with the Coulomb failure criterion
(Scholz, 2002). The critical pore pressure are randomly selected from a uniform
distribution between a minimum value,Cmin, and a maximum value,Cmax.
Cmin andCmax address most unstable and most stable fractures, respectively. A
fracture location~r = (x, y, z) (and defined by its distancer =

√
x2 + y2 + z2

to the source point) will now become the hypocenter of a microearthquake with
occurrence timet0, if the pore pressure perturbationp(r, t) exceeds the local
value of critical pressure at timet0. It is assumed that once a microearthquake
occurred at a certain fracture location, then no further earthquakes are possible at
this position. This condition is due to the observation thatrecharging of fractures
to a near-critical state takes longer than the diffusion-like relaxation of a pore
pressure perturbation (Shapiro et al., 2007).

These preliminary considerations lead to the following. The probability
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P (Ev,~r, t) that an earthquake occurs at a given fracture location~r and until the
time t is equal to the probability that the critical pore pressure at position~r is
lower than or equal to the maximum pore pressure perturbation reached at this
position until timet. It means, the probability isP (C(~r) ≤ max(p(r, t))). With
the condition of non-decreasing injection pressures one obtains:

P (Ev,~r, t) =

∫ p(r,t)

Cmin

f(C)dC, (5.1)

wheref(C) is the probability density function (PDF ) of critical pressuresC(~r)
of pre-existing fractures. If a uniformly distributed criticality field is assumed,
then thePDF of critical pressures is given as:

f(C) =
1

Cmax − Cmin
≈ 1

Cmax
. (5.2)

The latter, approximated term in this equation takes into account the observation
thatCmax is generally several orders of magnitude larger thanCmin which hence
becomes vanishing small. With the assumption that the maximum criticality is
larger than the pore pressure perturbation (excluding the very near borehole area)
and the minimum criticality equals zero (the so-called reference case (Langen-
bruch and Shapiro, 2010)), then Equation (5.1) yields for the earthquake proba-
bility a direct proportionality to the pore pressure perturbation:

P (Ev,~r, t) =
p(r, t)

Cmax

=
q0

4πD r Cmax

· erfc
(

r√
4Dt

)
. (5.3)

The total number of microearthquakesN(t) induced in the time interval(0, t) can
now be obtained by multiplying the event probability with the fracture volume
concentrationζ , and spatial integration of the product:

N(t) =
q0 ζ

4πDCmax

·
∫

V

1

r
· erfc

(
r√
4Dt

)
d3r

=
q0 ζ

DCmax
·
∫ ∞

0

r · erfc
(

r√
4Dt

)
dr

=
q0 ζ t

Cmax
. (5.4)

One can notice from this equation that the cumulative numberof fluid-induced
microearthquakes grows linearly with time with constant rate q0 = 4πDa0p0
(see Chapter 3.2.1, and Rothert and Shapiro, 2007) in case ofan injection with
constant injection pressurep0.
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If the injection pressure during a fluid injection is not constant over time but lin-
early increasing with time, then Equation (5.4) changes to (see also Chapter 3.2.2
and Chapter 3.2.3, assumingq0 = 0):

N(t) =
qt ζ t

2

Cmax
, (5.5)

with qt being a constant rate of source strength increase during injection. Note
that in both cases, that are the condition of constant as wellas the condition of
non-constant injection pressures, possible nonlinear fluid-rock interactions are not
taken into consideration. A more general formalism has therefore been derived by
Shapiro and Dinske (2009b) which is valid for any kind of nonlinearities in the in-
terdependence of injected fluid and rock mass. It uses the fluid continuity equation
which is an expression of the conservation of fluid mass (see Chapter 2.3, Equation
(2.9)). With this principle, it can be found that the number of microearthquakes
N(t) induced during a fluid injection is proportional to the injected fluid mass
mc(t), respectively proportional to the injected fluid volumeVI if a constant fluid
densityρ is assumed (Shapiro and Dinske, 2009b):

N(t) =
mc(t) ζ

Cmax ρ S
=
VI(t) ζ

Cmax S
, (5.6)

whereS = α2
(

1
Mdry

+ 1
Ks−Kdry

)
+ φ

(
1
Kf

− 1
Ks

)
is a poroelastic compliance

defined by the bulk moduli of dry rock, grain material and fluidphase,Kdry, Ks,
Kf , the P-wave modulus of dry rockMdry, porosityφ, and Biot coefficientα.

Magnitudes statistics of fluid-induced microearthquakes

The question arises, how one can now specify the magnitude distribution of in-
duced microearthquakes. To determine the probability of one event having a
magnitude larger than or equal to a given one during the time interval (0, t),
P (Ev,M ≥ M0, t), it is supposed that magnitudes of fluid-induced seismicity
follow a Gutenberg-Richter type statistics constant in time. It means that the
frequency-magnitude distribution of induced microearthquakes is in accordance
with the Gutenberg-Richter scaling law (Gutenberg and Richter, 1954). It relates
the magnitude and the number of earthquakes of at least that magnitude in any
given region and time period. Precisely, the logarithm of number of earthquakes
having a magnitude larger than magnitudeM0 is equal toa − bM0 wherea and
b are constants. Thea−value describes the earthquake productivity whereas the
b−value is the ratio of small to large events. This assumptionsprovides the follow-
ing equation system. The product of the cumulative number ofmicroearthquakes
(Equations (5.4), (5.5), and (5.6)) with the probabilityP (Ev,M ≥ M0, t) yields
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the cumulative number of events with a magnitude larger thanor equal to a given
magnitudeM0 (Shapiro et al., 2007):

NM≥M0(t) = P (Ev,M ≥M0, t) ·N(t). (5.7)

Introducing a Gutenberg-Richter type statistics, that is:

P (Ev,M ≥M0, t) = 10a−bM0 , (5.8)

results in the following expressions:
for constant source strength:NM≥M0(t) =

q0 ζ t

Cmax
· 10a−bM0 , (5.9)

for increasing source strength:NM≥M0(t) =
qt ζ t

2

Cmax

· 10a−bM0, (5.10)

for injected fluid volume:NM≥M0(t) =
VI(t) ζ

Cmax S
· 10a−bM0, (5.11)

respectively, in logarithmic scale:

log NM≥M0(t) = log

(
q0 ζ

Cmax

)
+ log t+ a− bM0, (5.12)

log NM≥M0(t) = log

(
qt ζ

Cmax

)
+ 2 log t+ a− bM0, (5.13)

log NM≥M0(t) = log

(
VI(t) ζ

Cmax S

)
+ a− bM0. (5.14)

The ratio Cmax

ζ
has been introduced as a new quantity, the tectonic potential

Ft (Shapiro et al., 2007). It is defined by two seismotectonic parameters of an
injection site. One of the parameters is the maximum criticality Cmax which is
the upper limit of critical pore pressures of pre-existing fractures. The second
one is the volume concentrationζ of pre-existing fractures. The tectonic potential
has critical implications for the microseismic activity due to an injection. If, for
instance, injection flow rate and poroelastic compliance are assumed to be equal
at two injection sites but the locations are characterized by a different tectonic
potential, then the location with a lower tectonic potential will experience a
higher rate of seismicity. It means that the larger the tectonic potential the more
efforts are necessary to induce microseismicity.

The Equations (5.12) - (5.14) describe the distribution of magnitudes of fluid-
induced seismicity. They also clarify which parameters control the statistics of
magnitudes. Let me therefore briefly discuss the significance of the result.
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On the one hand, the presented equations allow for specifying the evolution and
distribution of earthquake magnitudes by fluid injections.One can notice that the
probability of inducing a microearthquake with a significant magnitude increases
with injection time and with injection source strength (injection pressures). In
volume domain, this occurrence probability increases withinjected fluid volume
(cumulative fluid mass). The cumulative number of earthquakes with a magnitude
larger than or equal to a given magnitude and the injection duration respectively
the cumulative injected fluid volume are linearly related indouble logarithmic
scale. For the condition of constant source strength, the proportionality factor
between quantitieslogNM≥M0(t) andlog t is equal to one, whereas it is equal to
two for the condition of linearly increasing source strength. If the statistics of
magnitudes is considered in volume domain, then the proportionality coefficient
is always equal to one. It is also evident from Equations (5.12) - (5.14) that
curves of functionlogNM≥M0(t) for different magnitudesM0 are parallel in a
bilogarithmic plot.

Equations (5.12) - (5.14) also provide an additional methodto determine the
b−value. Assuming that the logarithm of cumulative numbers ofearthquakes with
a magnitude larger than a given magnitude are considered fortwo arbitrary mag-
nitudesMi andMi+1. Application of either Equation (5.12), Equation (5.13) or
Equation (5.14) gives the following formulation for theb−value:

log NM≥Mi
(t) + bMi = log NM≥Mi+1

(t) + bMi+1 (5.15)

log NM≥Mi
(t)− log NM≥Mi+1

(t) = bMi+1 − bMi

b =
log NM≥Mi

(t)− log NM≥Mi+1
(t)

Mi+1 −Mi

.

On the other hand, the parameters that define the size and distribution of earth-
quakes magnitudes by fluid injections can be identified from Equations (5.12) -
(5.14). As mentioned before, injection engineering parameters, such as injection
duration, injection pressures, or injection fluid volume, are one part of magnitude-
controlling factors. The second group of parameters are site-specific characteris-
tics of the reservoir-building rock and fracture system. Precisely, these are seis-
motectonic parameters, such as Gutenberg-Richtera− andb−value, and the tec-
tonic potentialFt. They also include hydraulic diffusivity (viaq0 andqt) or the
poroelastic compliance. For the assessment of seismic riskresulting from a fluid
injection knowledge of the site-specific seismotectonic parameters is required. It
can be achieved by estimating these quantities from a short-term fluid injection
test prior to a long-term injection of large fluid volumes.



5.1. MAGNITUDE DISTRIBUTIONS 123

5.2 Magnitude Distributions of Basel and Cotton
Valley Data Catalogs

In the following, I will illustrate the before described considerations and the
derived formalism for two case studies. Fluid-induced microseismicity from
the Basel geothermal reservoir stimulation and from hydraulic fracturing in the
Cotton Valley hydrocarbon reservoir are presented.

Figure 5.1: Distribution of moment magnitudes of microearthquakes induced dur-
ing injection in the Basel geothermal reservoir as functionof time (top) and as
function of cumulative injected fluid volume (bottom). Notethat for non-constant
increasing fluid flow rates the observed heterogeneous distribution of magnitudes
in time domain becomes homogeneous if considered in volume domain.
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The temporal evolution of moment magnitudes of induced microearthquakes is
shown in Figure 5.1. If earthquake magnitudes are plotted asfunction of time, then
they are heterogeneously distributed (Fig. 5.1(top)). This heterogeneity is due to
the applied non-constant injection flow rate. The distribution becomes more ho-
mogeneous, however, if the injected fluid volume is considered (Fig. 5.1(bottom)).
This homogenization is supported by Equation (5.6) which states that the number
of microearthquakes increases proportional with the injected fluid volume.
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Figure 5.2: Frequency-
magnitude distribution of
microearthquakes induced
during injection in the Basel
geothermal reservoir. The
fluid-induced seismicity clearly
obeys a Gutenberg-Richter
statistics. Gutenberg-Richter
b−value is 1.65 (obtained by
linear regression).

Figure 5.2 shows the frequency-magnitude distribution of Basel seismicity. The
logarithm of the number of events having a magnitudeM larger than or equal
to a given magnitudeM0 is linearly proportional to the given magnitude. Thus,
it confirms the assumption that fluid-induced seismicity obeys the Gutenberg-
Richter scaling law, that is,logNM≥M0 = a− bM0. Interestingly, theb−value of
Gutenberg-Richter is∼ 1.65 and hence higher than typicalb−values of natural
seismicity which are of the order of1.0. Compared to natural seismicity, it
means that larger magnitude earthquakes are underrepresented in case of the
hydraulic stimulation in Basel. To study whether theb−value is constant during
injection, the frequency-magnitude distribution is evaluated for several time steps
of the injection period. If the frequency-magnitude distribution is plotted for
each consecutive1000 m3 of injected fluid separately, then temporal changes
of the statistical magnitude distribution become evident (Figure 5.3(left)). In
this case, theb−value of Gutenberg-Richter is highest during injection interval
3000 − 4000 m3 (b ≈ 2) and lowest for seismicity occurring during the last
injection interval10, 000 − 11, 000 m3 (b = 1.2). It is a reasonable observation
since larger magnitude earthquakes increasingly occurredcloser to the end of
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Figure 5.3: (Left) Frequency-magnitude distributions of microearthquakes in-
duced during injection in the Basel geothermal reservoir plotted for differentially
injected fluid volume. Changes in the magnitude distribution with injected vol-
ume are obvious. (Right) Estimation of highest and lowestb−value in case of
differential analysis of frequency-magnitude distribution.

injection. An explanation for the observed decreasingb−value over time could be
the increasingly stimulated reservoir volume allowing forshear slip along larger
fracture planes.

Equation (5.13) predicts a linear relation with a constant proportionality factor
two for the logarithm of the number of events having magnitude M larger
than or equal to a given magnitudeM0 and the logarithm of injection timet.
Such a bilogarithmic diagram is illustrated in Figure 5.4. The prediction of the
equation is in accordance with the observations from Basel.If the analysis is
considered in the volume domain, then the relation betweenlog(NM≥M0) and
log(VI) is satisfied by a proportionality factor one (compare with Equation (5.14)).

The magnitudes of microseismicity induced in Cotton Valleyare evaluated
in the same way. Here the idea is to show that the characteristics of magni-
tude distribution of fracturing-induced seismicity are identical to the one of
stimulation-induced seismicity. This similarity would confirm the global validity
of the derived concept for any kind of fluid-induced seismicity independent of
the type of fluid-rock interaction. The temporal evolution of microearthquakes
moment magnitudes induced in two gel treatments, Stage A andStage B, and
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Figure 5.4: Cumulative number of microearthquakes having amagnitudeM larger
than or equal to magnitudeM0 (NM≥M0) induced during injection as function of
time (left) and as function of cumulative injected fluid volume (right) in double
logarithmic scale. Dotted line is shown for convenience andhas slope two (time
domain) and slope one (volume domain) illustrating the linear proportionality be-
tween the two quantities in double logarithmic scale.

one water treatment, Stage C, are presented in Figure 5.5. The treatments
were performed using constant injection flow rates resulting in nearly constant
injection pressures. Therefore the three magnitudes distributions are only shown
in time domain.

In the following, only microearthquakes that were induced during the main
treatments of the three stages (see hydraulic treatment data in Chapter 4.4,
Fig. 4.4, and Appendix, Fig. A.2) are considered. The frequency-magnitude
distributions of microearthquakes are shown in Figure 5.6(left). One can clearly
notice from the figure that the distributions obey the Gutenberg-Richter scaling
law, but theb−values are higher in the case of hydraulic fracturing compared
to hydraulic stimulation. Here they are of the order ofb = 2.7 (gel treatment
Stage A),b = 2.2 (gel treatment Stage B) andb = 4.6 (water treatment Stage
C). These high values ofb reflect the almost complete absence of larger events.
Additionally, magnitudes of fracturing-induced seismicity tend to be limited to a
narrow band.

Finally, bilogarithmic plots of the cumulative number of events having magnitude
M larger than or equal to a given magnitudeM0 as functions of injection timet for



5.2. MAGNITUDES DISTRIBUTIONS 127

Figure 5.5: Distribution of moment magnitudes of microearthquakes induced dur-
ing hydraulic fracturing in Carthage Cotton Valley gas reservoir as function of
time. (Top) gel treatment Stage A, (middle) gel treatment Stage B, (bottom) water
treatment Stage C.
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the three treatment stages are presented in Figure 5.6(right). In double logarith-
mic scale, both quantities obey the predicted linear relation with a proportionality
factor one in accordance with Equation (5.12) (after20− 30min).

5.3 Summary and Conclusions

In this chapter, the focus was the evaluation of size and distribution of earthquake
magnitudes resulting from fluid injections. I have introduced a model for
describing the statistical distribution of magnitudes. Itis valid for co-injection
seismicity induced during time periods of non-decreasing source strength. The
model is based on two main assumptions. First, the probability of a fluid-induced
microearthquake having a magnitude larger than or equal to agiven magnitude is
an increasing function of the total number of induced microearthquakes. Second,
the frequency distribution of magnitudes of fluid-induced seismicity follows
the Gutenberg-Richter scaling law. Using these assumptions, a formalism has
been derived. On the one hand, it well explains the observations from injection
experiments. Furthermore, this formalism allows to distinguish the controlling
parameters of magnitudes of fluid-induced microearthquakes. Although I have
presented this formalism for the conditions of linear diffusion, constant and
linearly increasing injection source pressures, a more general formulation is
provided if the cumulative injected fluid mass / fluid volume is considered. The
formalism is then independent of possible non-linearitiesin the interaction of
the injected fluid with the reservoir rock (such as in case of pressure-dependent
permeability).

Identifying the parameters that define the magnitude and itsfrequency is a key
point for evaluating the seismic risk by fluid injections. Among the injected fluid
mass, other parameters that control the magnitude distribution of fluid-induced
seismicity are of seismotectonic nature. It means that those parameters are
site-specific. They include Gutenberg-Richtera− and b−value as well as the
tectonic potential which is defined by characteristics of pre-existing fractures. It
expresses the ratio of the maximum of critical pressures over the fracture volume
concentration. By comparing the magnitude distributions for two different
injection locations, the following conclusions can be drawn. Hydrocarbon
reservoirs, particularly the Cotton Valley tight-gas reservoir, are characterized by
high b−values. It means, also in consideration of the small fluid volume required
in fracturing operations, that microearthquakes with a significant magnitude
are less likely to occur. However, it likewise means that a seismic monitoring
system at such locations has to have a high level of sensitivity in order to detect
the induced microearthquakes and hence to capture as much information as
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Figure 5.6: (Left) Frequency-magnitude distributions of microearthquakes in-
duced during main treatments. Magnitudes of fracturing-induced seismicity also
obeys Gutenberg-Richter scaling, but shows higher b-values compared to fluid-
induced seismicity in geothermal reservoirs. (Right) Cumulative number of mi-
croearthquakes having a magnitudeM larger than or equal to magnitudesM0

(NM≥M0) induced during main treatments as functions of time in double logarith-
mic scale. Dotted line is shown for convenience and has slopeone illustrating
the linear proportionality between the two quantities in double logarithmic scale.
(Top) gel treatment Stage A, (middle) gel treatment Stage B,(bottom) water treat-
ment Stage C.
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possible. In contrast to hydrocarbon reservoirs, fluid injections which are aimed
to develop geothermal systems have caused noticeable earthquakes at several
locations (see e.g. Majer et al., 2007). These observationscan again be explained
by applying the presented formalism. It was found that induced seismicity from
the geothermal reservoir in Basel is characterized by a lower b−value compared
to the Cotton Valley hydrocarbon reservoir. In addition, here the b−value is
decreasing with ongoing injection which is likely caused byreactivation of larger
fracture planes due to increasingly stimulated reservoir volume.



Chapter 6

Summary and Perspectives

The thesis was aimed to further develop the seismicity basedreservoir characteri-
zation approach (SBRC). In general,SBRCis applied to microearthquakes result-
ing from fluid injections into the subsurface which are carried out for a diversity
of reasons. It hereby allows firstly to estimate the fluid-transport properties of
hydraulically treated reservoir rock, secondly to examinethe interactions of in-
jected fluid and rock, and thirdly to characterize pre-existing fracture networks
and fault zones within the reservoir. Thus,SBRChas substantially contributed to
the present understanding of physical processes that are related to fluid-induced
seismicity. To extend the applicability ofSBRCthe following topics have been
addressed in this thesis.

Seismicity resulting from time-dependent injection source
strength

The deterministicSBRCmethods so far assumed a constant source strength of
a fluid injection. This condition, however, is not always given by injection ex-
periments. In Chapter 3,SBRChas been extended to consider fluid injections
where the strength of the source is linearly increasing withtime. This special
condition required in a first step the derivation of an analytical solution of the
diffusion equation since an appropriate solution can not befound in literature.
The derived analytical solution and the resulting expressions for seismicity rate
and cumulative number of microearthquakes have been numerically verified us-
ing finite element modeling and synthetically generated seismicity. Afterwards,
application ofSBRCto the catalog of fluid-induced earthquakes recorded in Basel
was presented providing consistent estimates of fluid transport properties of the
stimulated geothermal reservoir. Furthermore, critical pressures of induced mi-
croearthquakes were determined using numerical modeling and their statistical
distribution was reconstructed.
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Seismicity resulting from hydraulic fracturing in tight-g as reser-
voirs

If a fluid injection is aimed to create a hydraulic fracture, then the assumption of
linear diffusion of pore pressure perturbations as the governing process of seis-
micity triggering is violated. The opening of newly fractured volume results in a
sudden, strong increase in rock permeability. Consequently, the injected fluid can
be faster transported to the regions of fracture tip. It alsomeans that permeability
becomes pressure-dependent and, thus, the diffusion process becomes non-linear.
For such situations, following two problems pose. On the onehand, a theoretical
construct to physically describe the triggering of fracturing-induced seismicity in
terms of non-linear diffusion was not existing. On the otherhand, an interpreta-
tional model for this type of seismicity in order to derive fluid transport properties
was not available. Both problems have been addressed in the thesis. In Chapter
2.3, a general formulation of the diffusion equation was presented which enables
a description of seismicity triggering resulting from simple hydraulic stimulation
as well as from complex hydraulic fracturing. In Chapter 4, an approach was
proposed to interprete seismicity related to single-planar hydraulic fractures in
terms ofSBRC. The model was applied to catalogs of fracturing-induced mi-
croearthquakes recorded during three fracturing stages inthe Carthage Cotton
Valley gas reservoir. The obtained results which include, for instance, fracture
width and fluid-loss coefficient, are in agreement with results from independently
performed maximum likelihood modeling.

Scaling relations of fluid-induced earthquake magnitudes

Fluid injections into the subsurface can sometimes induce earthquakes that have
a significant magnitude. In particular, seismic events withlarger magnitudes are
reported from injection operations in geothermal environment. Since geothermal
energy recovery is considered as an energy source of long-term increasing de-
mand, understanding of the statistics of magnitudes of fluid-induced seismicity is
of essential importance. In Chapter 5, a theoretical model was introduced which
describes the distribution of magnitudes of microearthquakes induced during in-
jection. The model combines a Gutenberg-Richter statistics of magnitude prob-
ability with the cumulative number of induced microearthquakes. Magnitudes
catalogs of microseismicity resulting from both hydraulicstimulation as well as
hydraulic fracturing are in accordance with this model. In addition, the presented
model allows to identify controlling parameters of the distribution of magnitudes
and, thus, to develop strategies for a mitigation of possible seismic risk related
to fluid injections. On the one hand, it is the injected fluid volume, precisely the
injected fluid mass, which is a man-made, and hence a controllable parameter. On
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the other hand, the statistical distribution of magnitudesis defined by seismotec-
tonic quantities. These include Gutenberg-Richtera− andb−value and statistical
properties of pre-existing fractures.

Outlook

Although various characteristics of fluid-induced microseismicity can already be
explained using the underlying model of theSBRCapproach, there are several
open questions. The following ideas which are partly studied at the moment ad-
dress these questions and help to completely understand thephysical processes
and to optimize the reservoir characterization:

1. One aspect that has not been considered so far is the effectof poroelastic
coupling on the triggering mechanism. Rudnicki (1986) presented analyti-
cal solutions of coupled deformation-diffusion processesfor isotropic media
and for the condition of a constant fluid mass source. This equations can be
implemented inSBRCto evaluate this phenomenon. Further developments
could then include extending the known solutions to consider anisotropic
media and time-dependent sources.

2. More detailed studies on non-linear fluid-rock interactions can be carried
out to better understand processes that are involved in hydraulic fractur-
ing operations. A key point here is deriving an interpretational model for a
reservoir characterization that can be applied to the special class of volumet-
ric hydraulic fractures, such as they develop in the BarnettShale tight-gas
formation.

3. At present, there is an apparent disagreement in the estimates of critical
pressures if compared to geomechanically based approaches. In Chapter 3,
critical pore pressures of the induced seismicity in Basel were found to be
between 1000Pa and 1MPa. For a subset of the same data, Mukuhira
et al. (2009) determined critical pore pressures of the order of 50−80MPa
using information about the stress state and the orientation of fault planes.
However, shortcomings of the geomechanical model are the assumptions of
homogeneous distribution of normal stresses and a constant, static coeffi-
cient of friction. It is intuitive to suggest that material parameters, such as
elastic moduli, are neither constant nor homogeneously distributed in the
whole reservoir volume (see e.g. Cooke, 1997; Carpenter et al., 2009; Val-
ley and Evans, 2010). It means that heterogeneities of stress distribution
and a varying friction coefficient have to be considered in the calculation
of critical pore pressures. On the other hand, the diffusion-based model of
the SBRCapproach also simplifies real situations because heterogeneities
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of hydraulic parameters are not taken into account. Addressing those points
aid to resolve the disagreement between the two approaches.

4. Further investigations of the scaling relations of fluid-induced earthquake
magnitudes can be performed. In particular, post-injection microseismicity
is in focus because at several injection locations the strongest earthquakes
were induced after injection stop (Majer et al., 2007). Another concern
applies to the observed non-stationarity of Gutenberg-Richter b−value in
Basel. To evaluate and interprete this phenomenon more detailed and ad-
vanced studies are required.
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Summarized in this chapter of the appendix is the interpretation of seismicity in-
duced by hydraulic fracturing Stage B in Carthage Cotton Valley tight-gas reser-
voir. The treatment was performed using a cross-linked gel injected through per-
forated intervals of borehole CGU 21-10. The induced seismicity was monitored
by geophones placed in wells CGU 21-09 and CGU 22-09. In the figure section
included are:

• map and depth view of source locations of induced seismicity

• engineering data

• r − t diagram of induced seismicity

• plots of the results

The estimated parameters regarding fracture and reservoirproperties after appli-
cation of the presented interpretational approch are summarized in Table 4.2.

Figure A.1: Map view and depth view of source locations of microearthquakes
induced in Stage B gel treatment.
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Figure A.2: (Top) Hydraulic fracturing treatment data and (bottom)r− t diagram
of induced microearthquakes of Stage B gel treatment.
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Figure A.3: (Top)r − t diagram of microearthquakes induced in main treatment
period of Stage B gel treatment, dashed line indicates fracture volume opening,
(middle) r − t diagram as before but with triggering front curve accordingto
Equation 2.4 to describe the diffusion-like propagation ofseismicity, (bottom)
modifiedr − t diagram with removed shut-in phases. Triggering and back front
curves according to Equations (4.2) and (4.5) well limit themicroseismic event
cloud.
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Supplement to Chapter 4.6.2, Breakdown of Kaiser effect:
analysis of Stage B and Stage C seismicity
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Figure A.4: (Top) Cumulative number of microearthquakes (NEV) induced in
Stage B gel treatment as function of bottom hole pressure, (Bottom) Hydraulic
treatment data (dashed line: flow rate, solid line: bottom hole pressure) of Stage
B gel treatment. Numbers 2, 3 and 4 show the same time moments in both figures.
They mark starting points of an injection cycle.
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Figure A.5: (Top) Cumulative number of microearthquakes (NEV) induced in
Stage C water treatment as function of bottom hole pressure,(Bottom) Hydraulic
treatment data (dashed line: flow rate, solid line: bottom hole pressure) of Stage
C water treatment. Numbers 2 and 3 show the same time moments in both figures.
They mark starting points of an injection cycle.
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