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Das Leben ist wie ein Fahrrad...
Man muss sich vorwarts bewegen,
um das Gleichgewicht nicht zu verlieren.

Albert Einstein






Abstract

The main objective of the thesis is a further developmenhefseismicity based
reservoir characterization approacBBRG. In general, theSBRCmethod is
applied to microearthquakes resulting from fluid injectanto the subsurface.
The SBRCmethod allows firstly, to estimate the fluid-transport prtipe of
hydraulically stimulated reservoir rock, secondly, to mx@e the fluid-rock
interaction, and thirdly, to characterize activated fuaes and faults within
the reservoir. ThusSBRCsubstantially contributes to the understanding of
physical processes that are related to injection-indueesirscity. To extend the
applicability of SBRCthe thesis focus on the following topics.

The SBRCmethod so far assumes a constant source strength of a flaction).
This condition, however, is not always given, such as by glardulic stimulation
of a geothermal reservoir in Basel (Switzerland). In the faart of the thesis,
SBRCis extended in order to analyze seismicity resulting frondfinjections
where the source strength is linearly increasing with tifRer this purpose, an
analytical solution of the diffusion equation is derivedite into account this
special condition. The derived analytical solution and ribgulting expressions
for seismicity rate and cumulative number of microeartlkgisaare numerically
verified using finite element modeling and syntheticallyegyated seismicity. Af-
terwards,SBRCmethods are applied to the catalog of fluid-induced seigynici
recorded in Basel. They provide consistent estimates opénmeability of the
hydraulically stimulated reservoir. It is of the order ofQl&icroDarcy by as-
suming an effective-isotropic medium. The criticality whistatistically describes
the strength of pre-existing fractures is found to be dsted between about 5000
Pa and approximately 1/ Pa.

In the second part of the thesis, a model is introduced inrotaenterpret
fracturing-induced seismicity related to single-plangddaulic fractures. The
model considers the growth of fracture and seismicity asmabtoed geometry-
and diffusion-controlled process. It is confirmed by oba&ons from fracturing-
induced seismicity in the Cotton Valley gas reservoir (USR)e space-time dia-
grams ¢ — ¢ diagrams) of induced microearthquakes show signaturesctuire
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volume growth, loss of treatment fluid, and diffusion of etjen-induced pore
pressure perturbations within the fracture as well as froeftacture into the
surrounding formation. Evaluation of envelopes of the ispmporal distribu-
tion of fracturing-induced seismicity allows to determgeometrical parameters
and hydraulical properties of the created fracture. Cansid a volume balance
principle of the injected treatment fluid permits to quantifie fluid loss from
the fracture into the virgin reservoir and to estimate theereoir permeability.
The proposed interpretational approach is applied to raamtbquakes induced
during three stages of hydraulic fracturing in Cotton Mall&lthough the three
stages differ with respect to the treatment design parasjetas found that the
individual stages resulted in similar fracture geometriRatios of new fracture
volume and total injected volume are nearly identical inr@atments. It means
that the fracture growth process is likely decoupled from type of treatment
design. Estimates of fluid loss and reservoir permeabiligyansistent for the
three investigated fracturing stages. The results olddnoen the interpretational
model are confirmed by modeling the fracture propagationguie maximum
likelihood method.

Fluid injections into the subsurface can sometimes indac#nguakes character-
ized by a significant magnitude. In particular, seismic évevith larger magni-
tudes are reported from geothermal reservoirs. Undernsigiod the scaling rela-
tions of magnitudes of fluid-induced seismicity is cruc@ &ssessing the seismic
risk by injection operations. In the last part of the theasistatistical model is in-
troduced which describes the magnitude distribution ofogarthquakes induced
during injections. It combines a Gutenberg-Richter siagsof magnitude prob-
ability with the cumulative number of induced microearthges. Earthquakes
magnitudes resulting from hydraulic stimulation in Baged #om hydraulic frac-
turing in Cotton Valley are in agreement with this model.tharmore, the model
allows to identify controlling parameters of the size anstribution of magni-
tudes. These include design parameters of a fluid injeciaoh as fluid vol-
ume, or fluid flow rates and injection duration, and seisntotgc quantities like
Gutenberg-Richtei— andb—value and the tectonic potential which is defined by
statistical properties of pre-existing fractures.



Zusammenfassung

Die wesentliche Zielsetzung der vorliegenden Dissematgi eine Weiteren-
twicklung des Ansatzes der Seismizitdtsbasierten Resehavakterisierung
(SBRQ. Die SBRCMethode wird im Allgemeinen auf Mikroerdbeben, die durch
die Injektion von Fluiden in den Untergrund ausgeltst werdangewendet.
Dieses ermoglicht einerseits die Fluidtransporteigeaseh des hydraulisch
stimulierten Reservoirgesteins abzuschatzen, zweitehs, Fluid-Gesteins-
Wechselwirkungen zu untersuchen, und drittens, die a&ktem Bruch- und
Stérungssysteme innerhalb des Reservoirs zu charaktensSBRCtragt somit
wesentlich zum Verstandnis der physikalischen Prozessend/erbindung zu
induzierter Seismizitat stehen, bei. Zur Erweiterung demwAndbarkeit der
SBRCMethode konzentriert sich die Dissertation auf die folggm@hemen.

Die SBRCMethode basiert bisher auf der Annahme, dass die Quekst#ikrend
einer Fluidinjektion konstant ist. Diese Bedingung istgeld nicht immer
gegeben, wie beispielsweise bei der hydraulischen Stironlaes geothermis-
chen Reservoirs in Basel (Schweiz). Im ersten Teil der Diggen wird die
SBRCMethode erweitert, um Seismizitét resultierend aus Rhjaditionen in de-
nen die Quellstarke linear mit der Zeit ansteigt, zu analgsi. Zu diesem Zweck
wird eine analytische Lésung der Diffusionsgleichung k&et, welche diese
spezielle Randbedingung berticksichtigt. Diese Losungliendaraus ermittelten
mathematischen Formulierungen fur Seismizitatsrate umzbAl der Mikroerd-
beben werden numerisch verifiziert mit Hilfe von Finite-Blenten-Modellierung
und synthetisch erzeugter Seismizitat. Anschlielend disdBRCMethode auf
den Katalog fluid-induzierter Seismizitat in Basel angetdetn Sie ergibt eine
konsistente Abschéatzung der Permeabilitdt des hydréwBsmulierten Reser-
voirs von 150microDarcy. Die Kritikalitat, welche statistisch die Festigkeit von
pra-existierenden Bruchsystemen beschreibt, ist vemeischen etwa 5000«
und ca. 1M Pa.

Im zweiten Teil der Dissertation wird ein Modell vorgestgdlas die Interpretation
von induzierter Seismizitat im Zusammenhang mit einfalemaren hydraulis-
chen Bruchen ermdglicht. Das Modell betrachtet das Waoh&imes solchen
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hydraulisch-generierten Bruches und der assoziiertesn®atét als einen kom-
binierten Geometrie-und Diffusions-kontrollierten Peeg. Dieses wird durch
Beobachtungen von induzierter Seismizitat aus dem Cottaliey Gasreser-
voir (USA) bestatigt. Die Raum-Zeit-Diagramme { ¢ Diagramme) der in-
duzierten Mikroerdbeben zeigen Signaturen von Bruchaitsimg, des Verlustes
von Fluid vom Bruch in das umgebende Reservoirgestein uadddsbreitung
von injektions-induzierten Perturbationen des Porendiuidks innerhalb des
Bruches. Die Auswertung der Einhillenden der rdumlicliizeen Verteilung
der induzierten Seismizitat erlaubt die Bestimmung vomgetoischen Parame-
tern und von hydraulischen Eigenschaften des erzeugterhBsu Ausgehend von
dem Prinzip einer Volumenbalance des injizierten Fluidiasien der Fluidverlust
aus dem Bruch in die umgebende Formation und die Permeédbiéis Reservoirs
quantifiziert werden. Der vorgestellte Interpretatiorssdn wird auf Mikroerd-
beben, die wahrend dreier Phasen hydraulischer Bruchigldu Cotton Valley
ausgelost worden sind, angewendet. Obwohl die drei Phaskrmmsichtlich
der Konzeption der Injektion unterscheiden, ergaben dieethen Phasen sehr
ahnliche Bruchgeometrien. Das Verhaltnis aus neu gesatafi Bruchvolumen
und dem injiziertem Gesamtvolumen ist nahezu identiscHlém &hasen. Die
Abchatzungen von Fluidverlust und Reservoirpermeabitdd konsistent fur
die drei untersuchten Phasen. Die aus dem vorgestellterphetationsmodell
abgeleiteten Kenngrél3en sind anhand einer Modellierun@dechausbreitung
mit der Maximume-Likelihood-Methode bestatigt worden.

Fluidinjektionen in den Untergrund konnen zum Teil Erdbebdie durch eine
signifikante Magnitude charakterisiert sind, zur Folgedrab Insbesondere in
geothermischen Reservoiren sind seismische Ereignidsgrofderer Magnitude
beobachtet worden. Das Verstandnis von Skalierungsvarssgn der Magnitu-
den von fluid-induzierter Seismizitat ist entscheidendiigrBeurteilung des seis-
mischen Risikos durch Fluidinjektionen. Im letzten Teit @&ssertation wird ein
statistisches Modell vorgestellt, welches die Magnitweeteilung von Mikroerd-
beben, die wahrend der Injektion auftreten, beschreibts ladell kombiniert
die Gutenberg-Richter Statistik der Magnitudenwahrsdiatikeit mit der kumu-
lativen Anzahl der induzierten Mikroerdbeben. Beobachamvon Erdbeben-
magnituden bei der hydraulischen Stimulation in Basel uedder hydraulis-
chen Bruchbildung in Cotton Valley sind in Ubereinstimmumigdiesem Modell.
Darlber hinaus ermdglicht das Modell, die kontrollierem&arameter der Gg@
und der Verteilung der Erdbebenmagnituden zu identifinieBazu z&hlen einer-
seits Konzeptionsparameter einer Fluidinjektion, wie ZB@mspiel das Fluidvol-
umen oder die Flie3rate und die Dauer der Injektion, als aedmotektonische
Kenngrol3en, wie Gutenberg-Richter undb—Wert und das tektonische Poten-
tial, welches von den statistischen Eigenschaften prétiekender Bruchsysteme
definiert wird.



Contents

1

2

Introduction 13
Triggering Concept of Fluid-Induced Seismicity 17
2.1 Introduction . . . . . . . . . ... 17
2.2 Triggering Controlled by Linear Pore Pressure Diffasio . . . . 18
2.3 Triggering Controlled by Non-Linear Pore Pressureifbn . . 24
2.4 SeismicityBackFront. . . . . ... ... ... oL, 31
Seismicity Induced by Fluid Injections with Time-Depend&t Source
Strength 35
3.1 Introduction . . . . . . . . . . ... 35
3.2 Analytical Formulations . . . ... ... ... .. ... ..., 37
3.2.1 Pore Pressure Perturbation Resulting From Congtant |
jection Source Strength . . . . . ... ... 37
3.2.2 Pore Pressure Perturbation Resulting From Non-@onst
Injection Source Strength . . . . . . ... ... ... ... 38
3.2.3 Pore Pressure Related Signatures of Fluid-Induced Se
MICILY . . . . . o 42
3.3 Numerical Verification . . . . ... ... ... .. ........ 49
3.3.1 Modeling Approach . . . ... ... ........... 49
3.3.2 Comparison of Modeling Results with the Analyticat So
lution . . .. ... ... 52
3.4 ApplicationtoBaselData . . . . ... ............... 53
3.4.1 HeuristicAnalysis . . . ... ... ... .. . ... . 58
3.4.2 DeterministicAnalysis . . . . .. ... ... ... ..., 62
3.4.3 Numerical Verificationof Results . . . . ... ... ... 70
3.5 Summaryand Conclusions . . . ... ... ... ......... 78
Interpretational Model for Single-Planar Hydraulic Frac tures 83
4.1 Introduction . . . . . . . ... ... 83
4.2 Hydraulic Fracture Growth and Induced Seismicity . . ...... 85

11



12 CONTENTS
4.3 InterpretationFlowChart . . . . . .. .. ... ... ... 89
4.4 Applicationto Cotton ValleyData . . . ... ... ........ 91
441 AGelTreatment . . ... . ... ... ... ....... 93
442 AWaterTreatment . . . . ... ... ... .. ...... 97
443 SummaryofResults . ... ... ... .......... 101
4.5 Modeling of Fracture Propagation . . . . ... ... ...... 110
4.6 Fracturing Related Phenomena . . . . . .. .. ... ... .... 107
4.6.1 Flow Pattern Heterogeneities . . . . . . . .. ... .. .. 107
4.6.2 Kaiser Effect Breakdown . . . . ... .. ... ...... 109
4.7 Summary and Conclusions . . . . . ... .. .. ... .. ... 115
5 Magnitudes of Fluid-Induced Seismicity 117
5.1 Theoretical Model of Magnitude Distribution of Fluidduced
Seismicity . . . ... 118
5.2 Magnitude Distributions of Basel and Cotton Valley D@ttalogs 123
5.3 Summary and Conclusions . . . ... ... ... ......... 128
6 Summary and Perspectives 131
References 134
A Supplement to Chapter 4 143



Chapter 1

Introduction

Injections of fluids into the deeper subsurface are by nowusine and cover
a wide field of applications. Amongst them are, for instarmeerations that
lead to a permeability enhancement required for developraed exploitation
of geothermal and hydrocarbon reservoirs (Fehler et a871Block et al., 1994).
In many cases, injection operations are accompanied by rmusearthquakes
which are predominantly of low, non-noticeable magnitiidd < M < 2]. If

a fluid injection is seismically monitored by an adequat@gsstive network of
geophones/seismometers, then the registered seismityactin provide useful
information about the fluid-rock interaction. One impottaspect of such mon-
itoring is the high-resolution spatial mapping of inducetsmicity. It allows to
draw inferences about the hydraulically stimulated roclurnee, activated pre-
existing fractures, and orientations of fault zones.

The seismicity based reservoir characterization appr@@BRG (Shapiro et al.,
1997, 1999) goes one step further in the analysis and irgifpon. It correlates
the spatio-temporal evolution of fluid-induced microeguakes with the relax-
ation of pore pressure perturbations caused by the injedtiahis way, the&SBRC
permits the following. One the one hand, it well describesenbed features of
fluid-induced seismicity such as triggering fronts andre@gy rates, and there-
fore contributes to a better understanding of physical gsses (Shapiro et al.,
2003; Parotidis et al., 2004; Parotidis and Shapiro, 2004)the other hand, the
SBRCcan be used to estimate the permeability tensor in reseseale (Shapiro
etal., 2002) as well as to characterize pre-existing fracgystems by determining
the distribution of critical pressures (Rothert and Sha®007).
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14 CHAPTER 1. INTRODUCTION

Objectives

The main objective of the current thesis is a further develept of theSBRC
approach. It became evident that assumptions, such asdeity of processes
and the stationarity of injection sources, are sometimssfiicient to describe
fluid injections and to explain observations made from caislof fluid-induced
earthquakes. Therefore two points are of central interestis thesis. The first
one covers the non-stationarity of injection sources wsaften the case for hy-
draulic stimulation operations in geothermal reservoiitie second key point
addresses the consequences of a non-linear interactioredretinjected fluid
and reservoir rock. These non-linear interactions are festeid in a pressure-
dependent permeability which is a common observation frgdndulic fracturing
operations in hydrocarbon reservoirs. In addition, thatre@hs of statistical dis-
tribution of fluid-induced earthquake magnitudes are emittlown in this thesis
covering a third key topic. The magnitude examinations oelythe awareness
that also fluid injections can sometimes produce seisnic As in-depth knowl-
edge in order to mitigate such a risk is lacking up to now. édtiher this thesis
contributes to a better understanding of the processemtgaulthe triggering of
seismicity by injection operations. It provides instroct for an analysis, evalu-
ation, and interpretation of fluid-induced earthquakegims ofSBRC

Outline

This thesis is structured in respect to the mentioned theg@&ints. At first, how-
ever, | will introduce the status-quo of the understandirtgggering mechanisms
of fluid-induced seismicity. It includes a description oéttoncept of seismicity
triggering fronts. It is derived for the condition of bothiadar as well as a non-
linear diffusion of pore pressure perturbations resultiog fluid injections. The
non-linear equations provide a more general formalism wbamprehends a dif-
fusion of linear type as an asymptotic situation. Microsetsactivity occurring
after the stop of fluid injection can be explained by the cphoéseismicity back
front. Like the concept of triggering fronts, it also asssnaediffusion-like pro-
cess of relaxation of induced pressure perturbations.

Chapter 3 focuses on further develop®BBRCmethods in such a way that a time-
dependent injection source strength is taken into accdtig.required in order
to accurately appl{6BRCto microearthquakes which are induced by injection
pressures increasing with ongoing injection time. The ftsp is to derive an
analytical solution of the diffusion equation for this sgé@roblem. Subsequent
to the numerical verification of the derived analytical $mn, SBRCGs applied to
the catalog of microearthquakes induced by the hydraufragation of a geother-
mal reservoir in December 2006 in Basel (Switzerland).
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Of special interest by hydraulic fracturing operationshea hydrocarbon industry
is a reliable estimation of hydraulical properties of flaidven fractures and vir-
gin reservoir. In Chapter 4, an interpretational model gppised for single-planar
(classical 1D) hydraulic fractures. It uses spatio-terapsignatures of the asso-
ciated fracturing-induced seismicity to derive geometaygmeters of a created
fracture. By applying a volume balance principle of the abgel treatment fluid
the transport properties can finally be obtained from therpretational model.
The approach is tested on microearthquake catalogs retalating hydraulic
fracturing in a tight-gas sandstone reservoir in Carthagigo@ Valley (USA).
Scaling relations of the size and frequency of earthquadgdting from fluid in-
jection operations are presented in Chapter 5. A theotetiodel is introduced
which describes the statistical distribution of fluid-icéd earthquake magni-
tudes. Observations of the magnitude distributions of ogarthquakes induced
in Basel and in Carthage Cotton Valley are in accordance thithmodel. Fur-
thermore, the presented model allows to identify the cdimigpparameters of
magnitude distributions and to specify the seismotectstaite of an injection lo-
cation.
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Chapter 2

Triggering Concept of
Fluid-Induced Seismicity

2.1 Introduction

Borehole fluid injections into surrounding rocks are usadievelopment of hy-
drocarbon and geothermal reservoirs, disposal of wastéoageological seques-
tration of carbon dioxide (Fehler et al., 1987; Block et H94; Keck and Withers,
1994). Such injections are often accompanied by microseiaativity. Although
the nature of fluid induced seismicity is still topic of onggiresearch, one hy-
pothesis explaining this phenomenon argues that the tiiggef this type of
seismicity is controlled by the relaxation of pore presqegurbations (Pearson,
1981; Shapiro et al., 1997). Assuming that in some locatajribe upper Earth
crust the tectonical stresses are in near-critical camditihen minor changes of
the in-situ stress state cause microseismicity. Due tortleetion of a fluid vol-
ume into a reservoir rock the pore-fluid pressurm the connected pore-space
increases which consequently decreases the effectiveahstrassr.;; = o — p,
whereo is total stress (Terzaghi, 1923). In accordance with thel@ol failure
criterion (Scholz, 2002), this modification of the stresstestcan lead to reacti-
vation of pre-existing faults and fractures by triggeririgp €vents and thereby
releasing previously accumulated shear stress in the Isiietlrock volume (Rut-
ledge and Phillips, 2003). In this chapter, | will brieflyriotluce the status quo of
the understanding of triggering processes of fluid-induneatoseismicity.

17



18 CHAPTER 2. TRIGGERING CONCEPT

2.2 Triggering Controlled by Linear Pore Pressure
Diffusion

First attempts to physically describe the nature of fluiddiced seismicity and
its triggering process in more detail were carried out bydsieaet al. (1997).
The spatio-temporal evolution of such a seismicity is goedrby a diffusional
process of relaxation of pore pressure perturbation. Iménite heterogeneous
anisotropic poroelastic medium, the differential equatd diffusion in the Biot
low-frequency limit is given by (Biot, 1962):

dp 0 0
ot Ou l Y oz," }

Herep is the pore pressure perturbatian, are components of the radius vector

from the injection source point ands the time. D,; are components of the hy-

draulic diffusivity tensor which is directly proportionted the Darcy permeability
K;; (Shapiro et al., 2003):

i,j=1,2,3. (2.1)

In this formulation, the physical quantities in front of tdéfusivity tensor are
dynamic viscosity of the pore fluigh, and the poroelastic moduls (see Shapiro
et al., 2003). In the most simple case, that is a homogensatsopic, poroelastic
medium, the diffusion equation reduces to:

dp 2

5 = DV=p, (2.3)
with a scalar hydraulic diffusivityD. In such a situation, the migration of pore
pressure perturbations initiated at the injection souaetgan be described by a
propagating front (Shapiro et al., 1997, 2002) according to

(2.2)

ri(t) = V4w Dt. (2.4)

This relation was introduced as the triggering front equatf fluid-induced
microseismicity. The distanceg(t) defines the upperbound of the spatial domain
where the occurrence of microearthquakes is charactebig@dhigh probability.
Hence Equation (2.4) corresponds to the upper envelope oceseismicity
cloud in a plot of its spatio-temporal distribution (the calledr — ¢ diagram).
This envelope of parabolic type allows to heuristicallyiraste the hydraulic
diffusivity of the seismically active rock volume.

In the following, two examples of fluid-induced seismicityeapresented to
demonstrate the validity of the triggering front concepheTirst one considers
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Figure 2.1: Microearthquakes induced during a hydrauiligiation of a geother-
mal reservoir in Fenton Hill, USA. In December 1983, ab®ut000 m? water
were injected at wellhead pressures closétd/ Pa. During the61 h injection
period, about 9000 locatable microearthquakes were @etefd) Distribution of
source locations (color corresponds to event occurrencediter the begin of in-
jection) and (b) corresponding— ¢ diagram. Co-injection seismicity is shown in
dark grey color, post-injection seismicity in light greyl@o Solid black line de-
notes triggering front curve according to Equation (2.4)e Bstimated hydraulic
diffusivity is D = 0.17 m?/s.
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microseismic data from hydraulic stimulation of a geotharmeservoir in
Fenton Hill, New Mexico (USA), in December 1983. The aim oé tmassive,
high-pressure fluid injection was to create fluid pathways la@nce to enhance
the rock permeability. For this purpose, ov&r, 000 m? water were pumped
during about 60h at wellhead injection pressures @8 )M Pa into granitic
rock (Phillips et al., 1997). More than 11,000 locatable nméarthquakes were
detected by the installed downhole station network, fromctwhabout 9000
occurred during the period of injection (Phillips et al. 9¥9. The distribution of
hypocenters is shown in Figure 2.1(a). The area of microseiactivity forms
an elongated zone, strikiny355° and dippingE70°. Figure 2.1(b) shows the
r — t diagram of induced microearthquakes (distance to injagbioint versus
occurrence time). The spatio-temporal evolution cleatheys a diffusional
behavior. The corresponding signature, the paraboligérigg front curver(t),
well limits the cloud of induced microearthquakes. It canused to determine
the hydraulic diffusivityD of the hydraulically stimulated reservoir. Rearranging
of Equation (2.4) provide® = 0.17 m?/s as the most representative estimation.

In a second example, microseismic data were collected aEtinepean Hot-
Dry-Rock geothermal reservoir test site in Soultz-sousto (France). A
series of hydraulic stimulations using several borehokegehbeen performed
between 1989 and 2004. Figure 2.2(a) shows source locatioaisout12, 000
microearthquakes which were induced during the fluid imp@cexperiment in
June/July 2000. In this experiment, more ti22n000 m3 fluid (brine and water)
were injected within six days using stepwise increasing flateés which caused
a slight build-up of wellhead injection pressures frdh M Pa to 14 M Pa
(Dyer, 2001). At the time of injection stop, the microseisityi cloud covers a
rock volume of approximately 50& 1600 x 1200 m?3, its principal direction
strikesN156° and it dipsi¥/72°. The corresponding — ¢ diagram of the induced
microearthquakes is shown in Figure 2.2(b). The triggefiagt curve provides
an estimate for hydraulic diffusivity ab = 0.15 m?/s.

Occasionally, the assumption of isotropic conditions ispest to fluid transport
properties is not fulfilled in real situations. One can redag from both presented
examples that the distribution of microearthquakes hyptars is to some extent
aligned to pre-existing structures, such as fracturestga@nd faults. This clearly
demonstrates a preferred direction of fluid migration prilpgoarallel to the di-
rection of maximal horizontal stress. It can be inferredhifrihis observation that
the reservoir rock is anisotropic in respect to its fluid sj@ort properties. In a
homogeneous but anisotropic medium, the diffusion eqonatam be written in a
more general form:
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Figure 2.2: Microearthquakes induced during a hydrauiiogiation of a geother-
mal reservoir in Soultz-sous-Foréts, France. In June2000, abouf2, 000 m?
water were injected at wellhead pressures betwédesnd 14 M Pa. During the
141 h injection period, about 12,000 locatable microearthqeakere detected.
(a) Distribution of source locations (color correspondgvent occurrence time
after the begin of injection) and (b) corresponding- ¢ diagram. Co-injection
seismicity is shown in dark grey color, post-injection saigty in light grey color.
Solid black line denotes triggering front curve accordiadgeguation (2.4). The
estimated hydraulic diffusivity i®) = 0.15 m?/s.
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op_p 9 9

ot~ "o, 0x,"
which takes into account the directional dependence of aujar diffusivity.
Then, in anisotropic media the triggering front equatideetathe following form

(Shapiro et al., 1999) :

i?j = 17273 Y (2'5)

47t (2.6)

HereDi;1 is the inverse of the diffusivity tensor aid is the transposed of =
7/|r]. Equation (2.6) can be rewritten in the principal coordinsystem of the
diffusivity tensor (i.e.D,; becomes diagonal):

x? N x3 N x3
Dy Dy Dss

4t (2.7)

Scaling ther; coordinates byw/4xt one obtains an ellipsoidal equation for the
triggering front:

2 2 2
Z; Ty Tso T3
Ty = — —1, 28
Vit Dy Dy Dass (2.8)

with its half-axes equal to the square roots of the princidiies of diffusivity
Dii-

Let us again have a look at the two examples of fluid-inducectaseismicity.
The following results are obtained if the real reservoir dibons are approxi-
mated by an anisotropic medium. For both injection sitestéie Hill as well as
Soultz-sous-Foréts, an ellipsoid which encloses the ntyjofr microearthquakes
is defined using the algorithm proposed by Rindschwentn@@XR Accord-
ing to Equation (2.8), the principal components of the teredchydraulic dif-
fusivity can be derived from such an ellipsoidal envelopehe Ellipsoid pre-
sented in Figure 2.3(a) is obtained as best-fit solution lfier scaled seismic-
ity cloud induced during the reservoir stimulation in Fentdill. In source
location coordinate system it is defined by a strike directd N340° and a
dip of £63°. The ellipsoid is represented by the tensor of hydraulitudivity
D = diag(0.7,2.0,0.9) - 10~*m?/s. Figure 2.3(b) shows the ellipsoid for the
cloud of microearthquakes induced during the hydraulimstation in Soultz-
sous-Foréts. In this case, it is orientdd 56° but its longest half-axis is in near
vertical plane. In fact, the dip angle of the ellipsoidis0°. The tensor of diffu-
sivity is found to beD = diag(0.4,1.6,3.2) - 1071m?/s.
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Figure 2.3: Cloud of microearthquakes together with fitetigpsoid with its half-
axes representing the tensor of hydraulic diffusivity. I8ewcoordinates are scaled
by v/4rt and rotated to principal coordinate systeM, , Z) of the diffusivity
tensor. The center of ellipsoid is the injection source pofa) Fenton Hill and
(b) Soultz-sous-Foréts.



24 CHAPTER 2. TRIGGERING CONCEPT

2.3 Triggering Controlled by Non-Linear Pore Pres-
sure Diffusion

Recently published works by Shapiro and Dinske (2009a) &agito and Dinske
(2009b) have shown that the triggering of seismicity désctin the previous sec-
tion can be seen as an asymptotic situation of a rather der@rdinear diffusion
problem. The relaxation of a pore pressure perturbationtddkiid injections
can be explained using the two following fundamental equati One of those
expresses the conservation of mass, that is the contimuigten:

RACC i) (2.9)

with ¢ being the porosity of the rocky being the density and the filtration
velocity of a pore fluid. The second one is Darcy’s law:

U= —EVp. (2.10)
n

In this equation, the filtration velocity is related to a p@ressure perturbation
which is factorized by the tensor of rock permeabilify, and the dynamic vis-
cosity of the pore fluidy. In Equation (2.9), the time dependencyggf should
be proportional to the perturbation of pore pressuand it can be replaced by
op = popS, Wherep, is a reference fluid density artlis a poroelastic compli-
ance (Shapiro and Dinske, 2009b). Both Equation (2.9) andti@n (2.10) can
be combined to derive a general diffusion equation:

dp K
— = . 2.11
ot POSV < Vp) 1)
Introducing hydraulic diffusivityD = p 05 and considering @— dimensional
spherically coordinate system with the center at the imgagboint, then the fol-
lowing equation is obtained:

op 4 1 _ 9 a1 0

ol ol et
Due to non-linearities of fluid-rock interaction permeépibnd hence hydraulic
diffusivity become pressure dependent. This pressurendigpey is assumed to
be of a power-law type, thati® = D(p) = (n + 1) Dyp™, wheren is an index of
the grade of non-linearity (Shapiro and Dinske, 2009b3: 0 corresponds to the
problem of linear diffusion whereas a largedescribes the problem of strongly
pressure dependent diffusion.

(2.12)
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If a non-linear diffusion process is described by Equat®i?), then a general
form of the triggering front can be derived using Barenld#attensional analysis
(Barenblatt, 1996; Shapiro and Dinske, 2009b):

7y o¢ Do Q¢ HDFL (2.13)

Here the quantity), is defining the strength of the injection source, that is
Qo = Q;i(t)/((i + 1)SA4t") under the assumption of a power-law type flow rate
Q:(t). The factorA, is a geometrical constant with values corresponding to the
dimension of the problem under consideration, which me#én$,= 1, 2, or 3
then A, = 2A,, 27h, or 4w (A, is the cross section of an infinite straight rod,
h is height of a homogeneous plain layer). If, for example, ftbe rate of an
injection is constant and a diffusional process takes plaee3 D space, then the
source strength iQ, = Q;/4xS and it has dimension dPa - m3s~1].

The generality of relation (2.13) is shown in the followingnsiderations. If the
hydraulic diffusivity is independent on pressure, then rtba-linearity indexn
equals zero. In such condition, relation (2.13) simplifies.t o« v/Dt. This
corresponds to the 'classical’ triggering front equatiseg Equation (2.4)) in the
case of microearthquake triggering by linear pore presdifftesion. For strongly
non-linearities of the diffusion process the general &igug front takes the form
Ty (Qot(”l))l/d. This proportionality represents the seismicity trigggriront
which is valid for both ’classical’ one-dimensional hydiiadracturing as well as
volumetric three-dimensional hydraulic fracturing.

Fluid-Rock Interaction and its Effect on Hydraulic Fractur ing

A single-planar hydraulic fracture is the most simple typdlwid-forced frac-
turing of reservoir rock. The created hydraulic fracturewhbver, can become
more complex depending on characteristics of the preiagistatural fracture
system. If, for example, multiple diverse-oriented natinacture networks exist
in the reservoir, then the fluid migrates in those differeatfure networks and
accordingly opens new fracture volume (see Figure 2.4). ubhs situation,
primary branches (in direction of maximum horizontal stjeand secondary
fairways develop (Fisher et al., 2005) and consequentlgnfar3D hydraulic
fracture body.
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Figure 2.4: lllustration of hy-
draulic fracture complexity (af-
Simple Fracture Complex Fracture  ter Fisher et al., 2005). Frac-

tures can be categorized as sim-
ple (classical description), com-
plex, or very complex. The

classical description is a single-
planar bi-wing crack with the
wellbore at the center of the two
wings whereas very complex
fractures result from interaction
of the injected fluid with mul-
tiple oriented pre-existing frac-
ture systems.

Very Complex Fracture

Let me resume the general relation of the triggering fronictvis found for the
condition of non-linear pressure diffusion:

ry o 1/(dn+2) Dy Q7 gn(i+1)+1 (2.14)

| have mentioned that the indexdescribes the grade of non-linearity of a dif-
fusion process. It is intuitively to recognize that by hydra fracturing fluid
transport properties of the reservoir rock become strongly-linear which re-
sults in the asymptotic situation af — oo: The opening of a fracture causes a
sudden increase of about several orders of magnitude ingaditity. Hence the
injected treatment fluid can be transported faster to thetura tip. This special
characteristic implies that the diffusion constant of thudion equation becomes
pressure dependent as indicated by Equation (2.12). Thedodseismicity, as a
response to the forced fluid-rock interaction, shows theypeal behavior in its
spatio-temporal evolution. If the case of a simple, sirgbaar hydraulic frac-
ture is considered, then the dimensionality indegqualsl and relation (2.14)
simplifies to:

) ti—}—l
L LA 2.15
e & Qo AG+1) St (2.15)
and for constant injection flow rate € 0), it further reduces to:
re o Qot = Qrt (2.16)

A, S’
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1 seismicity cloud indicates that
the created fracture body can
well be described as a single-
planar (simple) fracture. Fig-
ure is taken from Fischer et al.
1 (2008).
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The two expressions show that the position of the triggefiiogt »; is controlled
by the injected fluid volumé&; = Q;t. This is in agreement with the interpreta-
tional model that | will introduce in Chapter 4. Additionglthey suggest a linear
proportionality between growth of a microseismicity cloadd injection time.
This characteristical feature is indeed observed. Figuseeemplifies a — ¢
diagram of microearthquakes resulting from hydraulic tineiag in tight-gas
sandstone reservoir. Evidently, the fracturing-induceécroseismicity is linearly
correlated in its spatio-temporal evolution during injent

Let us now consider the case of volumetric hydraulic franturesulting in the
very complex fracture type as illustrated in Figure 2.4. uielsa situation, the
dimensionality is/ = 3 and relation (2.14) then takes the form:

i QI tit+1
VQott! = ¢ ———— 2.17
re oV o dn(i+ 1) St (2.17)
respectively:
t
/0ot — ¢/ 9Lt 2.18

if the flow rate is kept constant during injection. Again, ttveo relations
demonstrate a link between seismicity triggering front,iroother words, the
outer limit of the seismically active region, and injectaddlvolume. In contrast
to single-planar fractures, the position of the triggefirmynt here depends on the
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Barnett Shale
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Figure 2.6: Hydraulic treatment data of a fracturing stagBarnett Shale forma-
tion in Fort Worth Basin, Texas.

cubic root of injection time respectively on the cubic robitgected fluid volume.

To emphasize the relations found for seismicity triggeffironts by volumetric
hydraulic fracturing one more case study of induced midgsosieity is con-

sidered. Here | present part of data that were collectechduailarge fracture
diagnostic project undertaken in Summer 2001 in Forth W@d#sin, Texas
(USA) (Maxwell et al., 2009). The project was aimed to previd clearer
understanding of the highly complex fracture behavior ie Barnett Shale
formation (Fisher et al., 2005). The gas-bearing shale lieckharacterized
by a porosity of three to five percent and an extremely low patoility of

the order of10=2! — 107 m? (1 — 100 nanoDarcy) (S. Maxwell, personal
comm). Hydraulic fracturing is therefore extensively used toguce gas from
the practically impermeable Barnett Shale formation.

In the following, one particular fracture treatment is ddesed in more detail.
During approximately.5 h of injection, 2840 m?® of water were pumped at
high flow rates of about50 //s (Figure 2.6). The measured injection wellhead
pressure slightly increased froffi M Pa to 42 M Pa during the treatment. About
900 locatable microearthquakes, from which 844 occurrethgunjection, were
recorded by the installed seismic monitoring system. Timeptwal evolution
of induced microearthquakes is illustrated in Figure 2.d Rigure in 2.8. The
evolution clearly demonstrates that the injected fluid gparcomplex fracture
network in the shale formation which is indicated by the pdemar growth of the
microseismicity cloud in all three dimensions.
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Figure 2.7: Map view of microseismicity resulting from hgdiic fracturing in
Barnett Shale. Time slices showing the temporal evolutibthe cloud. They
indicate that the pressurized fluid opens a very complexegr&ting fracture net-
work within the reservoir formation.
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Figure 2.8: Depth view of microseismicity resulting fromdngulic fracturing in Barnett Shale. Again, time slicessinewn

as in Figure 2.7.
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Figure 2.9:r — t diagram of microearthquakes induced during hydraulicténac
ing in Barnett Shale. Co-injection seismicity is shown imkdgrey color, post-
injection seismicity in light grey color. Dashed black lidenotes triggering front
curve according to Equation (2.4), whereas solid black tlaeotes position of
the triggering front according to relation (2.18). Thedatprovides a better fit
to the data confirming the cubic root dependency on time ie cdvolumetric

hydraulic fracturing.

This volumetric growth of fracture and related microseistyitherefore implies

that the position of the triggering front should obey theicubot dependency in a
r —t diagram. Figure 2.9 shows the microearthquakes in spaeedomain. One
can clearly observe that the upper envelope of the micnoseiy cloud does

not follow a square root of time dependence but rather theargd cubic root
dependency.

2.4 Seismicity Back Front

So far | have discussed the occurrence of microearthquasexiated with an
active fluid injection. However, one could have noticed frbra presented case
studies that fluid-induced microseismicity continuesrafte stop of injection.
This observation can be explained with the concept of thé& frant of micro-
seismicity. It was introduced by Parotidis et al. (2004)dnbsn the idea of pore
pressure diffusion.

It is assumed that post-injection microseismic events e tiggered by a
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diffusional process of relaxation of pore pressure pedtioins. Intuitively,
decreasing pore pressures lead to rock strengthening arefdhe only positive
changes of pore pressure perturbations are able to induo®saismicity. It
means that no further microearthquakes can occur in a peint/x? + y? + 22
of the medium after the pore pressure perturbationt) has reached its maximal
value. In other words, the spatio-temporal position of theegpressure maximum
after injection stop defines the minimal distance of a miarteuake to occur.
This distance defines the back front of fluid-induced seiynic,((t). In a
space-time diagram of the induced microearthquakes iespands to the lower
envelope of post-injection seismicity.

To find a mathematical formulation for the back front of inddcseismicity, one
has to consider the analytical solution of the diffusionagn of pore pressure
perturbation. Let us assume, for example, that the porespress perturbed
only in one dimensiony; = z. If a isotropic, homogeneous, porous medium is
considered, then the solution of the diffusion equationtifoes smaller than the
shut-in time { < t,) is given by Carslaw and Jaeger (1973):

p(l’,t) = QO\/ W% . exp(;;t) qo & ch(m>7 (219)

whereas for times larger than the shut-in time>(t0) the following solution can
be derived:

plx,t >ty) = U-— with (2.20)

t—to —X
v = < P 4Dt) 7D exp(élD(t—to)))

vV = 2D : (erfc(m) — erfc(—4D(t = to))> :

In the two equations;r fc = 1 — erf is the complementary Gaussian error func-
tion andq is the strength of an injection point source. The pore presswx-
imum, which separates regions of positive and negative pmessure changes,
corresponds to the mathematical condition that the time/akare of Equation
(2.20) equals zero:

op(z,t >t)  qo —z? 9o —z?
exp(

= : - cerp(—=——=) =0.
ot 4m Dt 1Dt AnD(t — to) P (4D(t—to))

(2.21)
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Solving this condition for distancesprovides the equation for the back front of
fluid-induced seismicity:

). (2.22)

The diffusion constanb represents the diffusivit{p; of hydraulically stimulated
systems. The back front of seismicity can therefore be ewatufor character-
izing fluid transport properties of a reservoir. Equatior2®) is similar to those
equations which have been derived by Parotidis et al. (200dgr considera-
tion of a diffusion problem in two-dimensional and in thréieaensional space,
respectively:

). (2.23)

Let me go back to the examples of fluid-induced microseiggnitom Fenton
Hill, Soultz-sous-Foréts, and Barnett Shale. Fhet diagrams presented in Fig-
ure 2.10 show a part of clouds of induced microearthquakédseahree data sets.
Following the injection stop, a region of seismic inactvévolves at the bore-
hole and then enlarges with ongoing time. According to thecept of seismicity
back front, this region is the area where pore pressure iedsiaig and trigger-
ing of microearthquakes becomes improbable. In the predes@se studies, the
back front signature is clearly developed in the presentagngles. It can fur-
ther be used to determine the hydraulic diffusivity as indicated by Equation
(2.22)/(2.23) which should be of the same order of magniasléhe diffusivity
estimate obtained from the seismicity triggering frontsigire.
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Figure 2.10: r — ¢ diagrams
of induced microearthquakes re-
sulting from hydraulic stimula-
tion respectively fracturing of
a reservoir. To emphasize the
back front signature only a part
of the induced microseismic-
ity cloud is presented. Co-
injection seismicity is shown in
light grey color, post-injection
seismicity in dark grey color.
Solid black lines denote back
front curve according to Equa-
tion (2.22)/(2.23). (a) Fenton
Hill: seismicity back front pro-
vides hydraulic diffusivityD =
0.17 m?/s which is equal to the
estimate from triggering front
in isotropic approximation. (b)
Soultz-sous-Foréts:  hydraulic
diffusivity D = 0.04 m?/s is
equal to least principal compo-
nent of diffusivity tensor ob-
tained from triggering front in
anisotropic approximation. (c)
Barnett Shale: seismicity back
front provides hydraulic diffu-
sivity D = 0.2 m?/s character-
izing the permeability of the cre-
ated fracture.



Chapter 3

Seismicity Induced by Fluid
Injections with Time-Dependent
Source Strength

3.1 Introduction

In the previous chapter, it was shown that triggering meismas of fluid-induced
seismicity can well be approximated with a diffusional e of relaxation of
pore pressure perturbations which are caused by the idj#atd. An analysis of
spatial and temporal dynamics of the induced seismicityertp this conclusion
and contributes to the understanding of underlying physicacesses. Typical
signatures that confirm the diffusive nature are, for exangiie parabola-like
triggering front and back front of seismicity. Further estates are related to the
seismicity rate, to the spatial event density distributemd to the characteristics
of magnitudes of microseismic events. Based on the conégpéssure diffusion,
the so-calledlSBRCapproach (Seismicity Based Reservoir Characterizati@s) w
introduced (e.g. Shapiro et al., 1997, 2002, 2003, 200%prttbines heuristic as
well as deterministic methods for analyzing microseisnatadvhich can gener-
ally be used to estimate the fluid transport properties oftaduylically stimulated
reservoir.

In the deterministic analysis, the main hypothesis of SR Capproach, that is
pore pressure diffusion as the controlling process fomsieity triggering, is de-
scribed by a statistical model (Parotidis and Shapiro, 28®piro et al., 2005).
The probabilityP(Ev, 7, t) of a microearthquake to occur until a given timnend
location”” = (z, vy, z) is equal toP(C(7) < p(r,t)). It means that this occurrence
probability is equal to the probability of the critical pqueessure” (") necessary
for triggering a microearthquake to be smaller than or etu#he pore pressure

35
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perturbatiorp(r, t). Under the condition that the injection-induced pore press
perturbation is a non-decreasing function this probahilécomes:

p(rt)
P(Ev,rt) = /0 f(C)dC. (3.1)

In this equationf(C) is the probability density function{D F’) of critical pore
pressure. Itis given as(C) = 1/(Ciaz — Cinin) = 1/dC, if a uniform distribu-
tion of criticality C'(7) is assumed. The criticality field characterizes the stiengt
of pre-existing fractures at which shear events can octis.bounded by, ..,
specifying most stable, and,,;,,, specifying most unstable fractures, respectively.
In this case, Equation (3.1) results in:

P(Ev,r,t) =p(r,t)/dC. (3.2)

This equation shows that the probability of triggering a noéarthquake is
directly proportional to the pore pressure perturbationhe Tpore pressure
perturbationp(r,t) can be obtained by solving the partial differential equatio
of diffusion. Analytical solutions of the diffusion equati are known for the
condition of constant strength of a fluid injection sourcear&aw and Jaeger,
1973). This special condition is approximately fulfilled bgveral hydraulic
reservoir stimulations (for instance, in Fenton Hill (Heud987), in Ogachi
(Hori et al., 1999) and at the KTB site (Shapiro et al., 2006Hpwever, in cases
where the constant source condition does not meet the dparmgmeters of an
injection experiment the application &RCmethods under the assumption of
constant source strength would give inaccurate resultsh &usituation applies
to, for example, the reservoir stimulation performed in@as December 2006,
where flow rates have been increased in several steps whisleaan injection
pressure build-up from0 M Pa to 30 M Pa (Héaring et al., 2008).

In this chapter, an analytical solution of the diffusion atjon is presented which
considers the special problem of a linearly increasingcimga source strength.
The obtained solution is then used to find mathematical sspyas for the seis-
micity rate and for the cumulative number of induced micrdeguakes. Next,

the derived equations are verified by numerically solving diffusion equation

and then generating synthetical microseismicity. In thedtpart of this chap-

ter, heuristic as well as the modified determiniSBRCmethods will be applied

to the microseismic data collected during the hydraulimstation of the Basel

geothermal reservoir. The different methods allow for peledently estimating
the hydraulic diffusivity respectively permeability on all-scale. In addition, the
SBRC methods enable an evaluation of the stability of pre-existiacture sys-

tems of the stimulated reservoir by reconstructing thécadipressures of induced
microearthquakes.
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3.2 Analytical Formulations

Before the case of a time-dependent source strength of fijedtions is consid-
ered, | will begin this section with a brief review of the fuardental equations
which are valid for the condition of constant source strangt

3.2.1 Pore Pressure Perturbation Resulting From Constantri-
jection Source Strength

In Chapter 2.2, it was already shown that in homogeneoustosio, fluid-
saturated, porous media the partial differential equatibhnear pressure dif-
fusion is given as:

dp(r, 1)
ot

= DV?p(r,t), (3.3)

with pore pressure perturbatipfr, ¢), scalar hydraulic diffusivityD and distance
to the source point = /z2 4 y? + 22. If an injection point source with con-
stant strengtly switched on at time = 0 is considered, then the solution of the
diffusion equation ir8 D space becomes (Carslaw and Jaeger, 1973):

= q cerjc ! .
p(?”,t) - 47 Dr f (@) ) (3 4)

whereerfe(z) =1 —erf(z) =2/ym [° e~ dt is the complementary Gaussian
error function. Rothert and Shapiro (2007) have shown thatal situations
the point source condition can be approximated by an eqnvalource strength

q = qo = 4w D ag po, Whereaq, is the radius of a spherical surface on which a
constant injection pressugg is applied. In the case of a finite injection source
switched off at timet = ¢, the 3D solution of the diffusion equation for times
t >ty becomes (Parotidis et al., 2004) (see also Figure 3.1):

q r r
p(r,t > tg) = D [e'r’fc (\/ﬁ) —erfc <m>] . (3.5

Both Equation (3.4) and Equation (3.5) allow to analytigalalculate the pore
pressure perturbation which is caused by a fluid injectidh @iconstant injection
pressure. In the next section, it will be shown how these &opmchange if the
applied injection pressure becomes time-dependent.
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3.2.2 Pore Pressure Perturbation Resulting From Non-
Constant Injection Source Strength

Now, a solution of the diffusion equation will be derived wée non-constant
injection source strength is taken into account. In paldicuihe special problem
of linearly increasing injection pressures during the laydic treatment will be

considered. Generally, a solution of Equation (3.3) fonpsources has the form
(Carslaw and Jaeger, 1973):

1 .
p(r,1t) 71-D s / w 64D(t t) t)3/2 dt. (3.6)

The source variable can be written a§t) = ¢y + ¢t with ¢, being a time-
independent constant source strength, which can also be aedq; being the
rate of source strength increase, which is assumed to bestacwgradient. The
source strengthy(t) is hence a linear with time increasing function. The sohutio
for the constant term, is known (see Chapter 3.2.1), it is therefore sufficient to
consider the time-dependent term only:

t 2
4 =t 1 -
= - aD(t—1%) —
p(?“, t) |nonconst 8(7TD)3/2 / t e (t — 5)3/2 dt. (37)
Simplifying the integral by replacing integration variapt = (¢ — #)~'/2, and
solving the integral one obtains:

qV/t —r?
) — 1(r D)2 -ednt, (3.8)

4t
~ 8rD2r

———(r?* 4+ 2Dt) - er fc(

T
T? t noncons
Finally, summation of Equation (3.4) and Equation (3.8)githe analytical so-
lution of the diffusion equation for a time-dependent seutmction representing
a linearly increasing injection pressure:

Qo+ @t @ r gVt 2
( ) enfe(——) - o
A Dr St D? ADt 4(wD)3/2

Let us now consider the migration of pore pressure pertimhaiafter switching
off the injection source, that is(r, ¢) for timest larger the injection stop time
to. The solution given in Equation (3.9) is valid for contingosiources only.
An expression fop(r,t > t;) can be found with the following idea which is
illustrated in Figure 3.1. The switch-off of the injectioawsce is simulated by a
summation of two source functions:

p(rt) = (3.9)
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Figure 3.1: Left: Blue lines are continuous pressure fuumdiillustrating the
input functions for deriving solutions of the diffusion exjion valid for constant
sources. For timeslarger than injection stop timig a negative pressure function
has to be applied in order to simulate the switch-off of therse. The red line
shows the sum of the two input function that gives a sour@ngth of finite time.
Right: Equivalent sketch for a linearly increasing sourttergyth.
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1. qo + gt for all ¢, and

2. —(qo + q:(t — to) + qito) for t > t, and zero fort < t,

In such a way, the resulting injection source becomes lohiidinite timest < ¢,
and then the following solution to the problem of non-cons&rength is found:

Qot+at — ar r @Vt =2
t>ty) = . — . 1Dt
p(r,t >ty) = ( 1Dr + 87rD2> erfe( 4Dt) ETIEE e1Db
- (C]o T alt o) + arto Ll ) -erfe( ! ) — GVl — o ¢ TD(i—T)
4w Dr 8mD? AD(t — to) 4(wD)3/2
(3.10)

Both Equation (3.9) and Equation (3.10) completely desctite propagation of
a pore pressure perturbation in a 3D volume caused by antionesource of
linearly increasing strength and finite time.

To illustrate the differences of the two solutions for camstsource and non-
constant source, respectively, the pore pressure petinmb#r, ¢) is calculated
using the following parameters:

e source termgy = 4w Dagpy andq; = 4w Dagp; with

— constant injection pressupg = 10 M Pa
— pressure gradient = 50 Pa/s

o effective source radiug, = 1 m
e injection duration; <ty =4-10°s
e hydraulic diffusivity D = 0.05 m?/s

Figure 3.2 shows pore pressure profiles as functions of tndedestance, respec-
tively. The profile lines for both constant and non-constsmirce run nearly
identical for small times, and they split as expected witlgang injection du-
ration where the effect of the pressure gradigribecomes increasingly signifi-
cant. It is evident from the figure that, if non-linear intetrans are excluded, the
penetration depth of pore pressure perturbations is omyralbed by hydraulic
diffusivity and injection duration but the magnitude of {herturbation is strongly
influenced by the applied injection pressure, in particitadistances close to
the source point. This is confirmed by comparing contour ntdp®re pressure
perturbations which are presented in Figure 3.3.



3.2. ANALYTICAL FORMULATIONS

——time 50,000s
——time 100,000s
——time 200,000s
time 400,000s /]

x 10°

41

| — distance 50m
| —— distance 100m
——distance 200m

distance 300m||

@
w »n

Pressure [Pa]
Pressure [Pa]
n
(%2

N

Distance [m] Time [s] x10°

(@) (b)

Figure 3.2: (a) Pore pressure profiles for constant injactource pressure
(dashed lines) and for linearly increasing injection seypcessure (solid lines)
as function of distance to source point. (b) Pore presswlgs as function of
time. Vertical dashed line marks time of injection stop.
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Figure 3.3: (a) Isolines of perturbation of the pore presdigld caused by a
constant injection source strength and (b) by linearlyeasing injection source
strength.
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3.2.3 Pore Pressure Related Signatures of Fluid-Induced e
micity
Back front of seismicity

In Chapter 2.4, | have already mentioned that occurrence@bseismicity even
after stop of an injection is a well known phenomenon. It wlasaosved in many
locations of fluid injection, such as in Fenton Hill (Paragi@t al., 2004) and in
Soultz-sous-Foreéts (Delepine et al., 2004). At first, | fyieecall the concept of
the back front of fluid-induced seismicity introduced by dtalis et al. (2004).
Intuitively, microseismic events are only probable if ppressure increases be-
cause a decreasing pore pressure leads to rock strengthBnom Figure 3.3 one
can notice that at the time of switching off the source, rezithe pore pressure
is immediately relaxed nor it is decreasing everywhere @rttedium. Therefore
microearthquakes can still continue to occur after intstop but their locations
are restricted to the region of positive pore pressure at&nbhis means that the
back front is defined by the isosurface of zero pore preshaerges which sepa-
rates the domains of positive and negative pressure chaRgea constant source
strength, it was shown that the back front of seismicity irDav®lume is given
as:

roy = \/6Dt(i —)in(—). (3.12)
to t —to

A simple formulation for the back front,; where a linearly increasing source
strength is considered can not be derived. However, theplsblines of changes
of pore pressure perturbatiods/dt, which is presented in Figure 3.4, shows only
minor deviation of the isoline of zero changé/dt = 0, from the back front
parabola which is calculated according to Equation (3.Ths, it is reasonable
to conclude that usage of Equation (3.11) results in a niédgighaccuracy. In the
following considerations of seismicity rate and cumulatevent number, how-
ever, | will refer the term back front,; to the radius of the isoline / isosurface of

zero pore pressure changp,/dt = 0.

Seismicity rate and cumulative event number

Using the probability based approach (Parotidis and Sb#&pd04)), the solutions
of the diffusion equation given in Equation (3.9) and Equat{3.10) allow to
calculate the seismicity rate during injectidR(t < t¢,), and after switching off
the injection sourceR(t > t), respectively. The seismicity rate is defined as the
number of induced events per unit time. The following ingtdyas to be applied
to find the expressions for both ratB§t < ¢y) andR(t > to):
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Figure 3.4: Isolines of changes of pore pressure pertanstip/dt (colored
lines) and back front,; according to Equation (3.11) (thick black line). Although
this equation is valid for the condition of constant injeatisource strength one
notice only minor differences between the isolifag/dt = 0 andr;.

— i ap(ra t)dBT’ — % br2 . 6p(T7 t)
c J, ot dc J, ot

R(t) dr, (3.12)
wherel/dC = 1/(Cpaz — Crmin) IS the probability density function of critical
pressures” (7). In the statistical model of the triggering of fluid-induced-
croearthquakes, the criticality specifies the fracturéibta which is uniformly
distributed between a maximum criticality,,,.., (most stable fractures) and a
minimum criticality C,,,;,, (most unstable fractures). The quantitys the vol-
ume concentration of pre-existing fractures. The integnaimits are defined by
the seismically active rock volume:andb are the time-dependent radii of isosur-
faces of pore pressure perturbation corresponding to tliesaf maximum and
minimum criticality, respectively. Far > t,, the radius of the back front replaces
the radius of pore pressure iso-surface of the valde,gf. in the lower integration
limit (Langenbruch and Shapiro, 2009). In Figure 3.5 theetidependent radii of
the seismically active volume are illustrated im & t diagram of fluid-induced
microearthquakes.

First, the equation for the seismicity rate before the iggcsource is switched
off is derived. The time derivative of Equation (3.9)

Ip(r,1) 9 2 r
- b Cerfe(—m— 3.13
I TE T TR s w7y (313)
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Figure 3.5:r — t diagram of microearthquakes along with bounds of the seismi
cally active volume: radius of the isosurface of pore presperturbation with the

of value minimum criticality, ¢ . (¢), radius of the isosurface of pore pressure
perturbation with the value of maximum criticality, . (¢), and radius of back
front, r,; (after Langenbruch and Shapiro, 2009).

is introduced into Equation (3.12) and solving the integnaés the seismicity rate
during injection:

R(t <tyg) = dC(Rl + Rs) with :  (3.14)
blgo + qit) -2 b b bz(]t
= —-—— . 4Dt t— _—
Rl \/m e4b +(QO+Qt 2D) ef(\/—) 2D
+qit) a2 2q
RQZM‘“_’”—(QOJFC]J - ) erf( - )_aqt

VrDt 2D ViDi! 2D

wherea has to be substituted by, .. (¢) andb by r¢, . (). Next, the post-
injection period is considered, that is timdarger than the stop timg. The time
derivative of Equation (3.10)

8p(7‘, t) - D
— |t>t0= 8(7Dt)3/? - eint — 8(mD(t — tg))>/?

qt T T
el ) — erfel e

is introduced into Equation (3.12) and the following exgien is obtained for the
seismicity rate after switching off the injection source:

do —r2 qo + qito —r?

. e3D(—to)

(3.15)
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R(t >ty = %ZUi—W (3.16)
i—1
: —(b(qo +aqit)) -2
with U, = ——=——""2. ¢t
VrDVt
Uy = (@0t at— 00 erf(—)
2 — QO Qt 2D er \/m
a(qo + qit)  -a?
U = ——— 7 .¢dDt
’ VaDVt
2
a
Uy = (QO‘l“Qtt_ﬁ) erf(\/m)
and Vo= —Olo + @) e
\/WD\/t—to
Ve = (ot at— 20 e f(—e)
2 = (QoT G 5D er 4D(t—t0)
Vi = M.eﬁajo)
\/WD\/t—tQ
a’q a
Vi = —(qO+qtt—2—Dt)-eTf(W)
—to

wherea has to be substituted byaz{rc,, .. (t), ro(t)} andb by re, . (t).

Equation (3.14) and Equation (3.16) are full solutions efititegral for the com-
putation of the seismicity rate. Occasionally, it can bduider the calculation of
seismicity rates to consider the whole volume where poregome changes occur.
It means that the seismically active region is not boundeddhyes of maximum
and minimum criticality:C,,,... is larger than the maximum injection pressure and
Cin €quals zero. Such a situation was introduced as a referasedhy Langen-
bruch and Shapiro (2009). The integration limitandb in Equation (3.12) then
becomd) andoo for timest < ¢, respectively,; andoo for ¢t > t,. The solutions

of the integral hence simplify to:

R(t < to) = (g0 + ait) (3.17)

and
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U -V) with : (3.18)

U:(QO+Qtt)‘\/g(£—l)ln( Loyt )—330.(( Y B )%)

to t—to \t—to

t t

. {erf (@(% - 1)ln(t—tt0)) —erf <\/§(tft0)(% — 1)ln(t_tt0))]

The effect of different set-ups of criticality on the seisity rate is now investi-
gated. This allows to deduce how the rate of seismicity esim dependence on
the stability of fractures. For this purpose, a referente isacalculated according
to Equation (3.17) and Equation (3.18) and then compareates rwhich are
calculated according to Equation (3.14) and Equation ju$thg varying values
of minimum and maximum criticality. Figure 3.6 illustratés® result. On the one
hand, one can notice that an increased value of minimuncalitlyy leads to fewer
events per time-step in relation to the reference rate. €lsgrscity rate is more
gently rising during injection whereas it decays fastehmpost-injection period.
Therefore a higher minimum criticality addresses as exuee more stable
fracture system. On the other hand, values of maximum atlitycbelow the
maximum of pore pressure perturbatian,., < p(r,t), result in the interesting
observation that the rate is still rising even though theatpn has already been
stopped. Such situations represent rather unstable feasystems.

The cumulative number of induced microearthquakiesat a timet can be ob-
tained by summation of the seismicity rate until timel'he summation reads in
integral form:

Nﬁﬂ:/Rmﬁ. (3.19)

Introducing the definition of seismicity rate, Equationl@), yields for the cumu-
lative event number:

_ < _dmC [
—ac J, ~ac |,

First, solving the integral for times< ¢, the cumulative number is then given as:

Neo(t) p(r,t)dr r*p(r, t)dr (3.20)
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=[Ny + NoJ 2> with - (3.21)

N, _ 4t + r Dtrewt( r? N 1) N (Dt r r2) F r
— ——— — —)-er
>~ D\2 "16Dt VxDi 4Dt 2 16Dt 2 VADt

wherea has to be substituted by, . (¢) andb by r¢, . (). For timest larger
than the injection stop timg the cumulative number of microearthquakes can be
obtained by the following equation:

<

Nev(t > tO) = Nev(t> dC

2
r?  D(t — to)reiPt-t

O R Y N
M=7p173 7Dt — to) D) = 5) f( 4D(t—t0)>

r? N r D(t — to)re ™o r? N 1)

gt [ D(t—to) rt e d
Ns =5 <( 2 16D(t—ty) 7) e (W))

wherea has to be substituted byaz{rc,, .. (), rof(t)} andb by re, . (t).

gt
No =22 [
7D\ 2
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3.3 Numerical Verification

Numerical modeling is applied in order to verify the derivaathlytical solution
for pressure diffusion in the case of linearly increasingrse strength. For this
purpose, the commercial software package COMSOWM is used to numerically
solve the diffusion equation. The outcome of the modelihgf is the spatio-
temporal distribution of the pore pressure perturbatiémsns the base for the
simulation of fluid-induced microearthquakes.

3.3.1 Modeling Approach

A comprehensive description of the modeling approach odfinduced seismic-
ity which is used here is given in Rothert (2004). In the falilog, the procedure
of numerical modeling and generation of synthetical miartdejuakes is briefly
outlined (see also Figure 3.7):

e Step 1: model creation
Prior to numerically evaluate injection induced pore pues$erturbations
a model set-up has to be defined. For this purpose, | consi@Brraodel
space with physical dimensions&#00 m in each direction. The hydraulic
diffusivity D is homogeneously distributed over the whole model space and
a value of0.05 m? /s is assigned to it. In the center of the cube the source is
placed which is an injection pressure cavity with a radiysf 3 m. From
the source, fluid injection pressupe is liberated satisfying the following
initial and boundary conditions:

pr(ag,t=0)=0 pr(ao,t) = pit for t <y,

with pressure gradient, = 50 Pa/s and injection stop time, = 4 - 10°
s. r is the radial distance to the source defined as the vector ndrm

V2?2 + y? + z2. The initial condition for the pore pressupér,t) in the
whole model domain is set to:

p(r > ag,t =0) =0,

whereas along the surface of the model spégg, a Dirichlet boundary
condition is defined in such a way that there is fixed zero poesgure:

p(Vr € 082, t) = 0.

e Step 2: equation solving
The partial differential equation of time-dependent ling@ssure diffusion
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is solved using the FE (finite element) method (Gallagher5)9vhich is
implemented in COMSOI® ™, The finite element modeling is done for a
total timet = 360 h = 1.296-10° s, with a sample intervaht = 3600 s. As

a result, it provides the spatio-temporal evolution andrithstion of pore
pressure perturbationgx, y, z,t) on the nodes of the irregularly spaced
element grid. Afterwards, the obtained numerical solut®mterpolated
to regularly spaced cells which is required for further psging. The8D
model with a length oft = y = z = 800 m is subdivided into 64 evenly
sized cubes where each cube consist®of 50 x 50 cells. Hence, the total
number of cells in the whole model gsmillion.

Step 3: criticality field

Once the perturbed pore pressure field caused by an injdw®been ob-
tained synthetical microseismicity can be generated. Fsrgurpose, a
failure, respectively microearthquake triggering crdar has firstly to be
introduced. In accordance with the concepS&RC which argues that the
in-situ stress state of rocks in the upper Earth crust is close tdieatstate
of failure equilibrium, a criticality field”'(7) is defined. In the model, the
state of stability of pre-existing defects (such as fadtes;tures, fissures)
is characterized by assigning a critical value of pore pnes€’ to each
cell. These critical pressures are statistically homoges@and randomly
distributed on the complete ensemble of cells.

Step 4: seismicity triggering

The triggering of seismicity is now realized by comparing ffore pressure
perturbatiorp(r, t) and the critical pressur@(r) for each cell and for each
time step. If at a time = ¢, the increasing pore pressure exceeds the local
criticality value in a pointr, then this point becomes the hypocenter of a
microearthquake with source timg

p(re,te) > C(17) = event(Te, Ye, Ze, te)

Once an event occurred in a certain point no additional remriquakes
are triggered at this position. It concludes from the asgionphat recharg-
ing of critically stressed defects due to processes sucltressscorrosion,
tectonical loading and deformation is much slower than tioegss of pore
pressure diffusion (Shapiro et al., 2007). Finally, theaoked synthetical
cloud of microearthquakes can further be analyzed, foants, its spatio-
temporal characteristics and the rate of seismicity.
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Figure 3.7: (Page 51) Work flow of generating syntheticaldfimduced mi-
croearthquakes using numerical modeling. After a modelipdtas been defined,
the differential equation of linear pressure diffusionusrerically solved with the
FE method to obtain the pore pressure perturbation (top Keftriticality field is
then defined which statistically characterizes the stieafpre-existing fractures
(top right). A comparison of pore pressure perturbation @itetality provides a
cloud of microearthquakes (middle) which can be analyzewjus- — ¢ diagram
(bottom left) or its seismicity rate (bottom right)

3.3.2 Comparison of Modeling Results with the Analytical Se
lution

In a first step, pore pressure perturbatipfis¢) that have been obtained from the
analytical as well as the numerical solution of the diffiiséguation are compared
with each other. The parameters for the calculation areahmesas used in the FE
modeling:

e source termgy = 4w Dagpy, ¢ = 4w Dagp;

— constant injection pressupg = 0 Pa
— pressure gradient = 50 Pa/s

e effective source radiug, = 3 m
e injection duration; <ty =4-10°s
e hydraulic diffusivity D = 0.05 m?/s

Figure 3.8(a) shows pore pressure profiles as function ¢émtie to the source
point for different times. In such a presentation, one caamere the temporal
evolution of the spatial distribution of pore pressure pdyations. It is clearly
identifiable from the figure that the profile lines well coideifor both solutions.
In Figure 3.8(b) the pore pressure perturbation is plotsetuaction of time for
different distances to injection source. Again, one canasg®od agreement
between analytical and numerical solution although mirexiations are recog-
nizeable, in particular for thd0 m profile line during the post-injection phase
(timest > ty). But, the overall deviations are in the order of the gradaocouracy
of the numerical modeling.

In a next step, the modeled pore pressure perturbation th tasgenerate mi-
croearthquakes as explained before. The synthetical s@@wmicity allows for
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Figure 3.8: (a) Pore pressure profiles from numericallyiaglthe diffusion equa-
tion (dashed lines) and from the analytical solution (sdiles) as function of
distance to source point. (b) Pore pressure profiles asifumof time. Vertical

dashed line marks time of injection stop.

further testing the derived analytical equations. Hereadibe of seismicity is con-
sidered in more detail. Using Equation (3.14) and EquatBoh€) the seismicity
rate is calculated for different scenarios of fracture iitgland then compared
to an equivalent modeled seismicity rate. The result isguesl in Figure 3.9.
One can notice from the figure that both analytically and micay determined
seismicity rates well correlate for the shown setups ofoaiity limits.

3.4 Application to Basel Data

In 1996, Geopower Basel AG and its contractor Geothermalldeegs Ltd.
started to establish a new geothermal site in Basel, Swatzgrto produce heat
and electric energy (Haring et al., 2008). The city of Baselocated at the
southern end of the Upper Rhine Graben system where it ediershe fold and
thrust belt of the Jura Mountains. The area represents diygogieothermal
anomaly in Central Europe with an estimated reservoir teatpee of about
190°C' in 5 km depth (Haring et al., 2008). The geological and tectonietls
of the region is illustrated in Figure 3.10. The Rhine Gralempart of the
Cenozoic European Rift system, a failed extensional rificitire extending
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Figure 3.9: Comparison of seismicity rates for two diffdreat-ups of fracture
stability: (a)C,,;, = 500 Pa andC,,,, = 1 M Pa, (b) C,.;, = 10,000 Pa and
Chnae = 1 M Pa. Red bars represent the seismicity rates obtained by noaheri
modeling and black lines represent analytically calculatsmicity rates accord-
ing to Equation (3.14) and Equation (3.16).
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from Norway (Oslo Graben) to the Mediterranean Sea in soulEtance (Rhone
Graben) (Eisbacher, 1996). As a consequence of its teatoniation, the Upper
Rhine Graben forms a weakness zone which is documented mijicagt natural
seismic activity (Deichmann and Giardini, 2009). It is medethy in this context
that the strongest historically known earthquake in Europgh of the Alps
occurred in Basel in 1356. The dominant mechanism of recatotral seismicity
in the area is controlled by the Alpine compression (Dyer.e2808) resulting
from large-scale collision between the African and the Besm continental
plates.

After completion of drilling borehole Basel-1 into the gitam basement, a
hydraulic stimulation to enhance the permeability of treergoir was performed
in December 2006. Within six days of fluid injection, abdut 500 m?® water
were pumped at stepwise increased flow rates upOtd/s and maximum
wellhead pressures ef 30 M Pa (Figure 3.11). The installed seismic monitoring
system consists of six permanent and one temporary 3-coampaownhole
geophones (Figure 3.10). After its automatic detectiorhgypocenter location of
a microearthquake was determined by a grid-search algoti#ing P and S wave
traveltimes and a 1D velocity model. A detailed descriptidmiata acquisition,
processing and event localization is given in Dyer et al0g0

During the period of injection, approximately 14,000 measthquakes were de-
tected by the monitoring system from which about 2300 haes becated in near
real-time. The hypocenter distribution of the microeaunides is shown in Fig-
ure 3.12. The event cloud forms an elongated zone of seisttiidtg striking
N160°E. This dominant orientation is sub-parallel to the directed maximal
horizontal stres$',,... Which was estimated from borehole breakouts and from
drilling induced tensile fractures (Dyer et al., 2008).l&arly demonstrates a pre-
ferred direction of fluid migration in the direction of maxim horizontal stress. It
means that fluid transport properties are expected to betemyscally distributed
in the reservoir. The dimension of the microseismic cloudpgproximately850
m in strike direction,250 m perpendicular to the direction of strike, ahdo0
m in vertical direction. An interesting feature of the inddcgeismicity can be
identified from the depth distribution of hypocenters. Gdesng the temporal
evolution of the event cloud one can see that although it wi@snded to pressur-
ize the complete open hole section (OH378 m — 4749 m) the injected fluid
entered the reservoir rock only in the upper part of the OH§uie 3.12). Dyer
et al. (2008) reported that the temporally installed geoghgot stuck ind422
m depth prior to the stimulation. However, well logging dgyiwater injection
revealed that the open hole section was not hydraulicatiigdd. Therefore a
zone of higher permeability at this depth range can be cdedult is confirmed



3.4. APPLICATION TO BASEL DATA 57

80 T T T T T T T T I
——dh pressure
70+ - - —-pressure {50
‘T
& —
S 601 a0 &
o =
[ - (0]
é 50 | B 30 5
8 T 2
0 401 —H20 &
I 0 : - 0 i
o fame=="" 7
301,y 110
/ 1
20 — : 0
0 1 2 3 4 5 6 7 8 9 10
Time [Days]
1
4000 \ ; ; [ 10
—flow in
- - -volume
= 3000 ——flow outH1.5
a [0)
Q = -
2 2000 1 5
3 2
L 1000 _ 0.5
0 e T~ - | | 0
0 1 2 3 9 10

Time [Days]

Figure 3.11: Hydraulic treatment data of the Basel geothéreservoir stimu-
lation in 12/2006. The upper part of the figure shows injecpoessure (dashed
line) and downhole pressure (solid line). The lower parwesh@iow rate (solid
blue line) and cumulative injected volume (dashed blué)liRed line represents
fluid out-flow of the borehole Basel-1 which was opened afteeeent with lo-

cal magnitude)M = 3.4 occurred. The reason for opening the borehole was
to avoid further microearthquakes with a significant magetby decreasing the
overpressure in the reservoir.
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by acoustic borehole imaging which has shown that the fraatansity decreases
with depth, from0.3 to 0.2 per meter, as well as the presence of a major cataclastic
zone au450 m (Haring et al., 2008).
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Figure 3.12: Source locations of microearthquakes indwltgohg the injection
period (02.12.-08.12.2006). Color corresponds to everumence time (in days),
the red point in map view marks well location, black and ree lin depth views
mark trajectory of injection well and open hole sectionpesgively. Upper right
plot shows the rose diagram of fracture orientation whichaates the direction
of maximum horizontal stres$y,,.... (after Haring et al., 2008).

3.4.1 Heuristic Analysis

At first, it is intended to apply the concept of triggeringrite as described in
Chapter 2.2 to the Basel microseismic data. In such a way,gete an idea
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about the magnitude of hydraulic properties of the reserdoreover, the esti-
mate of the tensor of hydraulic diffusivity is later neededtransferring the mi-
croearthquakes from an anisotropic medium to an effegtiggtropic medium.
This transfer is necessary since an isotropic distributidmnydraulic diffusivity is
assumed in the derived equations for a deterministic aisalys

Diffusivity estimate from isotropic approximation

Although one notices from the alignment of induced micrdeguakes that hy-
draulic properties of the reservoir are anisotropic, aascdiffusivity is firstly
derived using the spatio-temporal evolution of microséts#y For this purpose,
the induced microearthquakes are presentedrin-a& diagram, that is a plot of
minimum distance between injection source and hypoceotatibn of each mi-
croearthquake as function of its occurrence time (Figut8(@)). Also shown in
Figure 3.13(a) are the triggering front curve and the backtfcurve which have
been fitted to the data points according to Equation (2.4) Emakation (2.23),
respectively. Both envelopes of the seismic cloud yield draylic diffusivity
D = 0.06 m?/s as the most representative estimation.

Another possibility to estimate the hydraulic diffusivipyovides an analysis of
event density in a — ¢ grid (Figure 3.13(b)). The number of microearthquakes
Is counted in each grid cell whose dimensionsiag x 13m. Triggering front
and back front curves are then fitted in such a way that thely tiva region with
high event density. This procedure yields the followingufesAs in the case of
a regularr — t diagram, one value for the hydraulic diffusivity can be ded
from both enveloping curves. A hydraulic diffusivity of theder 0f0.05 m?/s is
obtained by investigating the event density ina ¢ grid.

Diffusivity estimate from anisotropic approximation

In the next step, the real situation of heterogeneouslyibiged diffusivity is
approximated by an anisotropic but homogeneous mediumskdr a situation,
the triggering front of seismicity is given by Equation (R.®iagonalization of
the diffusivity tensor in this equation results in an elbmial equation in which
the source coordinates of microearthquakes are scalecelsgtiare root of their
occurrence times (see Equation 2.8). The half-axes of tlpseid are equal to
the square roots of components of the diffusivity tensorringiple coordinate
system,Dy;, Doy and Dss.

An ellipsoidal envelope to the scaled microseismic cloudaw determined by
applying the algorithm which has been proposed by Rindsohvee (2001). Mi-
croearthquakes which occurred in the period of stronglyced flow rates prior
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Figure 3.13: (a) — ¢ diagram of induced microearthquakes and (b) event density
inar —t grid. In (a) and (b) triggering and back front curves are teldt The
onset of triggering front curve is shifted to account for toe flow rate in the
beginning of injection (compare with Figure 3.11).
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Figure 3.14: Cloud of induced microearthquakes in princgordinate system
(X,Y, Z) together with fitting ellipsoid with its half-axes represag the tensor
of hydraulic diffusivity. X, Y, and Z axis are equally scalgdenter of ellipsoid is
distinct fluid entry point at422 m depth.

to the injection stop (see Figures 3.11) are treated asipjestion events and
are therefore not processed. The ellipsoid shown in Figuté & obtained as
best fit to the data. In source location coordinate systeeneliipsoid is defined
by a strike direction ofi50° and a dip angle o89°. The strike angle is close to
the direction ofSy,,..., but the longest half-axis of the ellipsoid is in the vertica
plane. It is coherent since the magnitude of vertical stfgsss lower than the
magnitude of maximum horizontal streSg,... (see Haring et al., 2008). It can
be concluded that pre-existing fractures are likely vafycoriented and aligned
with the direction ofSy,.... The half-axes of the ellipsoid yield the hydraulic
diffusivity tensor:

06 0 0 .
D= 0 29 0 S1072—
0 0 5.2 §

One can also notice from Figure 3.14 an asymmetry of the rs@ismic cloud
in the vertical plane with respect to the injection pointmiéans that the center
of the cloud is shifted upwards and therefore being abovdiltind entry zone.
The lower number of microearthquakes with increasing dégdimpared to the
opposite direction) is caused by higher vertical stresgewhich acts against the
pore pressure perturbation. Despite this observatiomdlade that the estimated
diffusivity tensor is reasonable and it is in accordancénthie estimate from the
isotropic approximation.
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3.4.2 Deterministic Analysis

In the following, | will utilize the derived equations for p® pressure perturba-
tion, seismicity rate and cumulative number of microeautiges (introduced in
Chapter 3.2) for a reservoir characterization.

Spatial event density

The first method that is applied to the Basel data considerspiatial density
distribution of induced microearthquakes. The method wapgsed by Shapiro
et al. (2005), and it is based on the statistical model of findliced microseis-
micity. We have seen in the introduction of this chapter thatevent probability
is directly proportional to the pore pressure perturbat®~v, r,t) o p(r,t),
in case this perturbation is non-decreasing. It means tltaingarison of the
injection-induced pore pressure perturbation given bydfqa (3.9) with the
observed spatial event density allows for estimating trdrdnylic diffusivity.

—b-value 1.65
-~ —cut-off0.6 ||

4

Figure 3.15: Frequency-magnitude dis-
tribution of induced microearthquakes.
The distribution is used to define the
magnitude of completeness/., which

is 0.6 for the Basel catalog (marked by
the dashed line).

1
0 0.5 25 3

1 1.5 2
Magnitude M|
The event density is determined by applying the followinggedure to the lo-
cated microearthquakes. Since isotropic reservoir cimmditare considered, the
microseismic data have to be preprocessed to correct fattberved anisotropy.
The source coordinates of microearthquakes are rotatedcahed to transfer the
microseismic cloud from hydraulically anisotropic comaiits into an equivalent
cloud in an effectively isotropic medium (see Shapiro et2003). The rotation
matrix and the scaling factors, which are the inverse squents of the principal
components of the diffusivity tensor, have been determasedescribed in Chap-
ter 3.4.1. In addition, only microearthquakes are considiénat have a magnitude
above the magnitude of completeness. Thus, the incomplederi the earthquake
catalog due to the magnitude-distance detection threshatken into account.
The threshold value is derived from the frequency-mageitdidtribution of in-
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duced microearthquakes. For the Basel injection, suchtakdison provides a
completeness magnitudd,. = 0.6 (Figure 3.15). After preprocessing the data,
the event density can be calculated. Microearthquakesoaneted in concentric
spherical shells centred at the injection point (FiguréB.The radius increment
is kept constant in this routine. Therefore the total evemmbbber in each shell has
to be scaled by the shell volume. The resulting scaled nusrdrerthen normal-
ized to the maximum value.

Figure 3.16: Sketch to illustrate the proce-
dure of spatial event density: (I) counting
microearthquakes (grey crosses) in spheri-
cal shells (black circles) centered at the in-
jection point (red point), (Il) scaling event
numbers by shell volumes and (l1l) normal-
izing to maximal scaled number.

In the next step, the pore pressure perturbagiont) is calculated according to
Equation (3.9) with following parameters for the sourceter= ¢ + ¢;t;:

e source termgy = 4w D ag po andg; = 47 D aq p;

— constant injection pressupg = 11.5 M Pa
— pressure gradieni, = 48 Pa/s
— po andp; are derived by linear regression of the measured injection
pressure (Figure 3.17)
o effective source radiug, = 2.38 m

— spherical surface equivalent of a cylindrical surface \Wwh&an open
hole section with length ~ 45 m (main zone of fluid entry, see Figure
3.18)

e injection timet; = 4-10° s
— time interval of significant and non-decreasing flow rategyFe 3.17)

The hydraulic diffusivity D in Equation (3.9) is then varied to correlate the
normalized pore pressure perturbation with the observethalized spatial event
density. The result is shown in Figure 3.19. Depending onstilected shell
radius, best possible matches are obtained with hydraifflicstvity ranging from

D = 0.055m?/sto D = 0.07 m?/s.
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Figure 3.17: Flow rates and injection pressures of the Baselrvoir stimulation
performed in 12/2006. The red line represents approximatedr rising pressure
function withpy = 11.5 M Pa andp, = 48 Pa/s (obtained by linear regression).
Begin and end of red line mark the time interval which is cdased in our anal-
ysis. It covers the period of significant and non-decreafiovgrates.
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Figure 3.18: Histogram of depth distribution of induced ro@arthquakes, (a)
during the first half day and (b) during the first day of injecti The histograms
demonstrate that significant microseismic activity is natwring below 4425n

in the considered time intervals. Since the open hole secti®asel-1 starts at a
depth 0f4379 m, it means that main zone of fluid entry covers approximataty t
first 46 m of the complete open hole section.
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Figure 3.19: Observed spatial event density as functionstfudce to injection
point. Event densities are calculated for varying shellinahging from 15 m
(top left) to 40 m (bottom right). Theoretical curves represent normalizeckp

pressure perturbations according to Equation (3.9).
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Figure 3.20 — ¢ diagram of rotated and scaled microearthquakes induceaglur
the time interval under consideration along with isolinégpore pressure per-

turbation. The pore pressure perturbatign, ¢) is calculated using a hydraulic
diffusivity D = 0.055 m?/s.
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Figure 3.20 shows the rotated and scaled cloud of inducetbeacthquakes in
the space - time domain. In addition, isolines of the indyoee pressure pertur-
bationsp(r, t) are presented. The combined presentation allows for dyigtia
lower bound and an upper bound of critical pore pressurgs, andC,,,... The
critical pore pressur€’(r) defines the value of pore pressure perturbation that
must be exceeded in a given poindf the medium to trigger a microearthquake
at exactly this position. Pressure perturbations belowttreshold valug”,,;,, are
not sufficient to induce microseismic events. The isoser{aespectively isoline)
of pore pressure perturbation with the value of maximumnicatiity corresponds
to the distance below which all possible fractures haveadiyeuptured. In other
words, the whole medium is brought to failurepifr, t) equalsC,., and no fur-
ther microearthquakes can be triggered. TFhe ¢ diagram shows that during
injection the upper envelope of microseismicity roughlynctdes with the iso-
line of pore pressure perturbatiof, ) = 5000 Pa (Figure 3.20). Furthermore,
a region of seismic inactivity below the isolip¢r,t) = 1 M Pa can be identi-
fied. Both bounding isolines hence provide estimates ofrotimg parameters of
the seismically active volume during the injection, tha @y,;, ~ 5000 Pa and
Cmaz ~ 1 M Pa. However, one should note that the obtained result can Isethia
by location uncertainties and by magnitude-distance tietethreshold.

Seismicity rate and cumulative event number

In contrast to the spatial event density, which can only lterd@ned for localized
events, the catalog of detected microearthquakes will hsidered for an analysis
of seismicity rate and cumulative event number. Figure 3tiws observed and
calculated seismicity rates. Both rates are normalizetlédime moment where
flow rates have been significantly reduced, thdtis t, = 400,000 s. The bars
represent number of detected microearthquakes per one hberblack curve
is calculated according to Equation (3.14) and Equatioh6)3. The hydraulic
diffusivity and the criticality limits are chosen to matdhetobserved seismicity
rate and to be in agreement with before estimated values.b&sepossible fit
results in a hydraulic diffusivityD = 0.065 m?/s. Minimum and maximum
criticality areC,,;, = 6000 Pa andC,,,, = 0.75 M Pa, respectively.

However, one can notice deviations between both experahamid analytical
seismicity rate, in particular during the first half of injem. If the fluid flow
rate is additionally shown in this figure, then an interggttharacteristic can be
observed. The triggering of induced seismicity reacts gensitive to the applied
injection flow rates. Moreover, the two rates run nearly [palrd both are normal-
ized to timet = 400,000 s. The cumulative number of microearthquakes along
with the injected fluid volume show a similar behavior (Fig3.22).
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Figure 3.21: Seismicity rate of induced microearthqualesalized by its value

at timet, = 400,000 s. Red bars mark number of detected events per hour
and black line denotes analytical seismicity rate. Thedmal rate is calcu-
lated according to Equation (3.14) and Equation (3.16) withcality parame-
tersC, e = 0.75 M Pa andC,,;, = 6000 Pa, and with a hydraulic diffusivity

D = 0.065m?/s. Dashed blue line denotes injection flow rate.
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Figure 3.22: Normalized cumulative number of microeartias. Red line marks
the observed cumulative number, black line denotes apsalydumulative number
which is calculated according to Equation (3.21) and Equ&8.22) with param-
eters as given in the caption of Figure 3.21. Dashed bluedémotes cumulative
volume of injected fluid.
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Figure 3.23: Normalized cumulative number of microeartias induced after
shut-in. Red line marks the observed cumulative numbehethblack lines de-
note analytical cumulative numbers which are calculatemiing to Equation
(3.22). To achieve good correlation between theoretioalecand observed curve,
one has to consider an interval of minimum criticaliy,,;,,, ranging from9500
Pato 5500 Pa.

Nevertheless, Figure 3.21 and Figure 3.22 demonstratepthdiction and ob-
servation well coincide in the post-injection phase. Tfaeethe cumulative
number of microearthquakes induced after the injectiop stoconsidered for
a characterization of reservoir parameters (Note thathhoéis time is at about
430,000 s, compare with Figure 3.17). The decay characteristic aéatet mi-
croearthquakes requires special data matching, suchhihaiest possible fit pro-
vides not only one definite value for the minimum criticaliyt rather an interval
from 5500 < C)in < 9500 Pa (Figure 3.23). Precisely, it means that shortly
after the shut-in of injection a good correlation is achetewsing a diffusivity
D = 0.055 m?/s and minimum criticalityC,,;,, = 9500 Pa for the calculation of
the cumulative number whereas with ongoing tifig;, decreases t6500 Pa.
Probably, the observed special behavior of seismicity yleceaused by two dif-
ferent sets of pre-existing fractures as reported by Dyal.¢2008) and as it can
also be identified from the hypocenter distribution (mapwie Figure 3.12). The
two fracture systems are assumed to be statistically repted by individual en-
sembles of uniformly distributed criticality. Depending their alignment with
respect to the direction of maximum horizontal stress, te fracture systems
can likely be characterized by different values for minimeniticality. However,
also unimodal- or Weibull-distributed critical pore presss can lead to the ob-
served phenomenon of induced seismicity in Basel. Latenisiahapter, it will
be investigated whether numerical modeling provides afaesgion.
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3.4.3 Numerical Verification of Results

The idea is to validate the obtained estimates for the hyidrdiffusivity and the

criticality limits on the basis of finite element (FE) modgiand synthetically
generated microseismicity. The individual steps of the eliod approach have
been already described in Chapter 3.3.1. The here presemdels differ with

respect to the source function that has been applied in theencal modeling.

Further parameters such as model dimensions, observatienand hydraulic
diffusivity (D = 0.055 m?/s) are the same in all models.
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Figure 3.24: Source function applied in
Model 1:

— po=11.5 M Pa
— pt =48 Pa/s
— t7 = 400,000 s

Figure 3.25: Source function applied in
Model 2

— Do =0MPa
— pt =50 Pa/s
— t7 = 400,000 s

Figure 3.26: Source function applied in
Model 3

— measured wellhead (injection) pres-
sures

— t7 =430,000 s

A cloud of microearthquakes is generated for each of theepted models using
criticality limits, that areC',,;,, andC,,..., which provide best possible correlation
with characteristics of detected microearthquakes in BaseChapter 3.2.3, it
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Model | Source Function Criticality Tectonic | Events
Crnin Craz potential F,

1 pressure gradient | 9600 Pa  0.15 M Pa | 0.61-10°J | 18,948

2 pressure gradient Il 9500 Pa  0.08 M Pa | 0.33-10°J | 13,920

3 injection pressure| 10*Pa  0.08 M Pa | 0.33-10°J | 17,890

4 fluid mass flow | 9000 Pa 0.09 M Pa | 0.37-10°J | 13,621

Table 3.1: Set-up (source function and criticality rang®) eesulting event num-
ber of different realizations of the modeling. For a comgpam, 13,494 events
were detected in Basel in the same time interval. Critigalélues in Model 4
are rescaled (see text). The tectonic potential is givem@satio of maximum
criticality and fracture volume concentratiof; = C% The fracture volume

concentration in all models 5= 2.44 - 10*4$.

was demonstrated that the two limits have a dissimilar intbeeon the micro-

seismicity. The minimum criticality strongly affects theahy characteristic of
seismicity after injection stop whereas the number of irdumicroearthquakes
is mainly controlled by the value of maximum criticality amy the volume

concentration of pre-existing fractures. Table 3.1 sunmearthe corresponding
values that have been used to obtain synthetical cloudsabseismicity.

The modeled seismicity rates are evaluated and comparduetddtected rate
in Basel. One can notice from Figure 3.27 that in all modeé¢sritaximum of
seismicity rate and its decay after injection stop well agruith the observations
from Basel (Figure 3.30). It means that criticality limitsegoroperly defined
and they are also consistent with the result from the detestic analysis. It is
important to say that the value of maximum criticality, wtisas been used to
generate synthetical microearthquakes, depends on theneotoncentration of
fractures (that is number of cells in the model space divioedhe volume of
the model space)(,,.. is therefore not directly comparable with the estimate
provided by the analytical solution. The more sensitiveapaater for a com-
parison is the tectonic potential which was introduced asr#tio of maximum
criticality and fracture volume concentratioh; = % (Shapiro et al., 2007).
Assuming that the measured fracture density can roughlyxtrapolated to a
fracture volume concentration results§B,sc; = (0.2#)3 = 8-1073L. The

m3

tectonic potential then i8.13 - 10° J if C,,,, is of the order ofl M Pa. Since the
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Figure 3.27: Seismicity rates resulting from different rabdet-ups (see Ta-
ble 3.1): (a) Model 1, (b) Model 2 and (c) Model 3. (d) For a camgon, the
rate of detected microearthquakes in Basel is shown.
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Figure 3.28: Comparison of normalized cumulative numbenigfoearthquakes:
(a) Model 1, (b) Model 2 and (c) Model 3. Red line marks the diete¢ cumulative
number and black line the modeled cumulative number.

extrapolated fracture volume concentration is most likatgrestimated it hence
gives an undervalued tectonic potential. | therefore amtekhat analytically and
numerically obtained tectonic potentials are in a good egent.

It is also evident from Figure 3.27, however, that seismite during injection

and total number of induced microearthquakes differ in tres@nted models
and, if compared to the Basel data, none of those complesgsoduces the

observed characteristics. The deviations can have fatipnweasons. On the one
hand, the approximated linearly increasing function oéatipn pressure (used
in Model 1 and 2) simplifies the real situation. On the otherchaneasurements
of injection pressures (used in Model 3) can be inaccuragetdwnear-borehole
effects including a non-linear fluid-rock interaction. Angparison of cumulative

numbers of synthetical microearthquakes with observedaeathquakes also
supports this conclusion (Figure 3.28).

These findings inspired the set-up of a fourth model wherénijleetion flow rate
has been used as a fluid mass source. Contrary to a possiripesne measure-
ment of injection pressures, the applied flow rate is a pebcisnown parameter.
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e Model 4: Basel mass flow rate
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Figure 3.29: Source function applied in
Model 4
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The applicability of such a model set-up for numericallycc#éting the pore pres-
sure perturbation is confirmed by Rudnicki (1986). He redetianalytical so-
lutions of pore pressure diffusion for fluid mass point sesrin linear elastic,
fluid-saturated, porous solid. The solutions emphasizedtaion to solutions
of the diffusion equation for injection pressure point sms although they are
only presented for continuous injection at a constant tdésvever, | assume that
the similarity between the two solutions is preserved fa ¢bndition of time-

dependent sources. According to Rudnicki (1986), the possuire perturbation
can be calculated with:

r,t) = ———-erfc , 3.23
p(r,t) oD drr f D (3.23)
Qu=N(A+2p

whereg; is the fluid flow rate A = aT0n 1o lisa poroelastic constant including
Lamé modulix andy for drained respectively, for undrained response as well
as Biot-Willis coefficienta, andp, is fluid density. Comparing this equation to
the analytical solution for an injection pressure souree @so Chapter 3.2.1)

p(r,t) = %ﬁ -erfe (\/Z:Tt) (3.24)

with ¢ = 47 Dagpy, yields the following relation between flow rage and injec-
tion pressurey:

4w Dagpopo
Ub=""5

The result demonstrates a direct proportionality with astamt factor that
depends on rock properties (diffusivity, poroelastic mgddluid density and

the effective injections source radius. This scaling fabis to be considered in
order to define the criticality limits(,,;, andC,,..., for generating synthetical
microearthquakes.

qrA

respectively  pg = m.
00

(3.25)
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Figure 3.30: (a) Seismicity rate of induced microearthgsadbtained for Model
4 and (b) comparison of normalized cumulative number of agarthquakes. Red
line marks the detected cumulative number and black linetbaeled cumulative
number.

The resulting seismicity rate of microearthquakes obtaiinem Model 4 is il-
lustrated in Figure 3.30(a). The corresponding paramétgss, C,,... andF; are
listed in Table 3.1. Several features, such as the steprlikease during injection,
the maximum of seismicity rate and the decay following thjedtion stop, well
coincide with the characteristics of the rate of detectedro@arthquakes (Fig-
ure 3.27(d)). A comparison of the cumulative event numbegsgnted in Figure
3.30(b) also shows this good agreement. It therefore cosfin@ correlation and
sensitivity of seismicity triggering and applied flow rataghe case of the Basel
reservoir stimulation.

Reconstruction of critical pore pressures

The numerical modeling also allows to determine the cllitp@e pressure of
each microearthquake. This gives the possibility to retansthe probability
density function of criticality. At first, numerical modety with the condition of
anisotropically distributed hydraulic diffusivity is germed to obtain the pore
pressure perturbation. Principal components of the difftystensor, D1, Do
and D33, have been estimated in Chapter 3.4.1 and are accordingignasl
to the model space. After the modeling, th® field of numerically obtained
pore pressure perturbationsg(z,y, z,t), is compared to the hypocenters and
occurrence times of induced microearthquakes. The soaczatibns are rotated
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into the principal coordinate system of the tensor of hylicadiffusivity. In
this way, the critical pore pressure which was necessaryigger a specific
microearthquake is found for the whole set of events.

Figure 3.31(a) shows the cloud of induced microearthqudkash seismic event
is color-coded according to its critical pore pressure. Aikir representation is
chosen for the corresponding- ¢ diagram which is presented in Figure 3.31(b).
Since the two figures reveal nothing unexpected, highestalripore pressures
are in the vicinity of the fluid entry point and lowest are at #dge of the mi-
croseismic cloud, the focus now is on reconstructing theiligion function of
criticality. For this purpose, the range of critical poregsures is subdivided and
the number of microearthquakes induced during injectiaoimted in each crit-
icality interval. The resulting histogram of critical popeessures in linear scale
and in equally spaced logarithmic scale is shown in Figu2.30ne can notice
from this figure that the majority of microearthquakes weiggered by pressure
perturbations less thast), 000 Pa (Note that the second peak 0, 000 Pa in
Figure 3.32(b) is an artifact due to the equal spacing inritiaic scale.). It is
clear that the histogram is not reflecting the distributiamdtion. The rock volume
in which the pressure is perturbed, for instancel0§0 Pa is much larger than
the volume of perturbation df M Pa. Therefore the number of microearthquakes
in each interval has to be scaled with the respective volunabtain the proba-
bility density function P D F’) of criticality, f(C). In addition, thePDF has to
satisfy the condition that its integral over the range dical pore pressures must
equal unity:
Chmaz
P[Crin < X < Chga| = / f(&dc =1, (3.26)
Cmin

This condition indicates that the probabiliof a fluid-induced microearthquake
to have a critical pore pressure between minimum and maxirodticality,
X € [Chnin, Cmaz|, is €qual to one.

The reconstructed probability density function of critisais shown in Figure
3.32. Evidently, critical pore pressures are not unifordiitributed on the pre-
existing fractures. Otherwise, theD F’ would have a constant probability be-
tween minimum and maximum criticalityOne can notice fromgufe 3.32 that
the probability of a microearthquake to occur at a pore presperturbation be-
tween approximatel$000 Pa and13,000 Pa is about three to four times larger
than at a higher perturbation and about two times larger éhanower perturba-
tion. Furthermore, the probability function indicatestth@aximum criticality is

in the order ofl M Pa. It thus confirms the result obtained from the analytical
solutions. Following up the short discussion at the end cpiér 3.4.2, the re-
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Figure 3.31: (a) Cloud of induced microearthquakes (0211212.2006). Source
locations are rotated into principal coordinate systemhef diffusivity tensor.

Microearthquakes are color-coded with their critical ppressure in the interval
1000 Pa to 0.3 M Pa. Coordinate origin{0,0,0} marks dominant fluid-entry

point in4422 m depth. (b)r — ¢t diagram of microearthquakes. Color corresponds

to critical pore pressure in the intervitl00 Pa to 0.3 M Pa.
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constructed probability density function of criticalitjavs no clear conclusions.
Either a superposition of two uniform distributions of wdlity addressing two
differently oriented pre-existing fracture systems in Basel reservoir or another
type of distribution of criticality, such as unimodal or Wll, can explain the
reconstructed? D F' of critical pore pressures. Therefore further investmyadi
are required to precisely determine the statistical chearstics of pre-existing
fractures in the Basel reservair.

3.5 Summary and Conclusions

In many cases of borehole fluid injection experiments, tigecpressures are
kept constant or vary only a little over time. In these siwa, pressure diffu-
sion related signatures of fluid-induced seismicity canxzerened and used for
a reservoir characterization in consideration of solgiofthe diffusion equation
given by Carslaw and Jaeger (1973). If the condition of riyeawhstant injection
pressure is not fulfilled, like for example by the hydraukservoir stimulation
in Basel, application o6BRCmethods, which base on the constraint of con-
stant source, produces inaccurate results. These metmasisequire a modifi-
cation by introducing a set of equations which take into aota time-dependent
source strength. | have here presented an analytical solotidiffusion equation
valid for the special condition of linearly rising injecticsource pressure. The
derived equations for pore pressure perturbation, seiigmeate and cumulative
event number have been verified under usage of finite elemealmg and syn-
thetically generated microseismicity. | have then app8&RCmethods, which
consider the spatial event density, the seismicity ratetaecdcumulative num-
ber of induced microearthquakes, to obtain estimates &httiraulic diffusivity
of the stimulated geothermal reservoir in Basel. Table B@s that the differ-
ent methods provide consistent results which are conforthgwesults from the
heuristically based approach of seismicity triggeringitso The hydraulic diffu-
sivity is proportional to the Darcy permeability of rock @iro et al., 2003):

n

K = ND. (3.27)
With a dynamic viscosity of the pore fluid at reservoir tengbere,
n(T = 190°) = 1.75 - 10~*Pa - s, and an approximation of the poroelastic
modulus for granitic rock)V ~ [K% + Kis]—l ~ 75 G Pa (following parameters
have been used here: porosity = 0.01, Biot-Willis coefficienta = 0.47,
bulk moduli of waterK; = 3.3 GPa and solid constituent&’; = 45 GPa
(see Detournay and Cheng, 1993)), the permeability is indtuer of 150

micro — Darcy. This finding is in good agreement with a permeability estena
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Figure 3.32: (Top) Histogram of critical pore pressures péuced mi-
croearthquakes. (Bottom) Reconstructed probability itfefisnction (PDF’) of
criticality. (Note that the accuracy of reconstructed F' depends on the pre-
cision of hypocenter determination.) Figures (a) and (cjua#ly spaced linear
scale, representing 100 samples in the intef@) Pa — 2 M Pa). Figures (b)
and (d): equally spacing in logarithmic scale, represgnti®0 samples in the in-
terval[log(100 Pa) — log(10 M Pa)]. The advantage is a higher resolution of the
presentation for critical pore pressures beldw, 000 Pa.
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Method Diffusivity D [10~22]
heuristic triggering front, isotropic 6.3
triggering front, anisotropic diag(0.6,2.9,5.2)
triggering front, effective-isotropic 3.7
deterministic back front 6.3
event density 5.5
seismicity rate 6.5
event number after shut-in 5.5

Table 3.2: Summary of estimates of hydraulic diffusivity thie stimulated
geothermal reservoir in Basel. The different methods of3B&Capproach pro-
vide consistent results.

from hydraulic data analysis conducted before the stimarat Haring et al.
(2008) give a value of0 micro— Darcy for the rather undisturbed near-borehole
area. It means that the permeability is enhanced by more dhanorder of
magnitude due to the hydraulic stimulation.

Furthermore, | have evaluated the strength of pre-exidtexgures of the Basel
reservoir using the concept of criticality. According te thnalytically as well as
numerically obtained results, | conclude that this stremgtiefined by a criticality
whose upper bound is below the maximum of pore pressurerpattan. It has
been demonstrated that in such a situation the seismic¢#ywal reach its peak
value after the injection is already stopped. In other wptlds released seismic
energy per time step should also be largest shortly afteciign stop. It means
that both higher number as well as larger magnitudes of imdladcroearthquakes
can occur in this time period. This phenomenon is indeedregbden Basel where
seismic events with largest magnitudes occurred afterish{titéring et al., 2008).
For the lower bound of criticality | have obtained the foliogy result. Applica-
tion of the derived analytical equations to localized an@cked seismicity yields
a minimum criticality ranging fronb000 Pa to 9500 Pa. The latter value has
been confirmed by modeling synthetical microseismicitychiprovided consis-
tently defined criticality limits for all considered modedtsups. Determination
of the critical pore pressures of microearthquakes indwkethg injection and
reconstruction of the probability density function of arality even give a lower
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value of less thari000 Pa. The different estimates are likely caused by sev-
eral factors, such as the consideration of hydraulicallgaropic or isotropic
condition, of co-injection or post-injection seismicitpdhof located or detected
microearthquakes. Interestingly, the reconstructed aividity density function

of criticality yields non-uniformly distributed criticgbore pressures. It can be
interpreted either as a superposition of two uniform dsttions with different
minimum and maximum criticality, or as a unimodal distribatwith its maxi-
mum at aboub000 Pa. Although the first interpretation can be concluded from
the presence of two distinct fracture systems, the latteraam not be excluded
and therefore further investigations are required.
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Chapter 4

Interpretational Model for
Single-Planar Hydraulic Fractures

4.1 Introduction

Hydraulic fracturing is the process of initiation and prgptaon of a fracture by
injecting fluid at high flow rates resulting in pressures leigthan the minimum
horizontal stressS,,.... It is one of several techniques for creating fractures
which, for instance, are used to enhance the productivitiiyafrocarbons, or
to develop waste disposal sites (Fehler et al., 1987; Bldcal.e 1994; Keck
and Withers, 1994). Since its introduction in the 1970'® passive seismic
monitoring has been used widely and successfully to estipabmetric param-
eters of hydraulic fractures (Albright and Pearson, 198hIé&r et al., 1987;
Warpinski et al., 1995; Urbancic and Rutledge, 2000; Fisatteal., 2008).
The fracture azimuth, its lateral extension from the wekband its vertical
growth can be evaluated using microearthquakes recoraed the fractured
area during and after the injection. Relative source locaichniques applied to
the induced seismicity provide high resolution images Wtaliow for resolving
discrete fracture zones and better understanding sourckeamsms of induced
microearthquakes (Phillips et al., 1997; Rowe et al., 2002)

The microseismic imaging provides not only a spatial magheffinal geometry
of the fracture, it also has a significant potential to evidudynamic growth
processes and to characterize physical processes raddtatlitforced fracturing

of reservoir rocks. Shapiro et al. (1997) introduced $BRC(Seismicity Based
Reservoir Characterization) method for analyzing spegioporal characteristics
of fluid-induced microearthquakes. On the basis of linetiusiion of pore pres-
sure perturbations, th&€ B RC' methods allow to determine hydraulic properties

83
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of the seismically active rock volume. The principle of thesethods have been
presented in the previous chapter by means of analyzingifididced seismicity
in a geothermal reservoir. However, the assumption of fipeassure diffusion
is violated by the process of fracturing of a reservoir. Asatlly mentioned
in Chapter 2.3, fluid transport properties can strongly bieaened by such an
operation which led to the conclusion that a consideratigmessure-dependent
hydraulic diffusivity has to be taken into account. In thése, a rather general
non-linear diffusion law characterizes more accurate thgsjgal process and
mechanism of microearthquake triggering. The presentedlinear diffusion
equation, Equation (2.12), provides us with a proportityakelation of the
seismicity triggering front in dependence on the considletenension of the
diffusion problem. In the case of single-planar hydraufactures, which are
in focus of this chapter, it predicts a linear with time bebawf the triggering
front if a constant flow rate is applied during injection. Tdugestion arises how
one can interprete fracturing-induced seismicity. Théalifty here is twofold.
On the one hand, exact analytical solutions of the non-tidééusion equation
do not exist for the special conditions of a fluid injectionn @e other hand,
it should be intuitively to assume that other mechanismsazaur in addition
to the fracturing process. Indeed, investigations of theadyical evolution of
fracturing-induced seismicity in the distance - time damstiow that triggering
of microearthquakes can be related to different processeation of new fracture
volume, loss of fracturing fluid due to its infiltration integervoir rocks, and
diffusion of injection pressure into the surrounding rockl anside the fracture.

In this chapter an approach for interpretation of fractgrimduced seismicity
is proposed which can be applied to single-planar hydraudictures. It al-

lows to quantify both geometric as well as hydraulic chamastics of the frac-
tured system. Simultaneously, hydraulic properties ofwuingin reservoir can

be determined too. This approach is applied to microseisiaiia recorded dur-
ing several hydraulic fracturing experiments in the Cageth&otton Valley gas
field (Texas, USA). These well-documented fracturing expents (e.g. Walker,
1997; Arco Exploration and Production Technology, 199'AnRcle Technolo-
gies, 1999; Rutledge and Phillips, 2003; Rutledge et aD42@llow testing of

my findings. Since the hydraulic treatments were performmeteudifferent con-
ditions, such as variations in treatment fluid, flow rate armmghpant volume, influ-
ences of the treatment design on fracturing and inducedhggig can addition-

ally be studied by comparing the results of two distinctagitns.
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4.2 Hydraulic Fracture Growth and Induced Seis-
micity

A hydraulic fracture will be initiated if the downhole prese gets larger than
the minimal principal stress. The direction of propagatadna fracture is in
accordance with the orientation of the local stress field. alnomogeneous
medium, the fracture grows perpendicular to the axis of maliprincipal stress
(Hubbert and Willis, 1957). The hydraulic fracturing of akausually activates
microearthquakes. Their triggering mechanism is very lsinidb those one of
stimulation-induced seismicity. The injected fluid cauarsncrease of the pore
pressure and hence a decrease in the effective stress.itimadithe propagating
fracture affects the stress state in its immediate viciditg to tensile opening.
Microearthquakes are then triggered along pre-existingrak fractures that
are favorably oriented for slip (Pearson, 1981; Rutledge Rhillips, 2003;
Shapiro et al., 2006a). Recent studies by Sileny et al. (RB&8e shown that
also microearthquakes are observed whose moment tensmiossl have only
volumetric components which indicate them as tensile avent

For the investigation of fracturing processes and cornedipg signatures of
microseismicity it is firstly appropriate to consider a parkar fracture geometry
model. In general, several models are known which can beiddbd into three
groups: planakD, general and planaD, and Pseudd models (Economides
and Nolte, 2003). Since it is useful to start with a rathergerapproximation
the group of plana2 D geometry models will be considered in the following.
The fracturing-induced microseismic data that will be d&sed in this thesis
were collected during hydraulic fracturing in horizonyalayered sands and
shales. The lateral extension of seismicity clouds is fagé than the vertical
extent. For such situations, Perkins and Kern (1961) anddyen (1972) derived
a 2D fracture geometry model (the so-called PKN model, Eglii(a)). In
this model, fracture mechanics and fracture tip effectsrateconsidered, but
the focus is on fluid flow, and corresponding pressure graslienthe fracture
(Economides and Nolte, 2003). Perkins and Kern (1961) asduhat a straight
planar height-limited vertical fracture is propagatinganwell-confined layer.
Normal stresses in the layers above and below are large kriougrevent an
out-of-zone growth of the fracture and plane strain coodgiin the vertical
direction are assumed. A plane strain deformation meanpléwaes which were
parallel before deformation remains parallel afterwaifidss assumption is valid
for fractures where one dimension, length or height, is mgitater than the
other. It is further assumed, as shown in Figure 4.1(a) thieatross section of the
fracture body is of elliptical shape. However, Perkins amirk(1961) neglected
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(a) (b)

Figure 4.1: 2D hydraulic fracture geometry models: (a) PKddel and (b) KGD
model (after Economides and Nolte, 2003).

fluid leakoff and storage of fluid within the fracture. Theyggested to combine
their model with the Carter leakoff model (Carter, 1957)aécalate both fracture
width and fracture length. Nordgren (1972) introduced tipgagion of continuity
(i.e., conservation of mass) to add fluid leakoff and storagthe Perkins and
Kern model. To complete the group of plarnab models, another geometry
model should be mentioned which was derived by Khristiattoand Zheltov
(1955) and later simplified and extended by Geertsma and ek K1969) (the
so-called KGD model, Figure 4.1(b)). It differs in two maisp&cts from the
here used PKN model. Firstly, it assumes plane strain in thizdntal direction
which becomes true in practice if the fracture height is mgokater than the
length. Secondly, the focus is on fracture mechanics andsamiple assumptions
are made concerning the fluid flow. Of particular interesthi@ KGD model is
the region of fracture tip having zero fluid pressure and aspheessure gradient
near the tip region whereas the fluid pressure is constaiheinmajority of the
fracture.

To understand the dynamical behavior of the induced migsoseity an approx-
imation of the process of fracture growth is applied thatltssfrom a volume
balance principle of an incompressible treatment fluid. idlame balance states
that the total volume of the injected fluitl;, equals the sum of the fluid volume
which is stored in the created fractufé;, and the fluid volume which is lost into
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the surrounding formation by leakoffy:

Vi=Vr+ VL. (4.2)

One can rewrite this equation by replacihig = Q;t, whereQ); is the average
injection rate of the treatment fluid ands the injection time. The fracture volume
Vi can be expressed YL hr w, whereL is the fracture half-length, - is the
average fracture height andis the average fracture width. The fluid loss volume
V., can be approximated byL C; hy v/2t (Harrington and Hannah, 1975) that
introduces the fluid-loss coefficient;. This leads to the following formulation
for the half-length of a (symmetric) hydraulic fractuieas a function of injection
timet:

Qrt
L(t) = .
( ) 4hFCLV2t+ QhFU)

In this equation, the two processes that are involved in tbevidy of a fracture
are combined. On the one hand, there is the rupture procemewbw fractured
volume will be created. On the other hand, leakage of fluithftbe fracture into
the surrounding rock takes place forming a fluid-invadedezadnis assumed that
both processes leave a characteristic imprint on the spatiporal evolution of
induced microseismicity. Let us therefore consider Equmat#.2) in more detalil.
The first term in the denominator describes the total fluid floem the fracture
walls into the surrounding formation. It is proportional 4& and hence it has
a diffusional character. The fluid-loss coefficigrit is an important reservoir
engineering parameter and is an active research topic. pkrdts on several
factors, including, for instance, the relative perme#bibf the formation to
the fluid-invaded zone, the hydraulic diffusivity of the ee®ir, the pressure
difference between fracture and reservoir, and the vigcosithe reservoir fluid
(see also Equation (4.8)). The second term in the denonmin&tequation (4.2)
represents the contribution of the effective fracture woduand depends mainly
on the geometry of the fracture vertical cross-section. Sitape of the hydraulic
fracture, in particular the width of a fracture, is a majojedlive in reservoir
engineering.

(4.2)

Equation (4.2) is considered as a one-dimensional appaiiom for the trig-
gering front of microseismicity in the case of a propagatwygraulic fracture.
It is therefore an alternative formulation to the triggerifront equation of
microseismicity induced by a borehole fluid injection in anmfameneous,
isotropic, permeable medium without creating a new fragtur(t) = v4nDt
(see Equation (2.4)).
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Although the fracture growth is a combination of two pro@ssst is still possible
to consider two asymptotic situations. First, let us asstiraein the beginning of
an injection the treatment fluid is completely spent to @eesw fracture volume
only and the loss of fluid is insignificant. Then Equation J4&an be simplified
by neglecting the first term in the denominator:

_ Qrt

L(t) (4.3)
Here the fracture half-length is a linear function of the injection time The
spatio-temporal characteristic of induced microeartkgeashould obey this
linear dependence. This means that microseismic eventataigoughly linear
with time away from the injection well, indicating the rupgéyprocess.

On the other hand, the loss of treatment fluid from the fracwaills into the sur-

rounding formation is getting large in the long-term limittbe injection. There-

fore the corresponding term in Equation (4.2) is the dontioae and the geome-
try term can be neglected. The equation is then identic#l thig triggering front

equation for a linear pore pressure diffusion (Equatiod)j2with an apparent
hydraulic diffusivity D = D,, given by:

v = L) = — b,

4hsCr2t

Q?
D, — —i 4.4
P T 1Brh2CE “4)

The evolution of the microseismic event cloud in space ané should show the
typical diffusional signaturer(cc v/2).

Equations (4.2) to (4.4) provide a model that describes thegss of hydraulic
fracture growth as long as a treatment fluid is injected ie8ervoir rock. These
equations relate the spatio-temporal dynamics of frastpimduced seismicity to
the fracture propagation. But also in the case of hydrawdictéiring, microseis-
micity can continue to occur even after shut-in of an in@ttiWe have seen in
Chapter 2.4 that this observation is well described by tmeept of the back front
of microseismicity Parotidis et al. (2004). Most of the noearthquakes occur-
ring after the injection stop are located in the newly creédtgdraulic fracture
volume. It means that pressure diffusion here takes plagelyria one dimen-
sion. For such a problem, the following equation for the bimochkt of seismicity
has already been introduced in Chapter 2.4:
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Ty = \/QDt(i C)in(— . (4.5)

to t—to

In this equationD = Dy is the hydraulic diffusivity of the newly created fractured
area.

4.3 Interpretation Flow Chart

The main idea of the interpretational approach is to eserfiaid loss using engi-
neering data and geometric parameters of the fracture vdaicloe derived from
the induced microseismicity. Afterwards, the fluid loss barused to estimate the
permeability of the reservoir.

| have pointed out before that in the beginning of a treatment fracture volume
will be opened and the fluid loss can be neglected. If so, tlhwof a fracture
can be calculated after rearranging Equation (4.3). Had&thL(¢) and timet can
directly be derived from the spatio-temporal distributadrevents induced during
the fracture volume opening phase. However, one can aldy appadditional
method to estimate geometric parameters of the fracturteud_eonsider the time
derivative of Equation (4.2) which is the tangent:

dL X +3vvit

@ X vV (40
where : X = (2hpw)/Qy,

Y = (V32hpCp)/Qr,  and

L = L/Qr.

Attimet = 0 the tangent coefficier% is1/X. It provides the width of a fracture,
or in combination with the fracture height, the cross sectcea: A = (X/2) -
Q. The tangent coefficient can simply be obtained by data dittiKknowing
the geometric parameters, one can then quantify the fluglflosn the fracture
body using the volume balance principle (Equation 4.1). tha purpose, the
comparison of injected fluid volume and newly created frecttolume gives the
fluid leakage volumeV;, = Q;t—2L A. In the next step, the fluid loss coefficient
C'r, can be calculated after rearranging Equation (4.5):

Ot —2L A
_mrtm A 4.7
AL V2t 4.7)

Furthermore, it now becomes possible to estimate the péiifitga: of the virgin
reservoir. If the definition of reservoir leak-off coeffioiegiven in (Economides
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and Nolte, 2003, chap A9) is considered and fracture sudteets are neglected,
then one can write:

B Cr?mn
"o Ap? e’
wheren and ¢, are viscosity respectively compressibility of the reseriid,
¢ is the porosity of the unfractured reservoir, afg is the difference of the
pressure in the fracture (approximated by measured downpssure) and
the initial reservoir pressure (approximated by hydrisiatessure). Moreover,
the fluid loss estimate permits to calculate the apparentauyid diffusivity
according to Equation (4.4). The so defined hydraulic difit)s can further
be used in Equation (2.4). The resulting triggering front ba compared with
the induced microearthquakes in the space-time domainvauation of the
interpretational model.

(4.8)

The most important aspect of hydraulic fracturing is a sfrenhancement of per-
meability for the production of hydrocarbons in rather lpermeable formations.
The derived interpretational approach also allows fomesting the permeabil-
ity of a newly created fracture. However, it is only possilfla back front of
induced seismicity evolves after injection stop which canidentified from the
spatio-temporal distribution of microearthquakes. Adaog to Equation (4.5),
the diffusion constanD,; then corresponds to the hydraulic diffusivity of the
fractured system. It can further be used to obtain the pdritiyaof the fracture,
kr, by the following relation (Shapiro et al., 2003; Econonsiéd@d Nolte, 2003):

Rp = Cp N ng Dbf. (49)

Herenyr andcy are viscosity respectively compressibility of the treatinféuid,
and¢p is the porosity of the fracture body. With both reservoir &dlas fracture
permeability one can finally calculate the dimensionlessttrre conductivity'p,
which is a key design parameter in hydraulic fracturing (ouoides and Nolte,
2003, chap 12):

WREp A REp 4A RFE

Cp=—0t = = :
Lk hr Lk Sk

with S being the surface of the fracture body. The geometric paensiefrac-
ture widthw and fracture half-lengtti, are included in this formulation. The
dimensionless fracture conductivity is a measure of thétwaloif the fracture to
transport fluid divided by the ability of the reservoir to dethe fracture. Another
important design goal in reservoir fracturing is the effexivellbore radiusy,,
(Economides and Nolte, 2003):

(4.10)
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Figure 4.2: Well configuration and operational setup of thetliage Cotton Valley
hydraulic fracturing experiments in 1997 (Phase 1: gel pamptreatments, Phase
2: water treatments).

2
Tw ~ —L, (4.11)
s
whereas here the altered pore pressure field around tharastnot taken into

account. It is an expression of the enlarged contact betwedlbore and reser-
VOir.

4.4  Application to Cotton Valley Data

In May and in July 1997, a consortium of oil field operators @edvice com-
panies carried out a series of hydraulic fracturing expents in the Carthage
Cotton Valley gas field in East Texas, USA (Walker, 1997). Te®logical
setting of the gas reservoir is defined by its location in tohethern Gulf of
Mexico sedimentary basin. The Cotton Valley formation aéstssof multiple,
low-permeability sand layers within an interbedded seqaeri sands and shales.
The formation is approximateB25m thick, its top is at a depth of aboR600m
within the study area (Rutledge and Phillips, 2003). A dethdescription of the
geology and of the stratigraphy of the Cotton Valley forroatis given in Wescott
(1984) and Walker (1997).

During the operation of the experiments different targetemowithin the Cotton
Valley formation were hydraulically fractured. The opévatl setup is shown
in Figure 4.2 and hydraulic treatment data are summarizetabie 4.1. In
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Phase 1

gel proppant frac

Stage A Stage B

Flow rate[l/s]
Injected volumgm?®]
Bottom hole pressurg\/ Pa|
Injected proppanitg]|

Perforated intervdin|

119
1340
39-43

230,000 190,00(

81

106
1253
41-47

81

Phase 2
water frac
Stage C Stage D Stage
26.5 26.5 26.5
419 396 400
45-52 45-52 45-54
) 15,000 12,000 7000
36 24 17

Table 4.1: Treatment data of Carthage Cotton Valley hydrdrdcturing experi-
ments in May (Phase 1) and July (Phase 2) 1997.

Phase 1, fracturing was performed using well CGU21-10 asrdament well.
The treatment fluid was a cross-linked polymer gel with adplegppant. The
induced microearthquakes were detected and registeredtaphdle geophone
arrays placed in two monitoring wells, CGU21-09 and CGU®22-Olnitial
source locations were determined using P- and S-wave tiraesl and P-wave

particle motion data (Rutledge and Phillips, 2003).

Subsatly, the event

locations were improved through high-precision repickofgP- and S-phase
onsets (Rutledge and Phillips, 2003). In Phase 2, fragunas performed via
perforated domains of well CGU21-09 and monitored by theshole sensors
in well CGU22-09 only. Here a water based fluid was used forttéatment.
Induced microearthquakes were located using the sameagpas in Phase 1.

Each of the two phases included several stages of hydraatitufing, but pre-
cisely determined hypocenters of induced microearthguakeonly available for
three stages: two gel treatments and one water treatmeitite lfollowing, two
fracturing experiments will be considered in more detaihe3e are Stage A, a
gel treatment, and Stage C, a water treatment. Since battnteats were per-
formed under different treatment conditions (such as flypkt flow rate, prop-
pant volume) a comparative analysis can be undertaken tbaddly investigate
the influence of the treatment design on the fracturing @®celrhe precisely
determined source locations of the two corresponding re@smic event clouds
are shown in Figure 4.3. The observed asymmetric distobutif Stage A mi-
croearthquakes with respect to the treatment well is likelye caused by the po-

E
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Figure 4.3: (a) Map view and (b) depth view of source locatiaf mi-
croearthquakes induced in Stage A gel treatment and in Slaggter treatment.

sition of receivers (Figure 4.2). Rutledge and PhillipsQ2Pargued for a limited
detection range of the monitoring system. They calculatethgnitude-distance
threshold and could show that ab®3t% of microseismic events east of the treat-
ment well would not have been detected if they had been trgghm same dis-
tance west of the well. Thus, the treatment could have mdult a symmetric
fracture.

4.4.1 A Gel Treatment

Here the interpretation of microseismicity recorded in 8tage A treatment is
presented. To study the dynamical behavior via the spatigoral evolution of
the seismicity cloud, the distance of a microearthquakd¢onearest wellbore
perforation point is plotted as function of the occurrerineetrelative to the time
of begin of the treatment(— ¢ diagram, Figure 4.4(c)). The fracturing was per-
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formed in multiple cycles of injection in a typical hydrazfracturing sequence:
mini-frac, step rate test and main treatment (Figure 4)4{d)e cessations of in-
jection allow the fracture to close if no proppant is added & reopen in the
following injection cycle. Such behavior can be identifiadher — ¢ diagram of

microseismicity (Figure 4.4(e)). Let us consider only thistfiminutes of each of
the injection cycles. One can see the quasi-linear everratimg with time away

from the treatment well. In my understanding, it represepisning, and in sub-
sequent injection cycles, reopening, and further propagat the fracture. The
similarity in the velocity of fracture (re)opening in theréle individual injection

cycles (velocity of fracture propagation, ~ 0.17 m/s) indicates that reopen-
ing takes place with approximately the same geometry (wadiith height) of the
fracture.

Estimate of Fluid Loss Volume

The first step is to determine the volume of the newly creatadtdre. | have
only used microearthquakes which were triggered in the tmaatment period to
estimate the fracture cross-section area according totegu@.7). The tangent
coefficient at time = 0 s is obtained by data fitting which results i = 0.22
m?2. The best fit is shown in Figure 4.5(a). Under the assumplianthe fracture
height is equal to the total perforated section of the treatwell, hr ~ 80 m,
then the average fracture width is ~ 3 mm. The uncertainty in the estimate
of fracture width is relatively high due to the simplified asgtion on fracture
height. However, with known cross-section area and lengthe fracture one
can calculate its volume and compare it with the injectedinva: in Stage A the
total injected fluid volume wa®; = 1340 m?* and the resulting fracture volume
is Vy = 176 m3. Since a conservation of fluid volume is assumed, it mearts tha
~ 85% of the injected volume was lost into the formation.

Estimate of Reservoir Permeability

The controlling parameter of fluid leakage is the fluid-loesfticientC;. Ac-
cording to Equation (4.7) iti5.2 - 10~° m/s'/2. In addition, a diffusion constant
which is characterizing the diffusional fluid leakage psgean be determined.
IntroducingC', into Equation (4.4), the apparent hydraulic diffusivitylds, = 2
m?/s. However, this diffusion constant is apparent only and nietadly related

to triggering of microearthquakes by a diffusion of poregsige perturbations.
Nevertheless, for a simple quality control a triggeringhfraccording to Equation
(2.4) with D = 2 m? /s can be calculated and then plotted along with the induced
microseismicity. One can see in Figure 4.5(c) that the gnaftthe event cloud
following the fracture volume opening obeys a behavior Einto triggering by
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linear pore pressure diffusion. The fluid-loss coefficienturn is related to the
reservoir permeability as it is shown by Equation (4.8). Witpical values for
the Cotton Valley tight gas reservoir (hydrocarbon gas anaperature of 20°
C and hydrostatic pressure pf = 28 M Pa): viscosityn = 3 - 107° Pa - s,
compressibilityc, = 3.5 - 1078 Pa™1), reservoir porosityp < 0.1 (Walker,
1997), and pressure differenée = 16 M Pa, the virgin reservoir permeability
x is of the order of 1microDarcy. To verify the results, a modified — ¢
diagram where times of shut-in phases between the threetionecycles have
been removed is shown in Figure 4.5(e). In addition, theg&rmg front for
fracturing-induced seismicity according to Equation J4i2 presented. It is
calculated with the parameters as estimated before (heacioss-section area
and fluid-loss coefficient). One can see that the curve waeitdi (as the upper
envelope) the distribution of induced microearthquakeshi spatio-temporal
domain.

A further possibility for validating the obtained resuliis particular the estimate
of permeability, is explained by the following consideoati It is clear that a large
part of fracturing-induced microearthquakes are likelyp¢otriggered due to the
diffusion-like leakage of fluid from the fracture walls intbe surrounding for-
mation. This diffusion is controlled by the permeabilityspectively hydraulic
diffusivity of the virgin reservoir. The fracture itself cde seen as a fluid feeding
zone (comparable to an open hole section of a wellbore). ¢ naw calculated
the minimum distance of each microearthquake to a hypathdtiacture plane
which is obtained by linear regression of the microseistyicioud. The corre-
spondingr — t diagram is presented in Figure 4.6(a). The fitting upper lepes
according to Equation (2.4) should provide an estimate alrdwylic diffusivity
that is equivalent to the diffusivity of the reservoir. Fangparison, the latter can
be calculated from the permeabilityusingD = %/@. The dynamic viscosity of
hydrocarbon gas ig = 3 - 10~° Pa - s, and the poroelastic modulus is defined
asN =~ [¢p/K; + o/K,| with porosity¢ = 0.1, bulk modulus of fluid phase
Ky = 30 M Pa, Biot-Willis coefficienta = 0.5, and bulk modulus of solid con-
stituentsK, = 40 GPa. In this way, it results in a hydraulic diffusivity of the
order of 107> m?/s. The triggering front in the — ¢ diagram yields a value of
D = 5-10"* m?/s. Since several factors have an influence on both estimates,
such as precision of hypocenter locations, definition aftfree plane or assump-
tions regarding the poroelastic constants, | concludetttest are of similar order
of magnitude.
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Estimate of Fracture Permeability and Conductivity

After completion of the hydraulic treatment, a back frontsefsmicity develops
which can be identified from the— ¢ diagram (Figures 4.5). The signature pro-
videsD,; = 4 m? /s for the hydraulic diffusivity of the fractured area. Thidwe

is obtained by varyind@,; in Equation (4.5) to match the microseismic data. In-
troducing the hydraulic diffusivity into Equation (4.9)édassuming an enhanced
porosity of¢; = 0.3 gives a fracture permeabilityr in the order of some&0
Darcy. Thus, there is an increase in permeability about severroafenagni-
tude due to the fracturing of the reservoir rock. Finallyp tiurther characteristics
of reservoir engineering can be derived: dimensionlessura conductivity('p,
and effective wellbore radius,,. Using Equation (4.10) and Equation (4.11) re-
sults inCp = 2000 andr,, = 255 m, respectively.

4.4.2 A Water Treatment

The focus here is on the interpretation of Stage C inducedaseétsmicity. Ad-
ditionally, I will compare the results obtained for both eaand gel treatment.
Microearthquakes in the distance-time domain are shownguar€ 4.4(d). Con-
trary to the intuitive expectation that more fluid will be tasto the formation by
leakage (because of the lower viscosity of the treatmerd)filier — ¢ diagram
is not showing such an effect. An explanation for this pheeoom could be the
lower fluid volume that was injected at lower flow rates (Ta#l&) on the one
hand, or a less dense population of pre-existing naturetifras at the location of
Stage C on the other hand.

Estimate of Fluid Loss Volume

The characteristic fracture opening and subsequent reapphases are observ-
able in ther — ¢ diagram (Figure 4.4(f)). The velocity of fracture propagatis

~ 0.2 m/s. Although the treatment design differed from the gel fraciy (Table
4.1), the water treatment resulted in a similar fracturengetoy. Estimation of the
cross-section area yields= 0.13 m?2. Itis again assumed that the fracture height
hr is equal to the total perforated domain of the treatment (vel86 m), which
then yields an average fracture width~ 4 mm. The water treatment resulted in
a fracture volumé’z = 65 m3. Hence it is much less than the volume of the Stage
A fracture. However, by taking into account that the volurhengected fluid was
significantly lower {; = 419 m?), then the ratio of fracture volume and fluid
loss volume is nearly identical in both treatments. Theretbe fracturing pro-
cess seems to be decoupled from the type of treatment fluioth&npoint which
supports this speculation is the seismic moment releasdedge et al. (2004)
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Figure 4.5: (ayr — t diagram of microearthquakes induced in main treatment
period of Stage A gel treatment, dashed line indicatesdractolume opening.
(c) » — t diagram as in (a) but with triggering front curve accordindg=quation
2.4 to describe the diffusion-like propagation of seistyic{e) Modifiedr — ¢
diagram with removed shut-in phases. Triggering and baxk turves according

to Equations (4.2) and (4.5) well limit the microseismic mveloud. (b), (d) and

(f) are the equivalent of Stage C water treatment.
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gel treatment and (b) in Stage C water treatment. The distaooesponds to
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assumptions given in the text. The triggering front curvecading to Equation
2.4 is then used to derive a hydraulic diffusivity which shlibloe equivalent to the
diffusivity of the virgin reservoir.

compared cumulative moment release versus cumulativet@agesolume for the
various treatments. Because cumulative seismic momeuntides total seismic
deformation, it should be proportional to the created vaumhe gel treatment
and the water treatment have an identical moment releasspgenlume injected
(Figure 4.7). It supports the conclusion that the fluid loas similar in both treat-
ments. If fluid leakage in water treatment was higher, it $thbwe reflected by a
smaller normalized moment release.

Estimate of Reservoir Permeability

The fluid-loss coefficien€';, = 4.6 - 107> m/s'/? is therefore similar to the one
obtained in the gel treatment. The coefficient is again feared to an equivalent
diffusion constantD,, = 0.6 m?/s). A triggering front curve (Equation 2.4)
based on this apparent hydraulic diffusivity limits the rogeismicity apart from
the volume opening phase in the- ¢ diagram as shown in Figure 4.5(d). The
fluid-loss coefficient is then used to calculate the resermpermeability which
yieldsx = 9-10~% Darcy. This permeability value is in fact smaller by a factor
four than the estimate from the gel treatment. One reasorb@d#ye higher pres-
sure difference\p = 26 M Pa. Nonetheless, in my opinion the following aspect
also has to be taken into account. If proppant is pumped ifitactéure it will be
transported to the fluid-invaded zone around the fractudy bs well. As a conse-
quence, it affects fluid loss, pressure field, and hence ladésedtimate of reservoir
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Figure 4.7: Cumulative seismic moment versus cumulatiyeeted fluid volume.
Stages C and D of water treatments were combined to corrdsjpotine same
depth interval as Stage A gel treatment (Rutledge et al4200

permeability using induced seismicity. The water treatiweas performed with-
out a significant amount of proppant (Table 4.1), which caarbexplanation for
the rather slightly different estimates of reservoir peaibikty. From this estimate
| have calculated a hydraulic diffusivity and compared iatoestimate obtained
from r — ¢t analysis as described in the previous subsection. Also tageSC
seismicity, the comparison yields a good agreement betlwetmestimates.

Estimate of Fracture Permeability and Conductivity

The back front of induced seismicity (Figure 4.5(f)) praesdfor the hydraulic
diffusivity of the fractured ared,; = 1.8 m?/s, which is smaller compared to
the gel treatment. Despite rather insufficient statistigsost-treatment seismic-
ity, the presented best fit curve is still reasonable. Thetdira permeability: -
of approximatelyl Darcy is one order of magnitude lower than the fracture per-
meability of the gel treatment. | suppose that this differers likely to be caused
by the strongly reduced volume of pumped proppant. It resala decline of the
fracture width after shut-in due to missing resistanceragidiorizontal stresses.
Consequently, the fracture permeability will be affectgdtlis closure. A de-
creasing fracture width also affects the dimensionlessudra conductivity (see
Equation 4.10). Keeping this in mind, the here obtainede/ély = 165 should
be seen as an upper limit only. For completeness, the eftestllbore radius in
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the case of Stage C treatmentjs= 159 m.

4.4.3 Summary of Results

| have analyzed three stages of hydraulic fracturing in @ottalley. These are
two gel treatments (Stage A, Stage B) and one water treat(S¢age C) (see
figure section in Appendix for Stage B microseismicity). [a#.2 summarizes
geometric and hydraulic parameters resulting from theiegipbn of the interpre-
tational approach to the induced microearthquakes. We atirertwo interesting
points if we compare the obtained results. Independent erdésign parame-
ters of the treatments, such as treatment fluid and inje@ibanrates, the ratio of
fractured volume and lost fluid volume is nearly identicahiihconsidered stages.
This finding suggests that rather the fluid-loss coefficietich is to some ex-
tent related to the reservoir permeability, is a signifidactor in the process of
fracturing than the treatment design. But, obviously themsability of a frac-
ture is affected by the treatment parameters in two ways. h@rohe hand, the
cross-linked gel has a higher viscosity compared to water £ 150 - 103 Pa s,
Nwater = 3 - 107 Pa s (Rutledge et al., 2004)) which results in a larger permeabil
ity (see Equation 4.9). On the other hand, the pumped pra@iso positively
influences the fluid transport properties within the fragtlarea since it keeps
newly created fluid pathways open after shut-in of the impect

4.5 Modeling of Fracture Propagation

The inversion of microseismic event data in order to model ¢inowth of
hydraulic fractures is done using the maximum likelihootineation (MLE)

method. The idea behind MLE is to determine the parametatsthximize the
probability, or likelihood, of given data. The method of nmaxm likelihood

is considered to be robust (Hainzl, 2007) and it can be appptienost models
and different types of data. In addition, MLE provides eéiiti methods for
quantifying uncertainty through confidence intervals (KE§93).

The MLE method is based on the probability density functd® F' for each
microseismic data point which is represented by its spatio-temporal position:
f)ijzf(l‘7 Cl,CQ,...,Ck), (412)

whereC1, (s, . . ., C}, arek unknown constant parameters which needs to be esti-
mated. Then the likelihood function is given by the follogiproduct:

N
L(zy,20,..., 25 | C1,Cy,...,Ck) = L = Hf(xi;claCQw--aCk)a (4.13)
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Stage A  Stage B Stage €
Fracture half-lengtt [m)] 400 280 250
Cross-section! [m?] 0.22 0.29 0.13
Fracture widthw [mm)] 2.8 3.6 3.6
Fracture volumé/; [m?] 176 163 65
Fluid loss volumé/;, [m?] 1164 1090 354
V1, in relation tolV; 86 % 87 % 85 %
Fluid-loss coefficienC}, [ 1] 52-107° 7.7-107° 4.6-107°
Reservoir permeability [Darcy] 3.7-1007 44-1007 9-10°8
Fracture diffusivityD,; ] 4 0.9 1.8
Fracture permeability - [Darcy] 80 20 1
Fracture conductivity’p 2000 890 165
Effective wellbore radius,, [m)] 255 178 159

Table 4.2: Summary and comparison of the results that wetaradal by inter-
pretation of fracturing-induced seismicity resultingrfrgel and water treatments
in Carthage Cotton Valley gas field. Despite different ezt parameters, the
ratio of fractured volume and lost fluid volume is nearly ideal in both type of
treatments. Differences in the hydraulic characteristicthe two fractures are
likely to be caused by the different mass of pumped proppagel and water
treatments (see Table 4.1).



4.5. MODELING OF FRACTURE PROPAGATION 103

with N being the number of observed microseismic eventsideing the index
of each individual event. The maximum likelihood estimatof parameterg’;,
are obtained by maximizing. It is mathematically much easier to work with the
logarithm of Equation (4.13) which is the so-called log likeod function:

N
A=InL =Y Inf(z;;Cy,Ch,...,Ch). (4.14)

To estimate the parametefs that describe the fracture growth, it is sufficient
to consider the triggering front given in Equation (4.2). eTrobability that a
microearthquake occurs at pointan then be expressed by the probability density
function f(z, L(t)). In case of uniformly distributed source locations of inedc
microearthquakes the probability density function is gibg:

fal0) = g i 12l< L0
flz,L(t)) = 0 else. (4.15)

However, to apply this model the location uncertaintiesshago to be taken into
account. Assuming that those are Gaussian distributed:

fa(z) = exp( >/F (4.16)

then the probability density function of an event becomes:

Fla, L(t) = 0.5 <erf(%\/;) + e'r’f(L(t\/)% ‘T)) C2L@)7, (4.47)

with the Gaussian error functian f (x) = % [ e~*dt. Thus the following log
likelihood function is obtained:

A= Z[Zn(e’rf \/)_ Dt er f( (%%))—zn(u(ti))} (4.18)

Using this equation, the set of parameters which controgtioeth of a fracture
can be estimated. In the application to the data, the triggdront equation
for fracturing-induced seismicity, Equation (4.2), is piified to have only two
independent parameters to be maximizédandCs:
t
L(t) W (4.19)
where : Cy = 2hyw/Q; and

Cy = 4h01V2/Q;.
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| Figure 4.8: Map view of in-
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Result of Modeling

The modeling of the fracture growth using the likelihood hoet allows to test
the result of the before presented interpretational amprodn a first step, the
locations of induced microearthquakes are transferreah ffa v, z) coordinate
system to a new, z) system. This is done by calculating hypothetical posgion
of the microearthquakes along a fracture line which was iobtaby linear
regression of the original source locations. The corregpaonfracture lines
are shown in Figure 4.8 for the three Stages A, B and C. Theulr@anitiation
time equals the occurrence time of the first event and onlggiof continuous
injection are considered, which means that no post-igacteismicity is used
for modeling. The location errors are settp= 10 ando, = 5 for all events.

Figure 4.9 illustrates the outcome of modelig, C; andh for the three indi-
vidual fractures. The resulting maximum of the log likeldabfunction (Equation
4.18) yields for the Stage A the parametéts = 0.59 [0.05 — 2.18] s/m and
Cy = 0.26 [0.25 — 0.27] v/s/m, and for the Stage B} = 3.72 [2.5 — 4.95]
s/m andCsy = 0.31 [0.29 — 0.33] v/s/m, respectively. For the Stage C, a water
treatment, both fracture wings are considered separaiéig likelihood based
modeling gives for the left wing the estimated parameféars- 5.2 [2.03 — 7.99]
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Figure 4.9: Maximum log-likelihood values for the parametetC';, C; andh.
Top row: Stage A, middle row: Stage B, and bottom row: Stages@tment.
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Fracture | Width MLE | Width IA | Fluid loss MLE Fluid loss IA

Stage A 2 mm 2.8mm | 8.0-107°m/s? | 5.2-107° m/s'/?
Stage B 3 mm 3.6mm |85-107°m/st/? | 7.7-107° m/s'/?
Stage C 4 mm 3.6mm | 6.2-107°m/st/? | 4.6-107° m/s'/?

Table 4.3: Results of maximum likelihood modeling (MLE) innsparison to
results obtained by the interpretational approach (1A).

s/m andCy = 0.38 [0.34 — 0.42] v/s/m. The obtained parameter & andCs
for the three fractures is plotted to the corresponding aseismic event clouds
in Figure 4.10. The maximum likelihood fracture heightsaren for each of the
two gel treatments (Stages A and B), &&dn for the water treatment (Stage C).
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The modeled valueS;, C; andh, can be further interpreted by calculating the av-
erage fracture widthy and the fluid-loss coefficiertt’;, using the notations given
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in Equation (4.19). The resulting width and fluid loss of tleeresponding hy-
draulic fractures are summarized in Table 4.3. A compangibh the estimates
obtained using the volume balance principle shows a goattm®nce between
the two different approaches. This agreement confirms tpé&capility of the
derived interpretational model for single-planar hydmafractures.

4.6 Fracturing Related Phenomena

4.6.1 Flow Pattern Heterogeneities

So far, we have considered envelopes of induced microsgtymn r — ¢
diagrams, the triggering and the back front. However, tregisgemporal char-
acteristic of induced microearthquakes also providegimétion on the influence
of flow pattern heterogeneities on the growth of a fractum iss\corresponding
microseismicity. Two different phenomena, the opening pfexexisting fracture
system and the back-flow of the injected fluid, can be identifrethe r — ¢
diagram of the water treatment Stage E (Figure 4.11(b)). dibservations are
explained by the following considerations. The treatmenidfiflows over a
pre-existing, thin aseismic channel to a natural weakne$sactured zone at a
distance of abou50 m east of the treatment well (Figure 4.11). The forced fluid
is opening a fracture in this zone mainly in a direction awanT the treatment
well, but also in a direction towards the well. This will be raantuitive by
assuming the microearthquake that occurred first in thi®net be the location
of a secondary injection source (Figure 4.11(a)). Now,es@nting the induced
microearthquakes which belong to this cluster in a sepatméetionalr — ¢
diagram indicates that the microseismicity, and hencenjeeted fluid, migrates
in both directions from the assumed secondary fluid sourcgu(& 4.11(c)).
Interestingly, a clear intensification of the flow in direstiback to the treatment
well can be observed after the injection is stopped. The-flackappears to be
generated by some manner of “air balloon” effect. It is cdusgan increase of
the pressure gradient directed towards the treatment negili injection rate and,
consequently, a pressure drop at the perforated injectehbat remaining high
pressures in the fracture. This developing pressure gratheces the fluid to
flow back in the direction of the treatment well.

A slightly different phenomenon can be observed in gel tnesut Stage B. Figure
4.12(b) clearly demonstrates that part of the microseigwénts migrate also in
a direction back to the borehole. Note, that the propagatitwackward direction
occurs here during the injection period as well as after itgation of the injec-
tion. These events occur within a fracture off-trend clustat accounts for about
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Figure 4.11: (a) Map view of induced microearthquakes irg&ta water treat-
ment. The red point marks the first triggered event within aenecluster in a
distance ok 250m east of the injection well (star). (lr)— ¢ diagram of Stage E
seismicity. (c) Directionat — ¢t diagram of the event cluster, dashed line denotes
fluid flow rate. Note, that after shut-in seismicity migratesards the treatment
well.
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Figure 4.12: (a) Map view of induced microearthquakes iigSta gel treatment.
Shown are the first 3h of the treatment only. (b) Correspandin ¢ diagram,
dashed line denotes fluid flow rate. Note, that most of seigynozcurs in a
natural fracture system which intersects the hydraulicténa trajectory. In the
r — t diagram, these events migrate towards the treatment well.

40% of detected events in Stage B (Rutledge et al., 2004). Thanséhat the
injected fluid opens a pre-existing fracture which intetséloe hydraulic fracture
trajectory. Because both Stage E and Stage B treatmentspegioemed in the
same sand horizon, the observed characteristics of induadseismicity likely
reflects the influence of a more heterogeneous natural feasyistem compared
to the targeted sand layers in Stage A and Stage C treatments.

4.6.2 Kaiser Effect Breakdown

Several studies of microseismic and acoustic emission ¢ksrsubjected to
cyclic mechanical loading and unloading by applying st@sty borehole fluid
injections (Lockner, 1998; Zoback and Harjes, 1997; Zangl.et2000; Baisch
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pression of memorized stress history of rocks or matenmeggeneral. If a sample
is exposed to a cyclic load, it emits acoustic waves only dffte load peak value
in preceeding cycles is exceeded. A violation or a breakdofwhe Kaiser effect
is termed felicity effect where acoustic respectively setsemission appears at a
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et al., 2002) indicate existence of the Kaiser effect. It bancharacterized by
the absence of detectable seismic or acoustic emissiortsevwdrle the load
imposed on the rock is lower then the previous applied loagith& former peak
value of stress is exceeded, the seismic or acoustic emissitvity increases
dramatically (Figure 4.13). The Kaiser effect was first oled in metals by
Kaiser (Kaiser, 1950); investigations in geoscience wese ffieported in the end
of 1970’s (Tanimoto et al., 1978; Kurita and Fuji, 1979). Batty, an interesting
example of the presence of the Kaiser effect by fluid injexdivas reported by
Baisch et al. (2009). The authors investigated microeaekes that were induced
during a reservoir stimulation in Cooper Basin, AustraliaSeptember 2005.
They found that seismic activity starts at several pos#tianthe outer boundary
of the seismically active volume of a stimulation in Decem®@03 (Baisch et al.,
2006) and, with ongoing injection, migrates in both dirent toward and away
from the injection well. In particular, only few microeagiakes are located
close to the injection well which is surrounded by large zohgeismic inactivity
(see Figure 4 and 5 in Baisch et al. (2009)).

In case of fracturing-induced microseismicity, in partaun the here considered
Cotton Valley data set, both violation as well as existencéhe Kaiser effect
can be identified from the microseismic data. In the follayyihwill describe
the observations and try to give explanations for this phesrmwn. At first, the
cumulative number of microearthquakes induced duringrgakinent Stage A is
considered. One can notice from Figure 4.14 that the cumalatent number
continuously increases during the first approximatelyni/ of fluid injection
which means during the first injection cycle. In this timeipdr the bottom hole
pressure mainly decreases. Further, the cumulative nuaibmeicroearthquakes
continues its increase during the second injection cyatee(period of injection
is approximately 25nin, starting at about 3buin after begin of the treatment),
in spite of the fact that the bottom hole pressure is agaimiypdiecreasing. Note
also that the pressure level in this injection cycle, inclgdits peak value, is
slightly smaller than in the previous cycle. Finally, therauative event number
is again increasing immediately with the begin of the thingection cycle (at
about 3h) again by a pressure level smaller than the maximum levelshex
in the first and second injection cycle. This is in contraditiwith the Kaiser
effect - the cumulative number of microearthquakes cowotisly increases
during extensive time periods where the bottom hole presaw@s lower than
the maximum pressures in the previous loading cycle. Verylai features can
be seen in the microseismic data of gel treatment Stage B hsasven water
treatment Stage C (see Appendix, Figure A.4 and Figure A.5).

Let us now have a closer look to the phenomenon of a lackingefaffect and
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its relation to the growth processes of a hydraulic fracamd to the dynamics
of induced microearthquakes. The fracture reopening phaserespond to
similar patterns of the pressure behavior: firstly, a quickréase and then
a gradual decrease of the bottom hole pressure. Microsstgnsiill occurs
during complete injection cycles. Even more, locations afroearthquakes map
very well reopening of the fracture. Figure 4.15 shows hmnial projections
of the locations of microseismic events which occurred ryropening and
reopening phases (that are periods of a quasi-linear waivtg). It is evident
that microseismicity happens roughly in same places. On¢hsaefore conclude
that fracture reopening phases are characterized by tlayaffect, or in other
words, by absence of the Kaiser effect. Obviously, Figulé& 4demonstrates
the violation of the Kaiser effect rather on a global levehiehh means in the
hydraulically fractured domain as a whole. Due to a limitedgsion of event
localization (location errors are abdut 10 m) one can not insist that the Kaiser
effect is also violated on a local level, i.e., that locati@i events exactly match
the same locations where microseismic activity has beeradyr registered in
previous loading cycles. However, it is still surprisingattthere are seismic
events activated in different loading cycles and locatey wtosely from each
other.

Nevertheless, it is known that the Kaiser effect is also nkeskby fluid injections
(Lockner, 1998; Zang et al., 2000; Backers et al., 2005; @aist al., 2009)
and in fact, its signatures are present in the Cotton Valléyraoseismic data
as well. Let us consider microearthquakes induced immelgliatfter the stop
of an injection cycle. In this situations, microseismiciigcomes significantly
reduced on long distances from the borehole with ongoing.tiHowever, at the
same time microseismicity becomes very improbable on shsténces from the
borehole. The second effect, which is less obvious, is @xgdawith the concept
of back front of induced seismicity (see Chapter 2.4). Theterce of the back
front is in agreement with the Kaiser effect: Negative parespure changes are
not triggering microseismicity. As it was shown before, baek front signature
is clearly observable in the — ¢ diagrams of induced microearthquakes for the
three treatments under consideration (see Figure 4.5¢)re=4.5(f) and Figure
A.3in Appendix).

To summarize, the observation results in the conclusionttteaKaiser effect is
absent by reopening of a fracture but it is present afterstagluid injection. The
guestion arises, how to explain such a contrasting beha¥ioacturing-induced
microseismicity? The following scheme is proposed. Aftstap of an injection
cycle the fluid pressure load on the fracture walls gradualyishes in a slow,
quasi-diffusional process as supported by the back frgmasure of microseis-
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micity. Consequently, the fracture surface gradually esoshich is assumed to
be a mainly aseismic process. During a fluid pressure relpaddllowing injec-
tion cycle reopening of the hydraulic fracture takes plaoe the fracture surface
consequently expands. This reopening is a quick, quasatiwith time process.
The separation of the fracture walls can cause a kind of 'Ingoboise” via shear
slip events. Such a mechanism is quite identic to mechartisatsare known in
material sciences by reopening of tensile defects (TeQS¢¥ R

Furthermore, a diffusion-like pressure penetration bettine fracture walls can
additionally trigger microearthquakes during the phagesapening of the frac-
ture. Especially, if the medium is strongly hydraulicallgterogeneous then even
on a local scale microseismic events can continue to occadj@cent positions
by a cyclic diffusion-like load. In such a situation, the p@ressure perturbation
in some part of the rock can further increase although iteBswes close to the
borehole as indicated by the measurements of bottom hodsyme

4.7 Summary and Conclusions

In this chapter, the focus was on microseismicity which ltesiiom hydraulic
fracturing. To apply a seismicity based reservoir charaagon | have pre-
sented an interpretational approach for single-plahar) (hydraulic fractures.
One of the fundamental aspects of the proposed approache iartalysis of
spatio-temporal dynamics of induced microearthquakess évident from the
Cotton Valley data that the space-time diagrams ¢ diagram) show signatures
of fracture volume growth, loss of treatment fluid, and difin of injection
induced pore pressure perturbations within the fractuie faom the fracture
walls into the surrounding formation. The interpretatidnemvelopes of the
spatio-temporal distribution of fracturing-induced seisity allows to determine
geometrical parameters as well as hydraulic characesisti the fracture. By
assuming a conservation of the injected fluid volume, fllad$port properties of
the virgin reservoir can additionally be estimated. Thernptetational approach
uses the following work flow. Firstly, the volume of the nevaeated hydraulic
fracture can be estimated from the induced microseismibigxt, the volume of
treatment fluid which was lost into formation by filtrationrdlugh the fracture
walls can be computed. Knowing the fluid loss, one can defiaeitigin reservoir
permeability. Additionally, an apparent diffusivity desxng the fluid leakage
process can be calculated and compared with the microsedata for a rough
quality control. Finally, the back front of induced seisity@ives an estimate of
fracture permeability. | have applied the proposed apgréaenicroearthquakes
induced by several stages of hydraulic fracturing in a tgg reservoir. A
comparison of microseismicity from gel and water treatraestiows that the
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fracturing resulted in similar fracture characteristid&he ratio of new fracture
volume to the total injected volume is nearly identical ie tifiree considered
treatments. | therefore conclude that the fracture growttess is decoupled
from the type of treatment. This is confirmed by comparingréieased seismic
energy as function of the cumulative injected volume. Femriore, it is evident
that permeability of the fractures is influenced by the aniofipumped proppant
which keeps the fracture open after shut-in of the injectitm verify the results

of fracture geometry and fluid loss | have performed a modebhthe fracture

propagation using the maximum likelihood method. It yidldeture widths and

fluid-loss coefficients which well agree with before obtairfiedings. Hence the
applicability of the interpretational approach is suppdrby the independently
performed maximum likelihood modeling.

In the last part of this chapter, | have briefly discussed sphnemomena which are
observed in the Cotton Valley data set. On the one hand, deros heterogenous
flow patterns whose signatures are also present in the dgsarhimicroseismic-
ity. These signatures provide information about intecaxgiof the pressurized
fluid with the pre-existing fracture system. The heterogesecan be explained
by the orientation of pre-existing natural fractures irpesxs to the hydraulic frac-
ture trajectory, and by pressure gradients within the tna&cafter termination of
the injection.

On the other hand, a breakdown of the Kaiser effect is foundefasile in-situ
hydraulic fracturing experiments. Such experiments witlyelic load (fluid in-
jection) and simultaneous microseismic monitoring aréequinique which is pos-
sibly a reason why such a phenomenon has not been reporteé bieiterestingly,
such a violation of the Kaiser effect for tensile fracturohge to hydraulic forcing
on rocks is similar to the violation of the Kaiser effect iretbase of shear fault-
ing by seismogenic processes, such as subduction eartgjulaérge patches of
the Wadati-Benioff zone indeed stay seismically activeleénd after the occur-
rence of big earthquakes during many cycles of correspgrdictonical loading.
This analogy demonstrates that a violation of the Kaiseoefhight indicate cre-
ation and further development of new contacting surfacescdk like fractures,
fissures and joints, and thus, it is possibly a common feattigctive faulting
processes.



Chapter 5

Magnitudes of Fluid-Induced
Seismicity

Fluid-induced microearthquakes are to some extent inténoe hydraulic
fracturing and hydraulic stimulation operations. The sggsactivity related to
these injections had occasionally not been considered asaac The hydraulic
stimulation of the Basel geothermal reservoir in 2006, hatecaused several
significant events which were felt by the community (Majerkt 2007; Haring
et al., 2008). The occurrence of these microearthquakeletidas the awareness
that a more in-depth knowledge of seismic risk associated fhiid injections
is required. Understanding of the characteristics of e@idke magnitudes is the
starting point for an evaluation and finally a mitigation ot@ntial seismic risk.

In this chapter, | will introduce a statistical model whiabsdribes the distribution
of magnitudes of fluid-induced seismicity. Since the curtiwainjective fluid
mass can be considered as a key parameter, it is indeperfden-bnear fluid-
rock interactions such as a pressure-dependent perntgalilimeans that the
presented formalism is valid for seismicity resulting frogdraulic fracturing as
well as from hydraulic stimulation. Moreover, it gives ams®/to the controlling
factors of the magnitude distribution and how one can rediiegorobability of
inducing microearthquakes characterized by a significagmtude.

117
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5.1 Theoretical Model of Magnitude Distribution of
Fluid-Induced Seismicity

The fundamental ideas that resulted in the theoreticaleimroposed by Shapiro
et al. (2007) can be divided into two parts. First, the praiigbof a fluid-
induced microearthquake having a magnitude larger thavengnagnitude is
an increasing function of the overall event number. Seggritle authors hy-
pothesize that magnitudes of fluid-induced seismicityolwla Gutenberg-Richter
statistics. It means that the frequency-magnitude digiob is in accordance
with the Gutenberg-Richter scaling law (Gutenberg and Rigl1954). In the fol-
lowing, | will comment on these ideas and their consequefardse statistics of
magnitude distribution of fluid-induced microearthquakes

Cumulative number of induced microearthquakes

Let me begin with revisiting the statistical model for delsirg the occurrence
of seismicity during fluid injections which was introduced Chapter 3. The
cumulative number of microearthquakes resulting from alflajection can be
obtained from this model. For simplicity, a point-like inj@n pressure source of
constant strength is firstly considered. It is assumed hHeahydraulic diffusivity
is homogeneously distributed in an infinite, permeableopsrmedium. The
injection-induced pressure relaxation alters the poregue in the pore space
and hence modifies the effective normal stress. It is furdssumed that a
random set of non-interacting, pre-existing fractureshwiblume concentration
( is statistically homogeneous distributed in the mediumchEaf the fractures
is characterized by a critical pore pressure value nece$sathe occurrence of
a slip event along the fracture in accordance with the Cobléarure criterion
(Scholz, 2002). The critical pore pressure are randomigcsedl from a uniform
distribution between a minimum valu€},,;,,, and a maximum value(,,,..
Cin @andC,,,, address most unstable and most stable fractures, resggcitv
fracture location” = (z,y, z) (and defined by its distance= /22 + y? 4 22

to the source point) will now become the hypocenter of a neiarthquake with
occurrence time,, if the pore pressure perturbatigrr,t) exceeds the local
value of critical pressure at timg. It is assumed that once a microearthquake
occurred at a certain fracture location, then no furthethg@iakes are possible at
this position. This condition is due to the observation tleaharging of fractures
to a near-critical state takes longer than the diffusi@e-lielaxation of a pore
pressure perturbation (Shapiro et al., 2007).

These preliminary considerations lead to the following. eTprobability
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P(Ewv,7,t) that an earthquake occurs at a given fracture locatiand until the
time t is equal to the probability that the critical pore pressur@asition is
lower than or equal to the maximum pore pressure pertumbatached at this
position until timet. It means, the probability i&(C(7) < max(p(r,t))). With
the condition of non-decreasing injection pressures oOftei g

p(rt)
PEer = [ fe)c. (5.1)
Cmin
where f(C') is the probability density function{D F') of critical pressure€’(r)
of pre-existing fractures. If a uniformly distributed dcality field is assumed,
then theP D F of critical pressures is given as:

1 1

O =c—¢ ~a (5.2)
The latter, approximated term in this equation takes intmant the observation
thatC,,.... is generally several orders of magnitude larger tbgn, which hence
becomes vanishing small. With the assumption that the maxiroriticality is
larger than the pore pressure perturbation (excluding éimg wear borehole area)
and the minimum criticality equals zero (the so-called nerfiee case (Langen-
bruch and Shapiro, 2010)), then Equation (5.1) yields ferghrthquake proba-
bility a direct proportionality to the pore pressure pdoation:

N p(r,t) _ do ' r
P(Ev, 7 t) = C T mDrC erfe (@) . (5.3)

The total number of microearthquak®&st) induced in the time intervaD, ¢) can
now be obtained by multiplying the event probability witretfracture volume
concentration, and spatial integration of the product:

[0S 1 r 3
N = —— . [ =
(t) wDC,.- /r erz‘c(\/ﬂ)dr
. @¢ ) _r
D Cron /0 g 6”116(\/4— m) ar

GGt
— . 54
Cma$ ( )

One can notice from this equation that the cumulative nunobdiuid-induced
microearthquakes grows linearly with time with constarier@ = 4w Dagpg

(see Chapter 3.2.1, and Rothert and Shapiro, 2007) in caae iofjection with
constant injection pressuyg.
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If the injection pressure during a fluid injection is not ctamg over time but lin-
early increasing with time, then Equation (5.4) changesée @lso Chapter 3.2.2
and Chapter 3.2.3, assumigg= 0):

4 Ctz
N(t) = c (5.5)

with ¢; being a constant rate of source strength increase duriegtiop. Note
that in both cases, that are the condition of constant asagethe condition of
non-constantinjection pressures, possible nonlineal-flock interactions are not
taken into consideration. A more general formalism hasfioee been derived by
Shapiro and Dinske (2009b) which is valid for any kind of noeérities in the in-
terdependence of injected fluid and rock mass. It uses tliedtuntinuity equation
which is an expression of the conservation of fluid mass ($eptér 2.3, Equation
(2.9)). With this principle, it can be found that the numbé&nocroearthquakes
N(t) induced during a fluid injection is proportional to the irtat fluid mass
m.(t), respectively proportional to the injected fluid volufrieif a constant fluid
densityp is assumed (Shapiro and Dinske, 2009b):

m(t) ¢ Vi(t)¢ (5.6)

N(t) = = )
Cma:l: p S Cma:l: S
whereS = o® (3~ + =~ ) + ¢ (% — %) is a poroelastic compliance

defined by the bulk moduli of dry rock, grain material and flpliase K., K,
K, the P-wave modulus of dry rodk/,,,, porosity¢, and Biot coefficientv.

Magnitudes statistics of fluid-induced microearthquakes

The question arises, how one can now specify the magnituedebdition of in-
duced microearthquakes. To determine the probability & event having a
magnitude larger than or equal to a given one during the tmberval (0,¢),
P(Ev, M > My,t), it is supposed that magnitudes of fluid-induced seismicity
follow a Gutenberg-Richter type statistics constant inetimit means that the
frequency-magnitude distribution of induced microeautices is in accordance
with the Gutenberg-Richter scaling law (Gutenberg and ®icil1954). It relates
the magnitude and the number of earthquakes of at least thgmitade in any
given region and time period. Precisely, the logarithm ahber of earthquakes
having a magnitude larger than magnitudg is equal toa — bM, wherea and

b are constants. The—value describes the earthquake productivity whereas the
b—value is the ratio of small to large events. This assumptoogides the follow-

ing equation system. The product of the cumulative numbermiofoearthquakes
(Equations (5.4), (5.5), and (5.6)) with the probabilRyFv, M > My, t) yields
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the cumulative number of events with a magnitude larger tragual to a given
magnitude), (Shapiro et al., 2007):

N]\Jz]\/jo(t> = P(E’U, M Z Mo,t) . N(t) (57)

Introducing a Gutenberg-Richter type statistics, that is:

P(Ev, M > M,,t) = 10*"Mo_ (5.8)
results in the following expressions: ct
for constant source strengti¥y; >, (8) = g? . 1097bMo (5.9)
t2
for increasing source strengti¥ >y, (t) = CZC -10¢7%Mo - (5.10)
Vit
for injected fluid volume: Ny ay, () = % 1007 (5.11)

respectively, in logarithmic scale:

log Nysa(t) = log <qu< ) + logt + a—bM,, (5.12)

log Naysa(t) = log <C’th ) + 2logt+a— b My, (5.13)
Vi(t

lOg N]ijjwo(t) = lOg <CI( )g) +a— bMO (514)

The ratio €zez has been introduced as a new quantity, the tectonic pokentia
F; (Shapiro et al., 2007). It is defined by two seismotectoniaeters of an
injection site. One of the parameters is the maximum ctitica’,,,.., which is
the upper limit of critical pore pressures of pre-existingctures. The second
one is the volume concentratigrof pre-existing fractures. The tectonic potential
has critical implications for the microseismic activityelto an injection. If, for
instance, injection flow rate and poroelastic complianesaasumed to be equal
at two injection sites but the locations are characterizga lifferent tectonic
potential, then the location with a lower tectonic potentiéll experience a
higher rate of seismicity. It means that the larger the t@ctpotential the more
efforts are necessary to induce microseismicity.

The Equations (5.12) - (5.14) describe the distribution a@fgmtudes of fluid-
induced seismicity. They also clarify which parameterstagrthe statistics of
magnitudes. Let me therefore briefly discuss the signifieari¢he result.
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On the one hand, the presented equations allow for spegitiig evolution and
distribution of earthquake magnitudes by fluid injectio®se can notice that the
probability of inducing a microearthquake with a signifiteragnitude increases
with injection time and with injection source strength @ajion pressures). In
volume domain, this occurrence probability increases wjiacted fluid volume
(cumulative fluid mass). The cumulative number of earthgsatith a magnitude
larger than or equal to a given magnitude and the injectioatchn respectively
the cumulative injected fluid volume are linearly relateddwuble logarithmic
scale. For the condition of constant source strength, tbpgstionality factor
between quantitie® g N>, (t) andlogt is equal to one, whereas it is equal to
two for the condition of linearly increasing source strdngtf the statistics of
magnitudes is considered in volume domain, then the prapatity coefficient
is always equal to one. It is also evident from Equations2p-1(5.14) that
curves of functionog N>, (t) for different magnitudes\/, are parallel in a
bilogarithmic plot.

Equations (5.12) - (5.14) also provide an additional mettmdietermine the
b—value. Assuming that the logarithm of cumulative numbermsasthquakes with

a magnitude larger than a given magnitude are considerdd/éoarbitrary mag-
nitudesM; and M, ;. Application of either Equation (5.12), Equation (5.13) or
Equation (5.14) gives the following formulation for thevalue:

log Nysar (t) +0M; = log Narsi,,, (t) + b0 Mg (5.15)
lOg NMZMz(t) — lOg NMZMz'+1(t) = bMi—i—l — bMZ
log Ny, (t) — log Nys ., (1)

b —
Mi+1 - Mz

On the other hand, the parameters that define the size amibwatistin of earth-
guakes magnitudes by fluid injections can be identified fraqndfions (5.12) -
(5.14). As mentioned before, injection engineering patansesuch as injection
duration, injection pressures, or injection fluid volune, ane part of magnitude-
controlling factors. The second group of parameters aeesgiéecific characteris-
tics of the reservoir-building rock and fracture systemedisely, these are seis-
motectonic parameters, such as Gutenberg-Riechteandb—value, and the tec-
tonic potentialF;. They also include hydraulic diffusivity (vig, and¢;) or the
poroelastic compliance. For the assessment of seismicasshting from a fluid
injection knowledge of the site-specific seismotectoniapeeters is required. It
can be achieved by estimating these quantities from a séonfluid injection
test prior to a long-term injection of large fluid volumes.
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5.2 Magnitude Distributions of Basel and Cotton
Valley Data Catalogs

In the following, | will illustrate the before described cderations and the
derived formalism for two case studies. Fluid-induced wseismicity from
the Basel geothermal reservoir stimulation and from hyldrdracturing in the
Cotton Valley hydrocarbon reservoir are presented.

w

Magnitude M

w

Magnitude M

0 2000 4000 6000 8000 10000 12000
injected Volume [m3]

Figure 5.1: Distribution of moment magnitudes of microkqttakes induced dur-
ing injection in the Basel geothermal reservoir as functbtime (top) and as
function of cumulative injected fluid volume (bottom). Nakat for non-constant
increasing fluid flow rates the observed heterogeneoustdison of magnitudes
in time domain becomes homogeneous if considered in volwon&aah.
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The temporal evolution of moment magnitudes of induced osarthquakes is
shownin Figure 5.1. If earthquake magnitudes are plottéarasion of time, then
they are heterogeneously distributed (Fig. 5.1(top)) s Haterogeneity is due to
the applied non-constant injection flow rate. The distittubecomes more ho-
mogeneous, however, if the injected fluid volume is congidé€Fig. 5.1(bottom)).
This homogenization is supported by Equation (5.6) whiakestthat the number
of microearthquakes increases proportional with the tegtfluid volume.

10,000

’ —‘b—value 1.65‘

Figure 5.2: Frequency-
magnitude  distribution  of
microearthquakes induced
during injection in the Basel
geothermal reservoir. The
fluid-induced seismicity clearly
obeys a Gutenberg-Richter
statistics.  Gutenberg-Richter
b—value is 1.65 (obtained by
linear regression).
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Figure 5.2 shows the frequency-magnitude distribution aéd® seismicity. The
logarithm of the number of events having a magnitdddarger than or equal
to a given magnitudé/, is linearly proportional to the given magnitude. Thus,
it confirms the assumption that fluid-induced seismicity ysbthe Gutenberg-
Richter scaling law, that iSpg N>, = @ — b M. Interestingly, thé—value of
Gutenberg-Richter is- 1.65 and hence higher than typic&l-values of natural
seismicity which are of the order df.0. Compared to natural seismicity, it
means that larger magnitude earthquakes are underrefgésencase of the
hydraulic stimulation in Basel. To study whether thevalue is constant during
injection, the frequency-magnitude distribution is ewaéd for several time steps
of the injection period. If the frequency-magnitude distition is plotted for
each consecutiveé000 m? of injected fluid separately, then temporal changes
of the statistical magnitude distribution become eviddngyre 5.3(left)). In
this case, thé—value of Gutenberg-Richter is highest during injectioreraal
3000 — 4000 m?* (b ~ 2) and lowest for seismicity occurring during the last
injection intervall0, 000 — 11,000 m3 (b = 1.2). It is a reasonable observation
since larger magnitude earthquakes increasingly occui@ser to the end of
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Figure 5.3: (Left) Frequency-magnitude distributions atmearthquakes in-
duced during injection in the Basel geothermal reservattet! for differentially
injected fluid volume. Changes in the magnitude distributioth injected vol-
ume are obvious. (Right) Estimation of highest and lowestalue in case of

differential analysis of frequency-magnitude distriluti

injection. An explanation for the observed decreasingalue over time could be
the increasingly stimulated reservoir volume allowing $bear slip along larger
fracture planes.

Equation (5.13) predicts a linear relation with a constawpprtionality factor
two for the logarithm of the number of events having magretud larger
than or equal to a given magnitudé, and the logarithm of injection time.

Such a bilogarithmic diagram is illustrated in Figure 5.sheTprediction of the
equation is in accordance with the observations from BaHelhe analysis is
considered in the volume domain, then the relation betwegqV,,>,;) and
log(V7) is satisfied by a proportionality factor one (compare witlhi&ipn (5.14)).

The magnitudes of microseismicity induced in Cotton Valke evaluated
in the same way. Here the idea is to show that the charaatsrist magni-
tude distribution of fracturing-induced seismicity areemdical to the one of
stimulation-induced seismicity. This similarity wouldrdom the global validity
of the derived concept for any kind of fluid-induced seistyieghdependent of
the type of fluid-rock interaction. The temporal evolutiognnoicroearthquakes
moment magnitudes induced in two gel treatments, Stage ASaage B, and
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Figure 5.4: Cumulative number of microearthquakes havimggnitude\/ larger
than or equal to magnitud®/, (Vs> a,) induced during injection as function of
time (left) and as function of cumulative injected fluid vola (right) in double
logarithmic scale. Dotted line is shown for convenience laasl slope two (time
domain) and slope one (volume domain) illustrating thedim@oportionality be-
tween the two quantities in double logarithmic scale.

one water treatment, Stage C, are presented in Figure 5.5 trEatments
were performed using constant injection flow rates resgllimnearly constant
injection pressures. Therefore the three magnitudeshilisivns are only shown
in time domain.

In the following, only microearthquakes that were inducedirny the main
treatments of the three stages (see hydraulic treatmeat idaChapter 4.4,
Fig. 4.4, and Appendix, Fig. A.2) are considered. The fregyemagnitude
distributions of microearthquakes are shown in Figurel&tj( One can clearly
notice from the figure that the distributions obey the GuézgiRichter scaling
law, but theb—values are higher in the case of hydraulic fracturing comregbar
to hydraulic stimulation. Here they are of the orderbot= 2.7 (gel treatment
Stage A),b = 2.2 (gel treatment Stage B) arid= 4.6 (water treatment Stage
C). These high values d@freflect the almost complete absence of larger events.
Additionally, magnitudes of fracturing-induced seisrtydiend to be limited to a
narrow band.

Finally, bilogarithmic plots of the cumulative number olesis having magnitude
M larger than or equal to a given magnitutdg as functions of injection timefor
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Figure 5.5: Distribution of moment magnitudes of microkqttakes induced dur-
ing hydraulic fracturing in Carthage Cotton Valley gas reeg as function of

time. (Top) gel treatment Stage A, (middle) gel treatmeag8B, (bottom) water
treatment Stage C.
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the three treatment stages are presented in Figure 5.$(riphdouble logarith-
mic scale, both quantities obey the predicted linear @tattith a proportionality
factor one in accordance with Equation (5.12)#er20 — 30 min).

5.3 Summary and Conclusions

In this chapter, the focus was the evaluation of size andiloligion of earthquake
magnitudes resulting from fluid injections. | have introddca model for
describing the statistical distribution of magnitudesislwalid for co-injection
seismicity induced during time periods of non-decreasimgrce strength. The
model is based on two main assumptions. First, the prolbabfiia fluid-induced
microearthquake having a magnitude larger than or equagjteesn magnitude is
an increasing function of the total number of induced miartgguakes. Second,
the frequency distribution of magnitudes of fluid-inducesismicity follows
the Gutenberg-Richter scaling law. Using these assungtiarformalism has
been derived. On the one hand, it well explains the obsemnatirom injection
experiments. Furthermore, this formalism allows to dgtish the controlling
parameters of magnitudes of fluid-induced microearthgsialédthough | have
presented this formalism for the conditions of linear difin, constant and
linearly increasing injection source pressures, a moresigérformulation is
provided if the cumulative injected fluid mass / fluid volunseconsidered. The
formalism is then independent of possible non-linearitreshe interaction of
the injected fluid with the reservoir rock (such as in caserekgure-dependent
permeability).

Identifying the parameters that define the magnitude anfitatpiency is a key
point for evaluating the seismic risk by fluid injections. Ang the injected fluid
mass, other parameters that control the magnitude distibof fluid-induced
seismicity are of seismotectonic nature. It means thatethmmameters are
site-specific. They include Gutenberg-Richter and b—value as well as the
tectonic potential which is defined by characteristics @-existing fractures. It
expresses the ratio of the maximum of critical pressuresthecfracture volume
concentration. By comparing the magnitude distributioos tiwvo different
injection locations, the following conclusions can be dnaw Hydrocarbon
reservoirs, particularly the Cotton Valley tight-gas mesé, are characterized by
highb—values. It means, also in consideration of the small fluidined required
in fracturing operations, that microearthquakes with anifigant magnitude
are less likely to occur. However, it likewise means that igrs& monitoring
system at such locations has to have a high level of sengitiviorder to detect
the induced microearthquakes and hence to capture as mimimation as
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Figure 5.6: (Left) Frequency-magnitude distributions atmearthquakes in-
duced during main treatments. Magnitudes of fracturirdy:oced seismicity also
obeys Gutenberg-Richter scaling, but shows higher b-gateenpared to fluid-
induced seismicity in geothermal reservoirs. (Right) Clative number of mi-
croearthquakes having a magnitudle larger than or equal to magnitudés,
(Nar>n,) iInduced during main treatments as functions of time in d®ldgarith-
mic scale. Dotted line is shown for convenience and has siogeillustrating
the linear proportionality between the two quantities imble logarithmic scale.
(Top) gel treatment Stage A, (middle) gel treatment Stagé&tom) water treat-
ment Stage C.
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possible. In contrast to hydrocarbon reservoirs, fluidatigas which are aimed
to develop geothermal systems have caused noticeableqeaks at several
locations (see e.g. Majer et al., 2007). These observat@amsgain be explained
by applying the presented formalism. It was found that iradluseismicity from
the geothermal reservoir in Basel is characterized by aréwegalue compared
to the Cotton Valley hydrocarbon reservoir. In additionrehéhe b—value is
decreasing with ongoing injection which is likely causedégctivation of larger
fracture planes due to increasingly stimulated resenalirme.



Chapter 6

Summary and Perspectives

The thesis was aimed to further develop the seismicity bessstvoir characteri-
zation approachSBRQ. In general SBRCis applied to microearthquakes result-
ing from fluid injections into the subsurface which are eadrout for a diversity
of reasons. It hereby allows firstly to estimate the fluidi@ort properties of
hydraulically treated reservoir rock, secondly to exanthm interactions of in-
jected fluid and rock, and thirdly to characterize pre-éxgsfracture networks
and fault zones within the reservoir. Th3RChas substantially contributed to
the present understanding of physical processes that latedeo fluid-induced
seismicity. To extend the applicability &BRCthe following topics have been
addressed in this thesis.

Seismicity resulting from time-dependent injection soure
strength

The deterministicSBRCmethods so far assumed a constant source strength of
a fluid injection. This condition, however, is not always gjivby injection ex-
periments. In Chapter {BRChas been extended to consider fluid injections
where the strength of the source is linearly increasing witlte. This special
condition required in a first step the derivation of an anefjtsolution of the
diffusion equation since an appropriate solution can notooed in literature.
The derived analytical solution and the resulting expessifor seismicity rate
and cumulative number of microearthquakes have been ncallgrverified us-

ing finite element modeling and synthetically generatedrsmiity. Afterwards,
application ofSBRCto the catalog of fluid-induced earthquakes recorded inIBase
was presented providing consistent estimates of fluid pramgproperties of the
stimulated geothermal reservoir. Furthermore, criticqalspures of induced mi-
croearthquakes were determined using numerical modehdgtlzeir statistical
distribution was reconstructed.

131
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Seismicity resulting from hydraulic fracturing in tight-g as reser-
VOIrs

If a fluid injection is aimed to create a hydraulic fractufgen the assumption of
linear diffusion of pore pressure perturbations as the gong process of seis-
micity triggering is violated. The opening of newly fractdrvolume results in a
sudden, strong increase in rock permeability. Consequeéhd injected fluid can
be faster transported to the regions of fracture tip. It al&ans that permeability
becomes pressure-dependent and, thus, the diffusiongsrbeeomes non-linear.
For such situations, following two problems pose. On thelweed, a theoretical
construct to physically describe the triggering of fractgrinduced seismicity in
terms of non-linear diffusion was not existing. On the othand, an interpreta-
tional model for this type of seismicity in order to deriveiliransport properties
was not available. Both problems have been addressed iheélkest In Chapter
2.3, a general formulation of the diffusion equation waspreed which enables
a description of seismicity triggering resulting from sipydraulic stimulation
as well as from complex hydraulic fracturing. In Chapter A,approach was
proposed to interprete seismicity related to single-pldnaraulic fractures in
terms of SBRC The model was applied to catalogs of fracturing-induced mi
croearthquakes recorded during three fracturing stagéseirCarthage Cotton
Valley gas reservoir. The obtained results which include,ifistance, fracture
width and fluid-loss coefficient, are in agreement with ressiubm independently
performed maximum likelihood modeling.

Scaling relations of fluid-induced earthquake magnitudes

Fluid injections into the subsurface can sometimes indacthguakes that have
a significant magnitude. In particular, seismic events \Wtger magnitudes are
reported from injection operations in geothermal envirenin Since geothermal
energy recovery is considered as an energy source of longitereasing de-
mand, understanding of the statistics of magnitudes of-fhulldiced seismicity is
of essential importance. In Chapter 5, a theoretical model wtroduced which
describes the distribution of magnitudes of microeartkgaanduced during in-
jection. The model combines a Gutenberg-Richter stasistianagnitude prob-
ability with the cumulative number of induced microeartages. Magnitudes
catalogs of microseismicity resulting from both hydrawgionulation as well as
hydraulic fracturing are in accordance with this model. ddi&ion, the presented
model allows to identify controlling parameters of the digition of magnitudes
and, thus, to develop strategies for a mitigation of posssglismic risk related
to fluid injections. On the one hand, it is the injected fluiduvoe, precisely the
injected fluid mass, which is a man-made, and hence a caatitelparameter. On
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the other hand, the statistical distribution of magnitudedefined by seismotec-
tonic quantities. These include Gutenberg-Richterandb—value and statistical
properties of pre-existing fractures.

Outlook

Although various characteristics of fluid-induced micilies@city can already be
explained using the underlying model of tB8RCapproach, there are several
open questions. The following ideas which are partly saidiethe moment ad-
dress these questions and help to completely understarhiisécal processes
and to optimize the reservoir characterization:

1. One aspect that has not been considered so far is the effpotoelastic
coupling on the triggering mechanism. Rudnicki (1986) pnéed analyti-
cal solutions of coupled deformation-diffusion procegsegsotropic media
and for the condition of a constant fluid mass source. Thiatogpus can be
implemented irSBRCto evaluate this phenomenon. Further developments
could then include extending the known solutions to consahésotropic
media and time-dependent sources.

2. More detailed studies on non-linear fluid-rock interaas can be carried
out to better understand processes that are involved inahjidrfractur-
ing operations. A key point here is deriving an interpretaal model for a
reservoir characterization that can be applied to the apeaiss of volumet-
ric hydraulic fractures, such as they develop in the Bar8ktle tight-gas
formation.

3. At present, there is an apparent disagreement in the assnof critical
pressures if compared to geomechanically based approdoh@kapter 3,
critical pore pressures of the induced seismicity in Basslewiound to be
between 100QPa and 1M Pa. For a subset of the same data, Mukuhira
et al. (2009) determined critical pore pressures of theratie) — 80 M Pa
using information about the stress state and the orientafidault planes.
However, shortcomings of the geomechanical model are tengstions of
homogeneous distribution of normal stresses and a constatt coeffi-
cient of friction. It is intuitive to suggest that materianameters, such as
elastic moduli, are neither constant nor homogeneoustyildised in the
whole reservoir volume (see e.g. Cooke, 1997; Carpentdr, 2009; Val-
ley and Evans, 2010). It means that heterogeneities ofssthissribution
and a varying friction coefficient have to be considered m ¢hlculation
of critical pore pressures. On the other hand, the diffutiased model of
the SBRCapproach also simplifies real situations because heteetgen
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of hydraulic parameters are not taken into account. Addrgskose points
aid to resolve the disagreement between the two approaches.

Further investigations of the scaling relations of flinduced earthquake
magnitudes can be performed. In particular, post-injeatnacroseismicity
is in focus because at several injection locations the gasinearthquakes
were induced after injection stop (Majer et al., 2007). Awotconcern
applies to the observed non-stationarity of Gutenberdverad—value in
Basel. To evaluate and interprete this phenomenon mordetktand ad-
vanced studies are required.
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Summarized in this chapter of the appendix is the interpogtaf seismicity in-

duced by hydraulic fracturing Stage B in Carthage Cottoreyaight-gas reser-
voir. The treatment was performed using a cross-linkedrgetted through per-
forated intervals of borehole CGU 21-10. The induced saigynivas monitored
by geophones placed in wells CGU 21-09 and CGU 22-09. In thedigection

included are:

e map and depth view of source locations of induced seismicity
e engineering data

e r — t diagram of induced seismicity

e plots of the results

The estimated parameters regarding fracture and resgmaperties after appli-
cation of the presented interpretational approch are suinetkin Table 4.2.
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Figure A.1: Map view and depth view of source locations of nméarthquakes
induced in Stage B gel treatment.
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Supplement to Chapter 4.6.2, Breakdown of Kaiser effect:
analysis of Stage B and Stage C seismicity
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Stage B gel treatment as function of bottom hole pressureit¢B) Hydraulic
treatment data (dashed line: flow rate, solid line: bottore lpoessure) of Stage
B gel treatment. Numbers 2, 3 and 4 show the same time monmelmbsh figures.
They mark starting points of an injection cycle.
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