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Abstract

In this thesis, we start from the observation that the Internet is a critical infrastructure,
which needs severe protection. We take a practical view on Internet security, considering the
whole ecosystem including the network, end devices, and services, protected and threatened by
current and future Internet protocols. We contribute tools, methodologies, and measurement
results to improve the current state of art as well as operational practice.
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Chapter 1

Introduction

The Internet is a globally distributed interconnection of networks, also called autonomous
systems—and it is one of the most complex and challenging networks that was built. The
fundamental service that each network provides is transit, either for other networks or (ulti-
mately) for end devices. It is the purpose of the Internet to enable content exchange between
end systems attached to different networks using different services. This ecosystem of networks,
end devices, and services, changes continuously.

Openness is a key design decision for the success of the Internet, as it supports this continuous
change. The openness is implemented in several dimensions, technically as well as economically.
In principle, any autonomous system (AS) is open to establish peering relationships with any
other AS or buy upstream connectivity as long as there is a mutual agreement between these
two parties. Any operator is open to deploy any technology within the AS as long as there is
a common protocol available between ASes. Such an open and decentralized system challenges
reliability and security.

The Need for Security

Services on top of the Internet have taken a critical role in our daily life. To illustrate this,
we just need to imagine that the Internet, and thus the interconnection of these services, does
not exist. Online business would not be possible, and people could not coordinate via social
media, for example. The demand for working interconnects will get even more severe in the
future with an increasing deployment of the Internet of Things. Maliciously broken connections
have been demonstrated several times, either by attacking the backbone or the edge. Security
mechanism should help to improve this situation.

Approaches to improve security and reliability are available on several layers. However,
protection at upper layers has only limited effect if the lower layers remain vulnerable. For
example, traffic redirection can break transport layer security. End devices with a local firewall
can still be attacked with a denial of service. Many approaches have been proposed but only a
few evolved to practically applicable solutions. Nevertheless, even well designed standards lack
deployment. In this thesis, we argue for a better understanding of pitfalls that are made when
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Chapter 1 Introduction

deploying new security mechanisms, as well as for analysing the implications of architectural
changes.

The Need for Nation-Centric View

At the beginning, the Internet structure followed a hierarchical model, where a limited number
of large Internet Service Providers (ISP) were responsible for interconnecting major parts of
the Internet, larger regional and local access providers connected smaller customers. With the
increasing demands of web applications and the decreasing costs for interconnection, dedicated
content delivery networks (CDNs) emerged. Those CDNs (or Hyper Giants) create their own
transnational backbones and foster local peering [91]. This trend towards local interconnections
is widely visible [11], and makes control even more challenging. In practice, the openness of
the Internet is limited by governmental regulations in some countries, such as in China where
local peering relations are predetermined.

Giving the Internet of today, a nation-centric perspective—without limiting the openness—
may help to improve the robustness. Critical infrastructures of a country should operate inde-
pendently of other countries, for example. However, more and more infrastructures rely on the
Internet, without a clear understanding how traffic flows, and thus depend on external support.
Identifying possible vulnerabilities caused by international connections is thus crucial.

In this thesis, we (i) discuss nation-centric aspects on the Internet, (ii) analyze current
mechanisms to improve the security of the Internet backbone, (iii) and study the limits of
a future, information-centric Internet architecture.

1.1 A Primer on Current and Future Internet Communication

Internet communication is threatened in two ways, either by attacking the delivery infrastruc-
ture or by attacking directly the end device.

1.1.1 Core: The Border Gateway Protocol

Since more than twenty years the Border Gateway Protocol (BGP) [119] is used to exchange
network layer reachability information between autonomous systems. Any BGP speaker informs
its neighboring ASes about its own IP prefixes or paths towards prefixes of other networks. With
respect to security, the major problem of BGP is lack of mechanisms to verify the exchanged
information. Consequently, an autonomous system may incorrectly claim to own an IP prefix
or change path information. This may lead to traffic redirection, resulting in unreachability
of addresses or traffic interception. It is worth noting that such incidents happen often. They
may be due to misconfiguration or malicious behavior.

Securing BGP has been discussed since more than one decade in the research community [31].
Current efforts of the Secure-Inter Domain (SIDR) working group within the IETF lie in the
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1.1 A Primer on Current and Future Internet Communication

standardization of a set of protocols to enhance the security of BGP. They focus on solving two
problems: enable routers (a) to verify that a BGP update did originate at an authorized AS and
(b) to verify that the AS path within the BGP update corresponds to the route traversed. Even
though the latter is far from global deployment, first steps have been performed to establish
route origin validation.

A fundamental part for securing BGP is the Resource Public Key Infrastructure (RPKI) [77],
which consists of a distributed public key infrastructure responsible for Internet resources,
i.e., AS numbers and IP prefixes. An RPKI repository stores certificates and Route Origin
Authorization (ROAs) objects. A ROA provides a secure binding between one or multiple IP
prefixes and an AS that is allowed to originate that prefix.

Using ROA data, an RPKI-enabled router is able to verify the BGP updates it receives.
The prefix information within the BGP update might be valid (i.e., the origin AS is allowed
to announce this prefix), invalid (i.e., the origin AS is incorrect or the announced prefix is
too specific), or not found (i.e., the announced prefix is not covered by the RPKI). Rejecting
an invalid route helps to successfully suppress an incorrectly announced prefix, which finally
secures network layer reachability of services assigned with an IP address of this prefix.

As soon as correct routing information has been established between autonomous systems,
end devices should be able to reach each other.

1.1.2 Edge: Remote Attacks

The original Internet design follows the end-to-end principle [126]. This means application end-
points are located at end hosts instead of intermediary nodes. More importantly, the network
itself is not aware of services running on specific hosts. The network only delivers data based on
end point addresses. Even though this simplifies the core network design, it makes end devices
more vulnerable as it allows for unsolicited traffic.

A serious problem for end devices in the current Internet are remote attacks. In this scenario,
an attacker (a) either tries to take over a local system by exploiting software that offers external
connections; or (b) attempts to make a host unavailable by issuing unsolicited traffic. Two
observations are worth noting. First, those attacks do not only harm the local system but may
also lead to larger network outages. A prominent example are amplification attacks, which
may disable both, an end device as well as points of presence of network operators due to
unexpected, large (amplified) traffic. Second, even a small amount of packets arriving at the
victim may pose a threat. Mobile devices have limited resources in terms of processing power
and energy. Handling of malicious packets can drain those resources.

To overcome the problem of remote attacks, traffic filters are usually deployed. Ideally, these
filters are applied near the source of the malicious traffic, i.e., within the network to protect
end devices. However, in the current Internet this is a challenging task. On the one hand, as
the network core is not aware of edge services, network operators would need to negotiate filter

5



Chapter 1 Introduction

policies with end customers, which is not scalable. On the other hand, deploying a priori strict
filter rules conflicts with the openness of the Internet.

Another, more drastic approach would abandon end point identifiers and thus inherently
prevent unsolicited traffic towards the edge.

1.1.3 From Edge to Core: Information-Centric Networking

To improve both content delivery and security, Information-Centric Networks (ICN) [14] have
been designed. The basic idea is to implement content awareness within the network. They
are inspired by content distribution networks (CDNs), which facilitate an efficient, wide-area
replication of static data for selected content providers. ICN gives up the end-to-end design of
TCP/IP, to allow for asynchronous, global in-network caching of popular content. Communica-
tion to an end device then follows only content requests initiated by this device. Consequently,
current denial of service attacks towards a dedicated host are impossible by design—as long as
the consumer did not subscribe to the content, the end host will not receive any (pushed) data.

Named-Data Networking (NDN) is a prominent representative of ICN and implemented in
Content-Centric Networking (CCN). NDN performs content retrieval by routing on names. A
content consumer request content by sending Interest messages, which are distributed within
the network towards the content source. Data itself is then forwarded along reverse paths
(RPF), either by using IP as a lower layer, or without IP but by dedicated RPF states. As
soon as the Interest pass a content store that can satisfy the request, data is delivered along
the RPF path.

1.2 Challenges

1.2.1 Exposing a Nation-Centric View on the Internet

The Internet is a critical infrastructure for almost all countries. However, in contrast to common
infrastructures such as power grids or rail transportation, the Internet is (a) a decentralized
system, (b) even parts cannot obviously be assigned to countries, (c) it is a multi-service
infrastructure.

For example, the Deutsche Telekom is clearly a German Internet Service Provider in the
sense that this company is a spin-off of the German Post and that the German government still
holds ≈15% of the company stocks directly. Deutsche Telekom provides Internet connectivity
for German business customers (e.g., email providers, video distribution, web hosting) and is
responsible for nearly 42% of the broadband access in Germany [2]. That these customers
can connect to www.ard.de, the first public-service broadcaster in Germany, without involving
international operators is not obvious. The content of www.ard.de is hosted within a content
distribution network (CDN), which is operated by Akamai, a US-based company. On the other
hand, an Internet company that has its headquarter in Germany may have major peering hubs
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outside of Germany, thus relying on additional infrastructure in foreign countries and might
even be regulated under foreign law.

From this perspective, it is challenging to define which parts of the Internet are essential
for a specific country. The reasons for this lie in the decentralisation and openness of the
Internet. There is neither global (or national) knowledge about the geographical deployment of
ISP infrastructure, nor is there knowledge about which services run on top of these networks.
This implies several research questions: (a) How can we define a nation-centric view on the
Internet? (b) How are different business sectors of a country interconnected? We look into
these questions in more detail in Chapter 2.

Even after we have a clear understanding of a nation-specific notion of the Internet infras-
tructure, Internet connectivity would be still surprisingly fragile.

1.2.2 Protecting the Current Internet Backbone

When studying new protocols the main challenges are related to tools, data collection, and
data interpretation. Realistic measurements and comprehensive monitoring in practice require
a full-fledged implementation to analyze the feasibility and the deployment of the protocol.
Such an implementation is rarely available at the beginning of the protocol evolvement. In the
context of RPKI, router implementations are either not tailored to real-world deployment; or
contributed by router vendors. System-related research questions are then restricted to closed
platforms with a limited set of capabilities to measure system performance in detail.

Regarding data analysis, one of the most interesting questions is the identification of malicious
incidents. The RPKI clearly distinguishes between valid and invalid BGP updates. An invalid
update, though, is not necessarily an attack. Incorrectly configured ROAs and BGP updates
respectively may lead to an invalid outcome as well.

Deploying backbone protection based on RPKI leads thus to the following research question:
(a) How can we efficiently implement origin validation on routers? (b) What are the detailed
reasons for invalid prefix announcements? (c) Does the RPKI introduce to new local threats
on RPKI-enabled routers? (d) How does RPKI deployment relate to the availability of higher
layer Internet services, such as the Web? We present tools, methodologies, and results to shed
light on these questions in Chapter 3 and Chapter 4.

1.2.3 Disclosing Internet Attacks on Mobile Devices

The number of mobile end devices significantly increased over the last years. Today, smart-
phones and tablets are also connected with the Internet. In more than ten countries, such as
the US, Internet access of mobile-only users actually exceeds Internet access via desktops [51].
In the near future, the Internet of Things will increase the number of wireless and wired devices
even further. To effectively design device-specific countermeasures (e.g., network filters), a clear
understanding not only of the attack strategy but also of the attack development is necessary.
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Chapter 1 Introduction

Honeypots are a common tool to measure remote attacks. This type of software serves as a
trap to better understand unsolicited connections.

For a scalable measurement environment we should simplify the deployment and maintenance
of honeypots. Deploying honeypot software on any different mobile platform would be complex
and time-consuming as mobile-specific apps need to be implemented, which is different to
desktop environments. Abstraction may help to consolidate target platforms.

Crucial questions to better understand attacks and countermeasures for mobiles are: (a) Do
attack signatures differ between network types? (b) What is the design space for a mobile
honeypot to capture attacks? We discuss these questions in Chapter 5.

1.2.4 Identifying Potentials and Limits of ICN to Protect a Future Internet

The role of the backbone infrastructure changed in information-centric networks. The backbone
does not only deliver data, it operates with content-awareness. To implement in-network content
distribution within ICN, the network infrastructure needs to maintain content-specific states.
As content is provided by end users and volatile, these states are data-driven states controlled
by end users. Virtually, control plane and data plane are merged. This finally leads to an
opening of the control plane (backbone) to continuous modification by the data plane (end
user).

The ICN concept is in very strong contrast to the current Internet—BGP states are not
controlled by end hosts. The conceptual change introduces several research questions with
respect to the vulnerability of the ICN infrastructure: (a) Which (inherent) threats exist for
an ICN-based Internet backbone? (b) Which drawbacks arise from merging control plane and
data plane? (c) How does ICN state maintenance affect router performance? We analyse these
aspects in Chapter 6.

Figure 1.1 illustrates the threat landscape for the current and future Internet.

1.3 Contributions and Outline

A nation-centric view on the Internet backbone. In Chapter 2, we report on a method-
ology and tool chain for identifying and classifying a ’national Internet’, and evaluate detailed
results for the example of Germany. Our contribution (i) identifies the ASes that are important
for the country, (ii) classifies these autonomous systems (ASes) into functional sectors, (iii)
constructs the AS routing graph of a country as well as subgraphs of specific sectors, and (iv)
analyzes structural dependencies between key players. Our methods indicate the importance
of examining individual IP-blocks held by individual organizations, as this reveals 25% more
stakeholders compared to only looking at prefixes. We quantify the centrality of ASes with
respect to specific sectors and the robustness of communication communities. Our results show
that members of sectoral groups tend to avoid direct peering, but inter-connect via a small set
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of common ISPs. Even though applied for Germany here, all methods are designed general
enough to work for most countries, as well.

Analysis of RPKI deployment on BGP routers. In Chapter 3, we give first insights
into the additional system load introduced by RPKI at BGP routers and present a new threat
model for RPKI-enabled routers. Our observations are experimentally analysed using a real-
time compliant, highly efficient reference C implementation of the RPKI router part, called
RTRlib. RTRlib is integrated into existing BGP daemons. In particular, this is the only openly
available tool for monitoring RPKI validation activities in real-time. After understanding the
overhead and potentials of new attacks on the local system, we take a look into the real world
by performing a long-term measurement using live BGP streams that evaluates the current
impact of RPKI-based prefix origin validation on BGP routers. We observe that most of the
invalid prefixes are probably the result of misconfiguration, while leading sources of deployment
errors change over the measurement period. We measure a relatively small overhead of origin
validation on commodity hardware (5% more RAM than required for full BGP table support,
0.41% load in case of ≈ 92,000 prefix updates per minute), which meets real-world requirements
of today.

Analysis of the protection of web server infrastructure by RPKI. In Chapter 4, we
present a first quantitative analysis of the protection of web servers by RPKI. We introduce
an initial methodology that accounts for distributed content deployment and shall enable the
content owners to estimate and improve the security of the web ecosystem. For a current
snapshot, we find that less popular websites are more likely to be secured than the prominent
sites. Popular websites rely on CDNs in larger parts, which did not start to secure their IP
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Chapter 1 Introduction

prefixes. Whenever CDN-content is protected by RPKI, it is located within third party ISP
networks. This hesitant deployment is the likely cause why popular content experiences reduced
security.

Analysis of context-specific attacks on mobiles. In Chapter 5, we argue for a simple
long-term measurement infrastructure that allows for (i) the analysis of unsolicited traffic to
and from mobile devices and (ii) fair comparison with wired Internet access. We introduce the
design and implementation of a mobile honeypot, which is deployed on standard hardware for
more than 1.5 years. Two independent groups developed the same concept for the system. We
also present preliminary measurement results to gain insights whether attacks depend on the
network access.

Analysis of threats to stability and security in Information-Centric Network in-
frastructure. In Chapter 6, we analyze threats to the stability and security of the content
distribution system in (i) theory, (ii) simulations, and (iii) practical experiments. We derive
relations between state resources and the performance of routers, and demonstrate how this
coupling can be misused in practice. We further show how state-based forwarding tends to
degrade reliability by decorrelating resources. We identify intrinsic attack vectors present in
current content-centric routing, as well as possibilities and limitations to mitigate them. Our
overall findings suggest that major architectural refinements are required prior to global ICN
deployment in the real world.

We summarize our research questions and key contributions in Table 1.1 and Table 1.2.

1.4 How to Read This Thesis

This thesis covers several dimensions of security for today’s and the future Internet. In this
chapter, we presented basic background. Instead of presenting all further details in a single
separate chapter dedicated to the background, we consider it beneficial to the reader to find
the required background near to the related sub-topics. Following this concept, we present all
sub-sections in a self-consistent way.
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Chapter 2

Exposing a Nation-Centric View on the
Internet

2.1 Introduction

The Internet was originally shaped to offer open transmission services on a global scale, but
has now turned into a mission-critical infrastructure of local relevance for most countries and
dedicated players. The coherence of the Internet is defined by peering relations between ASes.
Analyzing mutual impact, vulnerability and efficiency of the backbone requires the identification
of ASes and corresponding transits between them.

Today, the global Internet is composed of more than 50,000 ASes with significantly more
links, which challenge a clear picture on dependencies. Similar to traditional infrastructures,
a country, its population as well as organizations share an obvious interest that the internal
data exchange does not rely on weak third parties (cf., [136, 243 ff.]). In more detail, political
regulations may prohibit that Internet traffic crosses specific countries. This might due to
censorship reasons but also (positively motivated) to achieve political autonomy. Another
example are traditional critical infrastructures such as power grids, which increasingly rely
on a working Internet [103]. Having a clear picture about the international dependencies
with respect to communication flows helps to improve resilience strategies for such traditional
infrastructures.

In Internet terms, AS transits connecting key players of a country should be part of an appre-
hensible Internet ecosystem. However, the Internet is a globally distributed network without
boundaries, which makes the identification of nationally relevant subparts hard and leads to the
following questions: Which Autonomous Systems are important for a reliable interconnection of
the Internet infrastructure of a country? How do sectors of a country communicate? Rigorous
insight into the country-wise nature of the Internet thus carries fundamental importance and
it is somewhat surprising that only recently the inter-network structures of nations attracted
attention [84, 123].

This chapter contributes with the following first steps to answer these questions:

1. A promising methodology to derive a country-centric view on the Internet structure.
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This is exemplarily verified for our home country Germany. The approach starts with IP-
blocks. Compared to pure prefix-based techniques, we are able to identify approximately
25 % more members.

2. A novel, non-hierarchical AS taxonomy, as well as a heuristic sectoral classification tech-
nique. Both allows us to identify ASes with national relevance. By adding routing infor-
mation, we are able to generate, visualize, and analyze the structure of communication
flows between relevant public and business sectors. This has not been evaluated before.

3. The evaluation of the German inter-AS structure based on common and new graph met-
rics. This reveals for example that most eyeball providers peer dependent on the target
AS, whereas the financial sector operates on static paths.

4. Finally, extracted and visualized data will be provided to the community for subsequent
research and analysis.

The remainder of this chapter is structured as follows: Section 2.2 discusses the current state
of Internet backbone analysis in the context of nation-state routing. Our methodology and
corresponding toolchain, which allows for a nation-centric view on the Internet, is described
and evaluated for Germany in Section 2.3. Section 2.4 presents a visual approach to get an
intuitive view on the derived structure. Section 2.5 analyses AS (sub-)graphs from Germany in
detail based on graph metrics. Finally, Section 2.6 concludes this chapter.

2.2 Related Work

Research on the Internet AS structure continues to attract significant interest since more than
one decade. This includes the analysis of structural properties of the inter-AS graph [53], the
(mainly hierarchical) classification of ASes [67], and the inference of the relationship between
them [58]. Active measurements within dedicated countries [161] reveal geographic reachability
of ASes and thus follow a direction distinct from our work. Until now, there is only little work
on a nation-state understanding of the Internet backbone routing, as well as on a horizontal
classification of ASes that aims to identify key players of relevance for the Internet services of
a country.

Dimitropoulus et al. [50] introduce a broader AS taxonomy (large/small ISPs, customer ASes,
universities, IXPs, and network centers), but this does not include a detailed decomposition of
customer ASes into dedicated sectors. The proposed inference algorithm analyzes the descrip-
tion value of the Internet Routing Registry [79] and follows a text classification technique. The
authors focus on a complete mapping of ASes to classes. This differs from our perspective, as
we do not intend to classify all ASes, but concentrate on important players of a country, viewed
in further differentiated sectors. Cai et al. [32] introduce the interesting idea of an Internet AS
ecosystem, which is based on a novel AS to organization map. The authors normalize contact
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records of the RIR WHOIS data to cluster AS numbers that belong to the same organization.
Although this work could be applied to peering analysis and planning as well as threat analysis,
our work is orthogonal as we classify ASes according to roles in a country.

The first paper that proposes a nation-state view on the Internet routing measures the impact
of countries on the global data forwarding [84]. Karlin et al. start from IP prefixes, which
they map to ASes. Routing paths are derived from an approximation of active traceroute
measurements. We will show that IP prefixes are too coarse-grained to obtain an in-depth
picture of a country and miss 25 % of German ASes. It is important to note that the base set
of the national classification should be as complete as possible to judge on relevance.

Roberts and Larochelle [123] present a mapping project that visualizes and quantifies the rel-
evance of ASes for countries. The AS to country mapping is based on the external service Team
Cymru [5], which starts from IP prefixes. The authors introduce network maps of countries.
Each map abstracts connections to the outside by a single Autonomous System that subsumes
all foreign ASes. The relevance of an AS increases with the number of prefixes reachable via
this AS. ASes with multiple upstream peers share routes equally among parents. This model
oversimplifies common practice in Internet backbone routing. Normally, countries do not have
a single entry point apart from China with the exclusive entry China Telecom. Furthermore,
multilateral peering allows for path selection depending on the target AS. This diversity is not
reflected and causes a weight distortion of AS importance.

To the best of our knowledge, current approaches do not provide sufficient mechanisms for
identifying country-specific ASes, categorize ASes in business sectors, nor analyze importance
of inter-AS communication between network domains for a country including international
inter-connects. We will address these topics below.

2.3 Methodology

Deriving Nation-Centric Subsets of the Internet

We want to identify all Autonomous Systems of the global Internet that host organisations
from a specific country. Many organizations are normal ISP customers and do not own a prefix
or AS. Thus we argue that the appropriate granularity must be IP blocks. An IP block is
a subset of a prefix and will be assigned internally by the prefix owner to departments or
customers. An organization and thus its hosting AS is coined to a country if the organization
or its administrative contact person of an IP block is located therein. Consequently, we include
also ASes in our view with primary base outside of the investigated country, as well as national
organizations with IT infrastructure outsourced to foreign countries.

To demonstrate and validate our approach, we choose our home country Germany (DE). The
introduced methodology, however, can be applied to other countries, as well. Its implementation
is easily extendable and thus provides a good base for the community and subsequent work. In
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Figure 2.1: Tool chain for identifying national ASes.

this section, we present the data sources, our inference and classification algorithm to derive a
nation-state view, and the the fully automated construction of existing interconnects. These
results enable us to analyse the composition of the nationally relevant part of the Internet
in detail.

2.3.1 From Internet Members to ASes

Regional Internet Registries (RIR) maintain network and contact details of their region. IP
addresses and AS information related to Germany are registered at the RIPE database (DB).
We start by extracting all inetnum records, which represent IP-blocks, from the RIPE DB that
carry the mandatory country attribute of either DE or EU. Additionally, we collect address
data for the associated admin-c and org objects. Based on the latter, we created keyword lists
of synonymic country codes (e.g., Germany, DE), local city names, and international dialing
codes (e.g., 0049, +49) representative for Germany. Applying the keywords on the contact
record allows us to further resolve EU IP-blocks to DE and to verify the DE classification of
IP-blocks. The result is a list of all IP-blocks allocated by organizations in Germany.

Next, we determine the longest covering IP-prefix for each IP-block. Prefix lengths are
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Approach DE EU other

IP-Block 6,278 – –
Prefix (RIPE DB) 5,243 – 1,035
Prefix (Team Cymru) 4,395 947 936

Table 2.1: Number of identified prefixes

subject to aggregation and thus depend on the point of observation. Using passively measured
BGP data from distant route collectors would be too coarse grained and yield less specific
prefixes. Assuming that RIRs provide the most detailed prefix mapping, it is reasonable to
query the RIPE DB. The inter-AS route is specified in the route record, which is referred by
the inetnum object.

Finally, we map the prefixes to origin Autonomous System Numbers (ASNs) by the route
object. However, in this step using the RIPE DB alone would lead to several unresolved
mappings. Therefore, we also consider data of Team Cymru [5] and the route collector RRC12
of the RIPE RIS [4]. The latter peers at the largest German Internet Exchange Point (DE-CIX)
and thus provides localized data. We apply the different data sources in the following order to
maximize the number of resolvable ASNs: (1) RIPE DB, (2) Team Cymru, and (3) RIS RRC12.
In cases of Multiple Origin ASes, we keep all discovered ASNs. The resulting list contains the
ASes that compose the nation-centric part of the Internet for the example of Germany.

Our fully automated tool chain was applied in Oct. 2010 and yielded 246,861 German IP-
blocks. Thereof 240,237 are embedded in 6,278 IP-prefixes that belong to 1,471 ASes, ≈ 2 %
could not be resolved to a prefix. To estimate errors of our IP-block-to-country mapping, we
checked back with the well-known MaxMind GeoLite Country service [3]. Deviations were
found below 0.2% for both false positives and false negatives.

Our method of starting from IP-blocks rather than IP-prefixes identifies significantly more
prefixes that carry relevance for the country Germany (cf., Table 2.1). When considering
prefixes alone, only ≈ 84% can be identified as ’German’ using RIPE-DB, while Team Cymru
yields ≈ 70% DE prefixes. Thus a significant fraction of prefixes that route traffic relevant for
Germany is not directly associated to country or address values from the this country.

Providers from outside Germany are also selected by our scheme. The corresponding 301
ASes (≈ 20 %) are classified relevant for nation-state routing and internationally distributed
as follows. More than a third (110) ASes originate from direct geographical neighbors, another
third (107) from the remaining Europe, thereof 57 British, and 18 % (54) are North Ameri-
can ASes. These classifications are again based on RIR databases and Team Cymru with an
estimated error of about 15 %.
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2.3.2 Tier and Sector Classification of Autonomous Systems

Having categorized the nationality of the stakeholders, we add two further classifications to the
selected ASes. First, we harvest the topological hierarchy (tier1, large/small ISP, and stub)
from [158]. Additionally, we investigate the role of ASes within those public or business sec-
tors that are operationally relevant for the country. As there is no AS classification available
that describes the professional role of an organization in relation to the global BGP routing,
we introduce a sectoral categorization. This extends the taxonomy of critical infrastructure
published by the Federal Office for Information Security (BSI), Germany. We determine sec-
toral classification by applying an optimized and manually verified keyword spotting to names,
descriptions, and address fields of the previously derived AS data. Our approach uses general
terms such as “bank”, but also specific company names (e.g., Siemens, Daimler) as keywords
associated with classes to identify important ASes. Keywords are correlated to enhance the
identification. Thereof we obtain an additional list of the ’relevant national ASes’ including
branch tags such as financial services (cf., Table 2.3).

99 % of the classified ASes belong to exactly one sector, five ASes are assigned to two sectors.
Companies may attain multiple roles. For example, AS 31438 is a municipal utility responsible
for waste water and DSL access in the City of Marburg. Overall 279 ASes have been selected
as ’systemically relevant’ with sectoral attribute attached.

We admit that this step includes manual pre-definition of keywords for sectors. However,
mapping ASes to sectors is a fine-grained process, which requires specific information that
cannot be derived completely automatically. Our taxonomy, methodology, and tools can be
applied to other countries based on an updated keyword list. The creation of the list needs
local knowledge.

2.3.3 Constructing Spanning AS Routing Graphs

Following the identification of all ASes relevant for the German Internet infrastructure and a
classification of key players, we derive their interconnects. We limit the building of AS graphs
to the construction of inter-AS paths without considering individual prefixes. This modeling
step is meaningful for our purposes: Even though BGP policies and regional optimizations
may lead to varying paths for different IP prefixes announced by the same origin AS, recent
studies [152] show that multiple prefixes are reachable via the same AS path for 75 % of origin
ASes. Additionally, we focus on a regionally bound network, which is densely meshed by peering
points. International redirections within service provider networks are mainly outside the scope
of our perspective. From this point of view, restricting the routing on the AS level is a valid
approximation.

We identify an AS routing graph for each sector, the bilateral exchange between two sectors,
as well as the AS graph of all DE ASes based on the weighted next hop matrix provided by
the NECLab topology project [1]. This data is calculated using the continuously updated mea-
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Figure 2.2: [Best viewed in color] Different visualizations of two sectors

surements by the UCLA [158] and reflects BGP policy decisions [152]. To exclude incomplete
paths, we omit row column values of -1 for distinct indices during matrix processing. Note,
this occurs very rarely (≪ 0.3 %). Naturally, the set of ASes in the routing graphs has been
extended by intermediate ASes that we have not assigned before to the nationally relevant part
of the Internet. These transit nodes are required to link nation-state subsets that would remain
isolated otherwise.

2.4 Visualization

Adding AS-level routing relations to our selected and classified AS sets allows us to study and
visualize very specific topological set-ups. Although sectoral graphs contain only a very small
fraction of ASes as compared to the full Internet, a meaningful visualization of the structure is
still a challenge due to the large amount of links.

We created four graph types, a hierarchical, a circular, the Kamada-Kawai, and a flow model.
We decided for these four types for two reasons. First, the Kamada-Kawai model is a common
approach to visualize complex networks. Second, the other three types have been designed after
discussion with potential users. This visualizations allow easily to realize the basic information
(e.g., which ASes are important). It is worth noting that additional benefit will be achieved
when these graphs are integrated in an interactive software. For example, to zoom into the
graph or present additional meta information. All graphs are plotted by GraphViz [6]. The
layout processors of GraphViz has been extended to reflect the Internet specific properties.
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Figure 2.3: [Best viewed in color] Communication flows between traders (right) and financial
services (left)
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Figure 2.2(a) depicts the AS routing graph of German governmental organizations. The
nodes are placed concentrically according to their tier level. Tier 1 providers shape the inner
circle. The width of the vertices is scaled with the importance of the AS in delivering data
between sectoral members, colors describe the sectoral classification (red: large ISPs, pink:
access providers etc.). All grey nodes ASes are only required for transit and do not host a DE
IP block.

To reflect meshing, we apply the Kamada-Kawai layout [83]. It models edges as springs
and transforms the complete graph into an energetic minimum. Figure 2.2(b) illustrates the
spanning graph for research and culture. It reveals that the role of the German National
Research and Education Network (AS 680) is less central as commonly assumed. Regional
networks (e.g., AS 553, AS 8365 or AS 8422) and commercial ISPs (e.g., AS 702) provide
significant connectivity to the community, as well.

The network graph in Figure 2.3 displays the Internet information flows between financial
services (leftmost column) and traders (rightmost column). Here it should be noted that
the minimal spanning routing system of our AS sets adds transit ASes to the graph. These
intermediate hops are visualized as follows. Tier1 providers are arranged in the middle column,
while the remaining ISPs are placed at the two intermediate columns. Positions left and right
of the center were chosen according to the number of direct links with ASes from each sector.
AS 3320 (DTAG), for example, was placed next to financial services, as it provides the majority
of upstream links to this sector, while the opposite holds for AS 13237 (Lambdanet).

Despite the relatively small number of ASes for these two sectors, it takes quite many transit
providers to interconnect all selected networks. Moreover, taking a closer look at the graph
reveals that peering density is clearly asymmetric. Selected ASes (like DTAG for banks or
Lambdanet for traders) play a dominant role within individual sectors, while at the same time
mutual peerings remains completely absent.

2.5 Analysis of the AS-Structure

In this section, we investigate structural properties of the derived AS routing graphs and mea-
sure the relevance of members in sectors and in the overall DE AS graph. It is worth noting that
we keep BGP policy modeling by a per path analysis, each path derived from the weighted next
hop matrix of the NEC topology project. All measurements are relative to allow for comparing
sectors of different sizes. Unfortunately, the underlying next hop matrix does not provide edges
to connect the five ASes of the medical sector.

2.5.1 Node Centrality

Intermediate nodes between source and receiver attain a relevant role from serving as transits.
The number of shortest paths passing through a node 𝑚 is quantified by the betweenness 𝐵(𝑚).
If the total number of shortest paths between two nodes 𝑖 and 𝑗 is 𝐵(𝑖, 𝑗), and the number of
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Figure 2.4: Properties of the Internet relevant for Germany and its categorized subgraphs: Rel-
ative betweenness

All DE Large ISPs Research
Ranked AS Betweenness Ranked AS Betweenness Ranked AS Betweenness

1. DTAG 0.131 1. DTAG 0.031 1. DFN 0.087
2. Level 3 0.065 2. Lambdanet 0.008 2. Verizon 0.037
3. Lambdanet 0.064 3. Telekom–AT 0.007 3. Manda 0.030
4. Colt 0.049 4. France Telecom 0.006 4. BELWUE 0.021

Table 2.2: Relative betweeness of the top ranked ASes for selected sectors

these paths going through node 𝑚 is 𝐵(𝑖, 𝑚, 𝑗), then the betweenness of 𝑚 is defined as the
ratio: 𝐵(𝑚) =

∑︀
𝑖 ̸=𝑚 ̸=𝑗,�̸�=𝑗

𝐵(𝑖,𝑚,𝑗)
𝐵(𝑖,𝑗) . This measurement quantifies also the load at intermediate

ASes. The betweenness is normalized by (|𝑉 | − 1)(|𝑉 | − 2).
The term shortest path refers to the routing path that is actually taken. Our underlying BGP

routing model reflects policies [152]. Using the NEC matrix, there exists exactly one effective
path between two ASes. However, as discussed in Section 2.3, in our context of locally bound
routing this is not a restriction. Independent of the nation-state view, BGP policies may lead
to a violation of the triangle inequality. As the routing paths are based on a weighted graph,
this property is preserved.

We calculate the betweenness of a node for the routing graphs under discussion. Figure 2.4
shows the relative betweenness, where ASes are ranked in decreasing order. Details for selected
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Figure 2.5: Properties of the Internet relevant for Germany and its categorized subgraphs: In-
degree

sectors are listed in Table 2.2. In 80% of the cases, this measurement exhibits sharp peaks
at the transition from the top most important AS to the second one. This means that in the
selected category a dedicated AS is part of a significant number of shortest paths and thus
attains a major role in data forwarding. However, the decay from the top most ranked ASes is
less steep in the overall German AS graph, showing a more evenly distributed relevance due to
increased peering links. Looking at the actual rank orders reveals a relatively stable number of
ASes among the top five in each category. For example, AS 3320 (Deutsche Telekom) has in
80% of the cases at least rank 5 and in 48% the highest betweenness.

2.5.2 Degree Distribution

The degree of a node denotes the number of its one-hop neighbors. Figure 2.5 shows the in-
degree distribution. For visibility, we cut the tail at 20 edges. Overall, the relative frequency
decays polynomially for all networks. Thus, there is a higher probability to maintain only
a quite limited number of peering relations, but a non-vanishing likelihood for high peering
numbers. The distribution of the full DE AS graph decays smoothly, while sectoral groups
exhibit systematic peaks for selected node degrees between four and 13. Consequently, specific
networks within the sectoral subgraphs are more densely connected than the full graph. These
additional weights indicate regional star topologies in sectoral networks.

When comparing the topology within sectors to the complete DE network, we find more
pronounced betweenness’ and irregular peaks at increased node degrees. Jointly, these two
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Sector (# ASes) ⟨𝑋⟩ 𝜎𝑋 Sector (# ASes) ⟨𝑋⟩ 𝜎𝑋

Transit providers (55) 2.41 0.92 Industry (28) 3.19 0.87
Trading (10) 2.69 0.87 Financial services (32) 3.21 0.89
Science & Culture (22) 2.77 1.12 Shipping & transportation (15) 3.22 0.8
Eyeball ISPs (23) 2.83 1.16 Public administr. & justice (14) 3.22 1.14
Peering points (8) 2.87 0.97 DE All (1,471) 3.23 1.04
Public services (4) 3.00 0.6 Energy (11) 3.34 0.79
Media & publishers (19) 3.08 0.94 Other public services (7) 3.40 0.73
Software and systems (31) 3.18 0.89 Medical services (5) – –

Table 2.3: Absolute number of ASes per sector and DE graph as well as mean (⟨𝑋⟩) and stan-
dard deviation (𝜎𝑋) of the distance distributions for corresponding routing graphs

structural metrics indicate that individual ASes provide enhanced connectivity within the spe-
cific communities as opposed to direct interconnects. A closer look on the corresponding AS
graphs supports this observation. The majority of financial services, for example, tend to peer
via Deutsche Telekom (AS 3320) and Colt (AS 8220), while no mutual peering is visible at
all. Surprisingly, the governmental federation follows the same pattern. Governmental organi-
zations are mainly interconnected by Deutsche Telekom and Versatel (AS 8881), but a small
group uses Plusline (AS 12306) as upstream provider. The latter organizations require the
external tier1 ISP AT&T to serve as inter-connect to the remainder of this sector.

2.5.3 Distances

The distance distribution of shortest paths measures the probability that two randomly selected
nodes of a network are connected at distance 𝑘. This metric describes routing performance and
usually follows a Gaussian law. This observation is also reflected in the analysis of the sectors
and DE routing (cf., Figure 2.6) with average values between 2.4 and 3.4 (cf., Table 2.3). Rout-
ing distances, thus, largely depend on the sector under investigation. Naturally, connections
between ISPs are shorter as compared to other branches. Surprisingly, ASes of the trading
sector are significantly short, as well. In this group, the majority of members are connected via
the same ISPs. Deutsche Telekom (AS 3320) and Vodanet (AS 3209) play a dominant role for
transit. Even though there is no bilateral peering within the sector, many traders (e.g., Ebay
AS 6907) maintain extensive peering relations. Paths that consist of only one transit hop are
easily established. In general, our results show a similar behaviour compared to the global AS
topology [100]. Even in the relatively small sectors, interconnects are not significantly denser
and path lengths are not generally reduced. Most of the members from the same sector seem
eager to stay at distance to each other.
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Figure 2.6: Properties of the Internet relevant for Germany and its categorized subgraphs: Dis-

tance distribution

2.5.4 Context Dependent Peer Selection

To analyze the peering behaviour in more detail, we answer the following question: How likely
does a member of a sectoral group chooses its upstream peer dependent on the sector it com-
municates with? For each member of a sector, we count the number of different upstream peers
relatively to the overall number of paths towards members of distinct sectors. We quantify the
relative frequency of corresponding diversity classes over all members of a sector. For ASes
that peer with many ISPs, it indicates high probability for high first hop neighbor diversity.

The calculated upstream peer diversity is very heterogeneous and may appear as a character-
istic feature of the sectors. Figure 2.7 presents the measurements for selected sectors. Members
of the financial services, for example, exhibit constant paths in about 50 % of the cases with
enhanced probability (cf., Fig. 2.7(b)). In contrast to this, 80 % of the transit providers select
above 80 % of the time neighbors dependent on the target. In general, target specific peering
is dominant, as 8 of 10 ASes choose their one-hop neighbor with respect to the destination.

Combining the results with our previous findings indicates that multilateral peering has
dominant routing effects on the Internet subpart relevant for Germany. For sectors, however,
this higher amount of interconnections does neither result in more densely meshed inter-AS
links nor in shorter paths.
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Figure 2.7: Relative upstream diversity for selected sectors
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2.6 Conclusion and Outlook

A clear understanding of the inter-AS structure at the country-level is needed to cope with the
interdependencies and intrinsic vulnerability of the Internet. In this chapter, we presented a
methodology to identify and classify the relevant ASes of a country. This led to a fine-granular
view onto meaningful subsets of Internet stakeholders and a detailed analysis. To the best
of our knowledge, this is the first inspection of a country and its key players at the Internet
routing sub-structure. The evaluation was exemplified for our home country Germany (DE),
and created a list of relevant DE ASes including administrative data and sectoral classification,
which will be publicly available.

We associated Autonomous Systems with a country whenever they host IP address space for
an organization from there. Our approach outperformed prefix-based techniques by identifying
25 % more ASes. In particular, we were able to spot parts of the public sector hosted by
international providers. Our analysis further revealed that members of the same public or
business sector tend to not peer with each other, but interconnect via some few national and
also international ASes. Deutsche Telekom, Level 3, Lambdanet, Colt, and Versatel were found
to be the most important transit ASes for intra-DE communication. Multilateral peering was
seen to have dominant routing effects on the German Internet, but the degree of variable
upstream selection strongly depends on the sector.

Our future work will extend the current results in both directions, structural analysis and
further countries, including their interdependencies. We expect structural properties on a fine-
grained basis. In addition, we will extend our analysis towards IPv6. Regarding integration,
we will employ current aggregation techniques for ASes belonging to the same organization to
derive a condensed national Internet AS ecosystem. Finally, we will also concentrate on the
application of our work to existing monitoring systems (e.g., [39]), which may help to reduce
complexity due to selected observation points.
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Chapter 3

Quantifying New Security Mechanisms in
the Current Internet Backbone

3.1 Introduction

The Internet is a critical infrastructure in many countries [34]. Almost all common infras-
tructures depend on it. Public services, large business sectors etc. are based on a working
communication backend. As an illustrative example we refer to the blackout in Italy 2003
where a power outage resulted in a failure of the Internet communication, which finally caused
an additional power outage [27]. These cascading effects are complex. In this chapter, we focus
on much simpler mechanisms to disturb Internet communication.

The Internet fundamentally rests upon the routing backbone created by the Border Gateway
Protocol (BGP). BGP announces IP prefixes to enable inter-domain routing between so-called
Autonomous Systems (ASes). One major problem of BGP is its lack of verifiable information
exchange. Several prominent incidents highlighted the consequences [136, 26]: An AS incor-
rectly claims to own an IP prefix and thereby redirects traffic, which not only may lead to
traffic interruption, but can be used to intercept and tap data streams. It is worth noting that
not only prefixes but also autonomous systems can be hijacked [127], which is not part of this
thesis.

Several approaches (e.g., [74]) have been proposed to identify prefix hijacks heuristically. Only
recently, countermeasures for hijacks have been deployed in the form of the Resource Public
Key Infrastructure (RPKI) and related protocols, which allows for a cryptographical strong
binding between prefix and origin AS. A successfully deployed RPKI origin validation would
have immediately disclosed the prefix hijacks referenced above—a rigorous route rejection of the
invalid updates would have prevented the incidents entirely. However, the second, operationally
thrilling step of RPKI-based route selection can face reality only after a high degree of confidence
in a reliable deployment has been established.

From the research as well as the operator perspective, a fundamental change such as the
introduction of the RPKI needs a careful observation and evaluation from the beginning. RPKI-
enabled routers may introduce new security threats by complexity attacks, for example. In
addition, they will identify invalid prefix updates independent of its cause. In the future, when
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RPKI has become an integral part of the Internet, they should reject them, even if the reason
for the incorrect announcement is a misconfiguration of the prefix origin attestation. For the
research community this requires the adaption of routing models. For operators, practical
insights are needed to overcome operational pitfalls and to identify optimization potentials.

In this chapter, we derive in-depth insights in the local prefix origin validation at routers
as well as the currently deployed RPKI infrastructure. We analyze the impact of prefix origin
validation on BGP peers and the potential consequences for the current BGP-based route
propagation. The contributions of this chapter are in detail:

1. We propose and analyze a threat model for RPKI-enabled routers. We show that there
is a variety of options to harm the local system by enabling prefix origin validation. This
ranges from rather unlikely attacks to simple threat actions including complexity attacks
that are easy to implement.

2. Based on live BGP update streams representing more than 100 peering neighbors, we
present a long-term measurement highlighting two months that verifies 420 million IP
prefixes against the available ROA data. We observed that the current RPKI system
does not suffer from specific attacks but from reduced data quality in the RPKI. Most
of the invalid prefix announcements are most likely due to misconfiguration of the prefix
attestation objects.

3. We extract the key lessons learned from the data observed during our measurement period
and derive advice for ISPs on future operational use of the RPKI.

4. We present a real-time compliant, highly efficient implementation to secure inter-domain
routing at BGP peers. This open-source software is a reference implementation of the
latest IETF protocol standards written in C. It features a flexible architecture and can
be used to extend existing BGP daemons at real routers but also to write new tools
in the context of RPKI/BGP research, or to further evaluate RPKI-based prefix origin
validation at routers.

5. We systematically explore the overhead of prefix origin validation at commodity router
hardware. Enabling RPKI will require ≈ 5% more RAM compared to the storage of the
global BGP routing table. The CPU load does depend on the RPKI-deployment state.
We also characterize the overhead a BGP router experiences from validating the BGP
live streams.

6. We contribute the software and our data collection to the research community for future
work.

Up until now, the research on RPKI is quite limited. The Internet Routing Registries provide
looking glasses into the RPKI, but a systematic analysis of the RPKI deployment state and its
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effect on BGP routers is missing. There are no results from monitoring BGP routers that have
life RPKI-validation enabled. To the best of our knowledge, no open-source implementation of
the RPKI router part exists that can validate in real-time on operational BGP peers. There is
no analysis about attacking an RPKI-enabled router.

The remainder of this chapter is structured as follows. In Section 3.2 we present the back-
ground on BGP vulnerability and standardized countermeasures. Section 3.3 discusses related
work in more detail. We present a threat model for RPKI-based prefix origin validation at
routers in Section 3.4. We introduce a library for RPKI router support including performance
and experimental threat analysis in Section 3.5. Section 3.6 presents our long-term measure-
ment of prefix origin validation and analyses the data in detail. We conclude and give an
outlook in Section 3.7.

3.2 Background

3.2.1 BGP Vulnerability – Prefix Hijacking

The Border Gateway Protocol (BGP) [119] is the inter-domain routing protocol for the Internet.
It implements the dynamic exchange of network layer reachability information (i.e., IP prefixes)
between Autonomous Systems (ASes). An AS represents a set of prefixes that it originates,
but may also operate as pure IP transit. ASes are identified by unique Autonomous System
Numbers (ASNs). Larger ISPs service multiple IP prefixes as well as several ASes [32].

Prefix information will be carried in BGP update messages. To make a network globally
visible within the Internet backbone, a BGP speaker announces the corresponding IP prefix to
its AS neighbors, which will re-distribute the information to adjacent ASes according to local
policies. Based on the path attribute within a BGP announcement, a receiving AS is aware
of all intermediate ASNs the update message has traversed. For example, if AS 30 receives
the update 10.20.0.0/16: AS20-AS10-AS1, it knows that IP addresses 10.20.0.0 – 10.255.255
are reachable via AS 20 and that AS 1 claims to be the origin AS of this prefix. As a BGP
router commonly peers with multiple ASes, it may receive different routes to a single prefix.
To ensure uniqueness, it chooses the preferred path for one prefix for inclusion in its forwarding
information base (FIB). Data forwarding then follows a longest common prefix match, i.e., the
most specific prefix will be selected from the FIB (e.g., 10.20.0.0/16 instead of 10.0.0.0/8 for
destination 10.20.1.1) and data will be relayed to the next hop AS.

BGP is based on mutual trust. The currently deployed BGP version 4 does not provide any
function to cryptographically verify BGP data carried in update messages. Consequently, BGP
is vulnerable from two basic attacks: (a) a BGP router incorrectly originates an IP prefix, (b) a
BGP speaker falsely modifies the AS path. Both attack vectors misguide traffic to an incorrect
AS. In this paper, we focus on the deployment of upcoming standards to overcome the first
problem, as well as the analysis of the corresponding infrastructure.
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In BGP, a speaker may announce any IP prefix and receiving peers cannot validate the origin
of the prefix. The injection of incorrect BGP data into the Internet backbone by intention
or by misconfiguration is easy by design. Some heuristic prediction methods [94] have been
developed for discovering illegitimate announcements but tend to fail in cases of multiple origin
ASes (MOAs). The Internet Routing Registry (IRR) [79] is a collection of distributed routing
databases, where routing data is derived from the RIR databases or commercial DBs. Some ISPs
use the IRR to automatically configure announcement filters or to adjust policies. However,
the data in the IRR is inaccurate and not complete. This leads to failures. On the other hand,
as the correctness of the data cannot be proved cryptographically, many providers do not use
it at all.

There are several prominent examples for illegitimate claims of IP prefixes. In February
2008, Pakistan Telecom announced by accident a more specific prefix for YouTube’s network
(208.65.153.0/24 instead of 208.65.152.0/22), which led to an outage of YouTube for more than
1.5 hours [26]. In April 2010, 15% of the Internet traffic has been redirected to China Telecom,
which incorrectly claimed origin of ≈ 37,000 IP prefixes [136, 243 ff.].

To overcome the attack model of prefix hijacking, a cryptographically strong certification
system is required that attests the ownership of ASNs and prefixes as well as the legitimate
origination of an IP prefix by an AS.

3.2.2 Towards Secure Inter-Domain Routing

Securing BGP requires validation procedures for (i) prefix origins and (ii) AS paths in public
announcements and has been introduced by S-BGP [85]. However, the changes required to mi-
grate the global routing system to cryptographically validated updates have never been adopted
by the community. Only recently, the IETF SIDR group has developed a standard proposal
to authenticate the prefix-to-AS origin relationship without changing the BGP 4 protocol that
also offers a straight-forward path to incremental deployment.

RPKI The Resource Public Key Infrastructure (RPKI) [97] is a PKI framework dedicated to
securing the Internet routing infrastructure. It includes certificates that prove the ownership of
Internet number resources (ASNs and IP prefixes). In general, resource distribution within the
Internet follows an assignment hierarchy. To establish a trust chain, each resource certificate
includes the delegated resource, the public key of the resource holder and is signed using the
private key of the resource assignment instance. Issuing resource certificates follows the way of
resource allocation in the Internet. The IANA issues certificates for RIRs (e.g., RIPE), RIRs
for LIRs (e.g., ISPs), and LIRs for end users [77].

All certificates are included in a distributed, openly accessible repository. At the moment,
each RIR provides a single repository. To create a complete view on the RPKI, these data
sources needs to be merged.
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Figure 3.1: IPv4/v6 prefixes registered in the RPKI [121]

Resource certificates attest that the holder is legitimate to use the described resources. The
Internet routing decouples the ownership of resources and their deployment. A prefix owner
may ask an ISP to route its prefix, for example. Further on, a resource certificate does not bind
the mapping of an IP prefix to an origin AS. This is implemented by Route Origin Authorization
(ROA) objects.

Route Origin Authorization (ROA) A ROA object authorizes an autonomous system to
originate one or multiple prefixes. It essentially contains a set of IP prefixes with an optional
maximal prefix length and the authorized AS number. The ROA is signed with the private key
of a RPKI certificate that cryptographically confirms the signer as the legitimate holder of these
prefixes. A ROA will be created by the prefix holder. The corresponding infrastructure was
deployed in January 2011 by all RIRs except ARIN. ARIN started deployment in September
this year.

From a BGP perspective, the RPKI is complete when for each valid prefix/AS mapping a
corresponding ROA exists. The roll-out of the RPKI marks a significant operational change
for the Internet operators. It needs time until a complete RPKI is available. However, there
is a continuous increase of RPKI-protected IP prefixes (cf., Figure 3.1), which may indicate a
successful acceptance.
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3.2.3 Securing BGP with RPKI

RPKI-enabled routers do not store ROAs themselves but only the validated content of these au-
thorities. The validation of ROAs will be performed off-line by trusted cache servers, which are
deployed at the network operator site. The RPKI/RTR protocol [29] defines a standard mech-
anism to maintain the exchange of the prefix/origin AS mappings between the cache server and
routers (cf., Figure 3.2). In combination with an origin validation scheme for IP prefixes [104],
a router is able to verify BGP updates it receives without suffering from cryptographic com-
plexity. It simply compares the network layer reachability information and the origin AS of the
BGP update with the data learned from the trusted cache server.

A BGP update is valid if at least one valid ROA exists that covers the announced prefix and
matches the BGP origin AS. Whenever valid ROAs exist that cover the BGP prefix but no ROA
matches the BGP origin AS, or the netmask of the BGP prefix is longer than the maximum
length of the ROA, a BGP update is invalid. A BGP update is evaluated as not found, if no
covering ROA exists. An example for the validation outcome is shown in Figure 3.2.

The ROA scheme implements the concept of positive attestation. This has the following
practical implication for operators: As soon as a prefix owner starts to add the prefix to the
RPKI, it must attest any legitimate origin AS for the announcement of this prefix or sub-prefix.
An ISP running multiple ASes that originate the same prefix must create two ROAs. If only one
AS has been certified for such a prefix, the other BGP update becomes invalid. Additionally,
any BGP update that carries a prefix more specific than allowed by the maximum length in its
ROA turns invalid even if the BGP origin AS conforms to the ROA origin AS. In this paper,
we study the validation outcome for real BGP updates of a large AS.

It should be emphasised that the RPKI/RTR approach allows for incremental deployment
and does not change the BGP specification. Thus peering neighbors need not be RPKI-aware.
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3.3 Related Work

Several work revealed that a BGP router is sensitive to external events, which implicitly decrease
the performance of the local system. Instabilities of the network may increase CPU and memory
at routers significantly and thus may intensify the problem of reduced forwarding service [92].
Internet worms may challenge BGP routers as they introduce an avalanche of BGP updates
[151], [95]. Those cases make weak points on the BGP protocol and implementations visible.
They challenge the routing behaviour due to insufficient system performance. With the advent
of RPKI an additional system component is deployed on BGP peers, which introduces a new
vulnerability. This has not been studied so far. In this paper, we present new attacks that may
harm an RPKI-enabled router.

Secure inter-domain routing has been discussed since several decades in the research commu-
nity [31]. The recent deployment of the RPKI allows for real-world analysis of the mechanisms,
evolvement, and operational challenges. Up until now, there is no study of the deployed RPKI.
The Regional Internet Registries provide looking glasses to monitor the creation of ROAs [121]
and to request the validation outcome of prefix origination [122, 93] but an in-depth analysis
of the interplay between the RPKI and BGP is missing. It is worth noting that the looking
glasses are based on 6 hours dumps of external BGP data and thus does not provide real-time
validation but off-line testing. In this work, we conduct a long-term measurement of BGP
update verification against the RPKI. This explores the effects of enabling RPKI-based origin
verification from the operator perspective. After publishing our first results on the analysis of
invalid BGP updates [142], measurements including a larger time period have been presented
by other researchers in [78].

Support for the RPKI/RTR cache is available and already deployed [30]. The number of
RPKI/RTR clients, though, is limited [28]. Cisco and Juniper already implement RPKI-based
prefix origin validation in their (beta) firmware. The BGP–SRx framework [106] provides
RPKI security extensions for Quagga that do not comply with the current IETF specifications,
though, as the validation of BGP updates is delegated to a specific SRx server. Furthermore,
this software is not intended to be used in production systems. To the best of our knowledge,
rpki.net/rtr-origin [22] is the only open-source implementation of the RPKI/RTR router part
in addition to our library. However, rtr-origin was explicitly developed for debugging in Python
and not designed for real-time operations or router integration. In combination with rycnic [22],
rtr-origin can also be used as RPKI/RTR cache server.

In this work, we present the first full-fledged C implementation of the RPKI/RTR client
protocol along with a performance analysis of BGP prefix origin validation on commodity
hardware. Our implementation can operate on life BGP updates. It is suitable for extending
BGP daemons as well as for real-time monitoring purposes. Based on this we evaluate our
threat model for RPKI-based routers and contrast it with real world measurements.

35



Chapter 3 Quantifying New Security Mechanisms in the Current Internet Backbone

3.4 Threats on an RPKI/RTR-enabled Router

In this section we discuss threats and attack scenarios on an RPKI-enabled BGP router. From
a very essential perspective, an attacker may try to manipulate the AS-to-prefix mapping or to
increase basic load, which is introduced by the RTR protocol (i.e., data structure and protocol
operations). We start our analysis with more theoretical threats and continue with more likely
attacks.

3.4.1 Manipulating ROA Data

An attacker can try to inject malicious AS-prefix pairs, which is on global scale non-trivial.
The integrity of the data within the distributed RPKI is ensured by public key cryptogra-
phy. Trusted cache servers provide this data via an insecure or secure communication channel.
Although not recommended, an unprotected TCP connection is allowed by the RPKI/RTR
protocol due to the variety of heterogeneous vendor implementations. Those sessions might
be captured and used to deliver incorrect data to the router. Threat actions for TCP hijacks
are well-known. However, they are most likely not the appropriate option to attack the local
router. Basically, the corresponding threat models require IP spoofing, including recent work
on this topic [116], [117]. We assume that ISPs using unprotected TCP between cache and
router will carefully design this network configuration (e.g., activating access control lists, di-
rect interconnects). All other ISPs that are not constrained by plain TCP transport may use
SSH, TCP-AO etc., which do not allow to hijack TCP sessions.

In contrast to the injection of incorrect data on the way from the cache server to the router,
an attacker may change locally stored information at the router. This requires system access
by breaking passwords or taking advantage of system exploits, for example. Again, this attack
can be considered as very unlikely for two reasons. First, remote access to backbone routers
is typically subject to specific security conditions (e.g., out-of-band management). Second, if
an attacker gains control over the router, he is able to change more relevant configuration.
Overall, this threat action is not particularly related to the RPKI/RTR protocol but affects
the complete router system.

3.4.2 Denial of Service

Any operation of the prefix origin validation mechanism is related to the prefix validation table,
which stores trustable AS-to-prefix mappings at the router. Maintenance (add, delete, replace)
as well as lookup operations (find) need a traversal of the data structure. An attacker may
harm the BGP router by actions that cause an extraordinary load. We distinguish between
simple overload attacks and complexity attacks.
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Simple overload attacks

A worst-case action is a reloading of the complete ROA data. An attacker may reset the
TCP connection to the cache server [66] or overload the cache itself by a longer DDoS [132].
Both result in connection loss. In case of a backup cache server, the router will establish
a new connection and sends a reset query, which triggers the new cache to deliver all data
records. Note that this attack is effective also for protected TCP connections such as SSH. The
robustness of the system depends on the processing time to load a complete table.

This delay is also important in case of a reboot: A router can start verifying BGP updates
not before the data is included in the prefix validation table. Depending on the implementation
of the BGP daemon, this means that the router will pause processing BGP updates or start
propagating announcements without validation. The first stops the forwarding service for an
additional time period. The latter would allow an adversary to exploit the time gap by inject-
ing malicious prefixes. This is a serious problem in particular in an incremental deployment
environment, where neighboring peers do not perform prefix origin validation but rely on the
upstream.

In addition to an enforcement of a table reload, an attacker may produce a storm of BGP
updates. All of the updates need to be verified against the local data. This implicates a high
number of lookups. The robustness of the local system is coupled to an efficient lookup strategy.

Complexity attacks

A complexity attack [47], [24] aims at algorithmic operations that lead to worst-case perfor-
mance. A common example is the creation of collisions in a hash-based data structure. In
general for data structures, the idea is either to viciously adapt insert/delete/lookup requests
with respect to the stored data set, or to create malicious entries that result in bad performance
for the typical set of requests. Obviously, an adversary benefits from particular knowledge about
the data in use.

In our case, an attacker will (a) add dedicated ROAs to the RPKI or (b) initiate specific BGP
updates that harm the routers, or (c) both. Note that BGP data as well as ROAs are publicly
available provided by route monitors or looking glasses, and there are no read restrictions to
the RPKI repository. This information can be used to fine-tune the attack. We should also
note that a BGP peer can submit an arbitrary prefix update. This might lead to an invalid
BGP announcement but the update needs to be processed, though. In contrast to this, putting
ROAs successfully into the RPKI is restricted to the valid ownership of the prefix. Nevertheless,
the allocation of IP(v6) prefixes is not a challenge. Then, the owner of an IP prefix is allowed
to assign any AS number to this prefix. In the worst case, the attacker assigns all AS numbers
currently available in the global routing system.

We summarize our observations in Table 3.1.
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Objective Attack Chance Our Focus

Infiltrate incorrect AS-prefix
entry into prefix validation table

Hijack of cache-router session − 8

System intrusion − 8

Complete reload of prefix
validation table

Reset of cache-router session + 3

DDoS on cache server + 3

Long-term increase of CPU load
BGP update storm + 3

Malicious mixture of ROA data ∘ 3

Table 3.1: Overview of threats on an RPKI-enabled router (+ likely, ∘ neutral, − unlikely)

3.4.3 Attack Model

In the remainder of this paper, we assume the following attacker. The attacker tries to disturb
the forwarding service of the RPKI-enabled router and is able to (1) disconnect router and
cache server, (2) send a high amount of BGP updates, (3) add cryptographically valid ROAs
to the RPKI repository. The attacker is the legitimate owner of the prefix(es) he adds to the
RPKI.

3.5 RTRlib: A Library for RPKI Router Support

To extend routing by an RPKI-based prefix origin verification, the RPKI/RTR protocol needs
to be implemented on routers. We argue that a realistic but open implementation is necessary
to conduct an in-depth analysis of the vulnerability space. Closed implementations provided
by common router vendors do not allow for fine-grained system level access, which is required
to explore threat consequences.

In this section, we present the first full-fledged open-source implementation that is suitable for
testing purposes as well as production use. We assembled the required functions as an external
independent library, which simplifies code reuse. Existing BGP daemons can be extended by
simply integrating the library or parts of it. The same code base may also be used to build
tools for researchers or ISPs (e.g., to monitor the RPKI).

3.5.1 Design

Our implementation of the RPKI/RTR protocol follows the subsequent design goals:

Broad system integration The library shall run on different system environments and thus
minimize dependencies on specific operating system calls and third party tools.
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Figure 3.3: Software architecture of the RPKI client lib

We implement the library in C because several BGP daemons are written in C (e.g.,
BIRD, Quagga) or C++ (e.g., XORP). In contrast to C++, C-functions can be invoked
or adopted into other C/C++ programs without modifications. To facilitate the smooth
migration to a variety of operating systems, our library is based on POSIX interfaces.

Interoperability The implementation shall be able to exchange data with existing and up-
coming RTR cache servers.

The presented RPKI/RTR library implements the latest version of the protocol specifica-
tion. We performed interop tests with the RPKI/RTR cache servers available [30], which
helped to reveal errors on both sites.

Extensibility The library shall be easy to modify for supporting upcoming protocol changes
and extensions as well as specific user demands.

To support this requirement, the library consists of separate components with high co-
hesion and low coupling. Sufficient abstraction allows to exchange the modules with low
complexity.

Efficiency BGP routers are confronted with high BGP update rates and must currently store
more than 400,000 IP prefixes. With respect to memory and CPU consumptions, the
RPKI/RTR implementation shall be prepared to handle these data even though not all
prefixes are part of the RPKI at the moment. In addition, the implementation should
minimize the internal overhead.

We designed our library to scale very well with current and upcoming BGP data. It does
not require specific hardware, but runs on commodity devices and thus supports an easy
migration to RPKI origin validation without introducing costs.
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3.5.2 Architecture

Our implementation follows a flexible design. The software architecture includes different layers
to simplify the extension or an exchange of individual parts as shown in Figure 3.3. The lowest
layer of the architecture is built by the transport sockets. They allow for the implementation
of different transport channels that provide a common interface to exchange PDUs with the
cache (i.e., the RPKI/RTR server). The current version of the library supports unprotected
TCP and SSH.

On top of the transport layer, the RTR socket uses a transport socket for RTR-specific data
exchange with the RPKI/RTR server. The RTR socket implements the RPKI/RTR protocol,
i.e., fetches validation records and stores them in a prefix table data structure.

The prefix validation table stores validated prefix origin data. This abstract data structure
provides a common interface to add and delete entries as well as to verify a specific prefix. Its
implementation is crucial as the data structure stores all prefixes received from the cache servers
(i.e., low memory overhead required) and is responsible to perform prefix lookup for the BGP
updates (i.e., find validated IP prefixes very fast). Our library implements a Longest Prefix
First Search Tree (LPFST) [154], but can be extended to other data structures. In contrast to
common data structures for IP prefix lookup such as Tries or Patricia, the LPFST needs fewer
memory access and exhibits lower memory overhead [154].

Internally, the library uses two separate prefix validation tables, one for IPv4 records and one
for IPv6 records. This makes tree operations (insert, delete, find) more efficient as the height
per tree is lower in contrast to a combined IPv4/v6 tree. The appropriate prefix validation
table will be chosen according to the IP version.

On top of the modular architecture, the RTR connection manager maintains the connection
to multiple RTR servers. This includes failover mechanisms. It represents the main interface
for users of the library.

3.5.3 Performance Evaluation

In this section, we analyse the runtime performance and the scaling behaviour of our library
at a system level. We deploy our experiments on a dual-core AMD Opteron 280 (2.4 GHz),
equipped with 8 GB RAM. The underlying operating system is Linux Ubuntu with 2.6.32-33
kernel. Measurements and analysis of RPKI validation results from real-world data will follow
in Section 3.6.

We explicitly note that any comparison with other implementations of the RPKI/RTR router
part, which are currently available, would be unfair. The Python implementation rpki.net
was not designed for real-time purposes. This is in contrast to RTRlib. On the other hand,
professional router implementations that support RPKI such as Cisco or Juniper do not allow
for RPKI-specific system measurements; but our microbenchmarks require a very fine-grained
analysis.
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Figure 3.4: Memory consumption of the RPKI/RTR library

Memory Consumption

The memory consumption of the library mainly depends on the number of prefixes inserted
into the prefix validation table. Considering a 64 bit architecture with 8 bytes per pointer, a
single record within the prefix validation table consumes 78 bytes in our implementation of the
longest prefix first search tree. Padding bytes, which maybe be inserted by the compiler, are
omitted in this calculation. Note that a common BGP route entry requires between 100 and
200 bytes [52].

To measure the memory required on a real system, we added randomly generated prefixes to
the prefix validation table. Figure 3.4 displays the scaling behaviour for different table sizes.
The overall memory consumption scales linearly as expected. ROAs for all ≈ 400,000 active
IP prefixes included in current BGP routing tables would result in additional ≈ 30 MB of
RAM for an RPKI/RTR-enabled router. Cisco suggests to equip their devices with 512 MB of
RAM for storing a complete global BGP routing table [41]. Thus a full RPKI validation table
would lead to a 5% increase of RAM – a relatively small overhead. In particular, BGP services
implemented on commodity hardware, where several gigabytes of RAM are common, should
not suffer from RPKI requirements.
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CPU Consumption

The processing overhead of RPKI/RTR on the router is dominated by the complexity that
results from update and lookup operations on the data structure holding the valid ROA in-
formation. Update operations on the prefix validation table are triggered by new, modified,
or deleted ROAs, whereas lookups follow BGP updates. In general, it is reasonable to assume
that ROA changes occur on a significantly larger time scale than the frequency of BGP up-
dates. Our measurement study confirms this and shows that the CPU load correlates directly
with the BGP update rate (cf., Section 3.6.2). To further explore the scaling behaviour of our
RPKI/RTR router implementation, we thus focus on (a) the delay to load a new, complete
ROA data set and (b) the processing of BGP updates in dependence of available ROA data,
i.e., the evolving RPKI deployment state.
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Figure 3.5: Delay to load a bulk of ROA data into the BGP router for different mask lengths.
Standard deviation is included but negligible.

Load delay In the first step, we quantify the amount of time required to load a fresh ROA
data set to the router (i.e., creation of the prefix validation table). Importing the all valid
prefix-to-AS mappings is necessary after a reboot or changing cache servers. With the first
connection to the RPKI/RTR cache server, the complete set of valid ROA data must be (a)
transferred to the router and (b) added to the prefix tree. Performance of the first part depends
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on the network topology, which is reflected by the distance of router from cache server. The
second part is only related to the local system. To quantify this, our measurement node reads
a varying number of ROA prefixes from a file and inserts them into an empty prefix table.
In addition to the number of entries, we also vary the ROA parameters minimal and maximal
prefix length. Figure 3.5 shows the average processing overhead and the corresponding standard
deviation. Overall, a polynomial increase is visible with the number of entries, which does not
depend on the network mask. For 1 million entries, the operation consumes ≈ 4 seconds. Even
a very large set of data of about 10 million entries can be loaded in less than one minute. Note
that the time complexity is at least 𝑂(𝑛) independent of the data structure in use, where 𝑛

is the number of entries. Additional complexity arises due to the rebalancing of the tree to
increase further lookup speed. The performance is still moderate. Nevertheless, an attacker
may acquire a larger IP address space (e.g., a common IPv6 /48 range) and create dedicated
host entries (in our example the worst-case is 280 entries). We argue that a maintainer of the
RPKI repository should take this into account and implement accordingly ’intrusion’ prevention
approaches.

Validation complexity The RPKI deployment state is measured by the ratio of valid, or
invalid, versus not found IP prefixes. This holds for BGP routing entries but also with respect
to the performance overhead. For example, even a prefix that is not part of the RPKI requires
a lookup within the prefix validation table. In the worst case, the complete height of the prefix
tree must be traversed. In the following, we observe the CPU load for a varying mixture of
validation outcome. Note that as the effects on the CPU characterize the dependencies on
the RPKI deployment state, the analysis does not stress specific values but the overall scaling
behaviour. For this reason, we do not consider the CPU load but the amount of executed CPU
operations (i.e., ticks or jiffies).

The performance of tree data structures correlates with the tree shape, which is influenced
by the inserted data. For our measurements we could derive a future ROA prefix distribution
from the current Internet backbone routing table. However, the Internet itself is a continuously
evolving structure, which makes predictions quite hard [125]. In addition to our previous
argument we want to keep the measurement setup simple and robust. For discussions of the
CPU load based on a real ROA data set and live BGP streams we refer to Section 3.6.2.

In proceeding this way, we evaluate the CPU load by randomly generating 100,000 ROA
IPv4 prefixes with a fixed minimum and maximum /24-netmask. The AS number of the
authorized origin AS is randomly generated, as well. We consider ratios per validation state of
0%, 25%, 50%, 75%, and 100%. For each combination of all possible validation outcomes (e.g.,
25% valid, 50% invalid, and 25% not found), we create a total of 2,000 BGP prefixes that match
the required states. We emulate a very high BGP update rate of 2,000 verifications per second.
Each measurement is sampled with the same prefix data until it is converged. This required
approximately 10,000 runs. We average the results over all samples of the same settings.
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Figure 3.6: CPU overhead for varying validation outcomes

Figure 3.6 visualizes the CPU load for a varying ratio of invalid and not found prefix an-
nouncements. The number of valid announcements follows implicitly. The CPU load ranges
between 1.0% and 0.17% . It is worth noting that we measure on a very fine-grained scale.
A strong dependency on the validation mixture is clearly visible. In contrast to a not found
prefix, an invalid prefix update need to be searched completely. In addition, in case of multiple
ROAs per prefix all ROA data need to be checked. Overall, although the dependency on the
deployment state is visible, the CPU load does not threaten the system. Verifying this observa-
tion on different router platforms despite limited system measurement capabilities will be part
of our future work. In the subsequent section, we analyze the currently visible RPKI-based
prefix origin validation based on a life BGP stream.

3.6 RPKI in the Wild

3.6.1 Measurement Setup

In this section, we analyze the behaviour of an RPKI/RTR-enabled router based on real BGP
Updates. We seek insight into what an ISP experiences if operators enable RPKI/RTR at their
routers.

The measurement setup consists of three parts (cf., Figure 3.7): Receiving a real time BGP
Update stream, obtaining currently deployed and validated ROAs from an RTR cache server,
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Figure 3.7: Live measurement (January 2012) setup
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and verifying the origin ASes for prefixes included in the BGP Updates against the valid ROA
data set.

Our measurement node corresponds to a BGP router that runs RPKI/RTR on commodity
hardware, similar to our experiments (see Section 3.5.3). To receive live BGP data, we use
BGPmon [155, 102], which provides real-time BGP updates in XML format. BGPmon main-
tains nine direct peerings (e.g., SWISSCOM and Tiscali) as well as indirect peerings via three
collectors of the RouteViews project. The indirect peering includes routing updates from more
than 100 peers such as AOL, Hurricane Electric, and AT&T. Receiving full BGP Updates from
multiple peers grants two advantages: First, it helps us to see BGP Updates from multiple
vantage points within the Internet and thus to reduce the immanent problem of an incomplete
view [109]. Second, the amount of peering relations allows us to experience live BGP Update
rates similar to those seen at a larger ISP.

All information necessary for the prefix origin validation will be extracted from the BGP
update stream and passed on to a benchmark program. The benchmark program measures
the CPU load of the RPKI/RTR operations and logs the validation outcome of each prefix
announcement. For each update, we also record the IP prefix, mask length, and AS path,
as well as the validated ROA data if available. This will allow for a detailed analysis of the
verification decision in our subsequent evaluation. It is worth noting that ROA data do not
exist for prefix updates that will be evaluated as “not found”.

We use our library presented in Section 3.5 as implementation of the RPKI/RTR router part.
The benchmark program creates an RTR connection manager, which establishes connections
to two RPKI/RTR cache servers using plain TCP. We deploy rcynic+rtr-origin [22] as primary
cache server and the RIPE NCC RPKI Validator [122] as secondary (backup) cache server.
Each cache server considers the trust anchors AfriNIC, APNIC, ARIN, LACNIC, and RIPE
NCC. This setup reflects a typical deployment case.

For the following detailed evaluation, we selected two months, January and May. This choice
was made for two reasons. At first, we want to follow the evolutionary process and compare
characteristic phenomena. At second, these months account well for two extremes in the speed
of roll-out. While the deployment remains fairly stable in January, a rapid increase of ROAs is
visible in May (see Figure 3.1).

3.6.2 Evaluation

In total we received more than 420 million prefix updates in January and May, which corre-
sponds to ≈ 680,000 prefix updates on average per day.

Overhead on Routers

The CPU load corresponds to the number of prefix validations (i.e., the BGP update rate).
Figure 3.8(a) visualizes both measurements per minute for January 5, 2012. All other days
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show the same qualitative behaviour and we restricted the plot only for visibility reasons.
During the measurement period, we observed a maximum of 92,549 prefix announcements per
minute and a maximum CPU load of 0.41%. The average CPU load per day was 0.02% with a
standard deviation of 0.04%. To analyze the correlation between the time series in more detail,
we plot both measures depending on each other in Figure 3.8(b). A linear increase is clearly
visible, indicating that a low amount of BGP updates induces low CPU overhead, whereas CPU
overhead increases moderately with higher update rates.

Overall, the overhead that results from RPKI origin validation is negligible. To perform basic
BGP operations typical CPU processing load in a tier-1 network may range between 25% and
60% on older but specialized hardware [10]. Such relative load is not considered as a threat [10].
In contrast to basic BGP processes, origin validation is two orders of magnitude lower on recent
commodity hardware.

The results also nicely illustrate that our benchmark program works correctly. No peak devi-
ations between CPU load and update rate are visible, which could indicate abnormal behaviour.

Valid vs. Invalid Prefix Updates

Most of the announced IP prefixes are stable in the sense that they remain visible over a longer
period of time. They are advertised continuously. To prevent prefix hijacking, each RPKI-
enabled BGP router must process any single prefix advertisement (in our case 680,000 prefixes
on average per day) and verify the origin AS against the currently valid ROA data. However,
not all valid prefixes initiate a change in the Routing Information Base (RIB). In particular,
prefix updates that are already part of the RIB need not to be evaluated again if received in a
short period of time. Caching might be used to optimize access time, for example. From this
perspective we quantify the difference between the information a router sees in the updates and
the new information a router learns.

Figure 3.9(a) and Figure 3.9(b) show the total number of valid and invalid prefixes aggregated
per day for January and May, respectively. On average, the number of successful prefix origin
validations is larger than the invalid prefixes. There are, however, days where invalids prefix
announcements exceed valids. In contrast to January, the amount of valids increased and the
number of invalids decreased in May. This is due to an enhanced training of the ISPs by the
RIRs, who also notified explicitly owners of (supposedly) misconfigured ROAs.

It is worth noting that this quantity directly reflects the BGP update rate but does not
reveal the number of newly learned validation outcomes. A small set of the same invalids may
be announced quite frequently and thus outranges valid announcements.

To correct for effects of BGP update rates, we quantify the validation outcome of each
prefix only once per day for each distinct state. Practically, this means that multiple valid (or
invalid) announcements of each prefix will be counted as a single update independent of the
time they occur during the day. This allows us to single out what a router newly learns from
the RPKI perspective. Figures 3.9(c),(d) plot the results over the measurement period. With
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Figure 3.8: Characteristic CPU load for prefix validation and the number of received prefixes
for January 5, 2012
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the exception of January 21, the router experiences significantly more unique valid prefixes
than invalid announcements. January 21 illustrates a typical incident in which a single ROA
invalidates a large set of (customer) prefixes; this we explain in detail later in this chapter
analyzing the problem of customer legitimation based on the ATT case. This metric clearly
shows when the RPKI data set changes or new prefixes have been injected via BGP. Combining
the results of Figures 3.9(a),(b) and Figures 3.9(c),(d), it indicates that most validation storms
are due to a high frequency of BGP updates and not based on changes of the prefix/RPKI
data.

3.6.3 Invalid Prefix Originations in Detail

We inspect the unsuccessful verifications of prefix origins in more detail to understand the
reasons behind incorrect BGP updates. On the one hand, this may be of practical interest as it
helps to identify pitfalls that might happen during ROA configuration. On the other hand, it
is necessary to model RPKI ROA composition in a more precise way at least from the current
deployment state.

General Observations

A BGP prefix update covered by the RPKI may turn invalid due to two reasons: (a) no ROA
origin AS matches the BGP origin AS, (b) the BGP prefix update is more specific than attested
by the ROA (max length violation). It is worth noting that a max length violation can only be
meaningful for prefixes that have a correct origin AS within at least one matching ROA. If the
ROA origin does not match, one cannot conclude on an incorrect prefix length as this is then
ambiguous.

Figure 3.10(a) plots the ratio of both causes for all unified, invalid prefixes per day in Jan-
uary 2012. Except on January 21 between 80% and 90% of the invalid prefixes are due to an
incorrect origin AS. The spike on January 21 results from a de-aggregation failure, which we
explain in detail later in this section.

If all ROAs have been configured correctly, the validation outcome indicates a prefix hijack
because none of the authorised ASes originates the IP prefix. However, the analyzed state of
deployment of the RPKI infrastructure also includes incomplete configurations of the ROAs.
During our measurement in January, only the minority of the invalid prefixes result from a
more specific announcement.

In case of invalid origin ASes, further analysis reveals that in more than 90% the ROA origin
AS is only one hop away from the BGP origin AS.1 This is surprising and indicates misconfig-
uration of the ROAs as the legitimate origin AS would most likely not further distribute the
incorrect prefix origination instead of its own.

1Note that we resolve path prepending, i.e., we collapse subsequent AS hops with the same AS number.

50



3.6 RPKI in the Wild

2 4 6 8 1 0 1 2 1 4 1 6 1 8 2 0 2 2 2 4 2 6 2 8 3 0
0

2 0

4 0

6 0

8 0

1 0 0

 

 

Ra
tio

 of
 In

va
lid 

Pre
fix 

Va
lida

tio
n R

ea
so

ns
 [%

]

T i m e  [ D a y ]

O r i g i n  M i s m a t c h

R O A  M a x  L e n g t h  V i o l a t i o n

(a) January 2012

2 4 6 8 1 0 1 2 1 4 1 6 1 8 2 0 2 2 2 4 2 6 2 8 3 0
0

2 0

4 0

6 0

8 0

1 0 0

R O A  M a x  L e n g t h  V i o l a t i o n

O r i g i n  M i s m a t c h

Ra
tio

 of
 In

va
lid 

Pre
fix 

Va
lida

tio
n R

ea
so

ns
 [%

]

T i m e  [ D a y ]
(b) May 2012

Figure 3.10: Relative number of reasons for an invalid prefix origin verification per day

The following scenario illustrates a typical misconfiguration that may be the reason for the
observations described above: A large ISP owns a super-block (e.g., 8.0.0.0/8) and delegates
sub-prefixes to customers (e.g., 8.10.20.0/24 to 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝐴 and 8.100.200.0/24 to 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝐵).
Each customer announces his sub-prefix using his own AS and chooses the large ISP as upstream
provider (i.e., the ISP is only one hop away from the origin AS). If the ISP creates a ROA for
the super-block prior to the customers create corresponding ROAs, all BGP updates of the
customers will be interpreted as invalid. According to discussions with the RIRs and ISPs this
type of misconfiguration is the main reason for the previous observation of invalid updates with
a ROA origin on path. The incorrect ROA configurations were partly fixed over the time (cf.,
Figure 3.9), where origin mismatches in general were reduced to 57% on average for May as
shown in Figures 3.10(a) and 3.10(b).

Analyzing the origin mismatches in more detail, we also found that the amount of incidents
in which a ROA origin is one hop away from the BGP origin decreased on average from 90%
to 52%.

Another cause for an origin mismatch based on misconfiguration may occur in a large com-
pany that maintains multiple ASes [32] that are administrated by different departments (called
sibling ASes). If the departments do not coordinate the authorization of ASes in parallel, the
unauthorized ASes will lead to invalid BGP prefix updates. We found those cases as well. Note
that an automatic identification of siblings is intricate because only heuristics can be applied.
As siblings cannot be detected reliably, we omit further quantifications as this would introduce
additional error effects.

In the subsequent sections, we analyze invalid prefix announcements with respect to specific
incidents.
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(De-)Aggregation

On January 21, 2012 an unusually high amount of prefixes were announced incorrectly. A
detailed inspection reveals that 77% of the 9,917 unified invalid prefix announcements belong
to AS 12322 (ProXad). The invalidation occurs due to an incorrect max prefix length within
the ROA. ProXad owns several large IP blocks. They have corresponding ROAs with a small
max length (e.g., 78.192.0.0/10-10 or 82.224.0.0/11-12) and they usually announce each block as
aggregated prefix (e.g., 78.192.0.0/10). However, on January 21 for 30 minutes the aggregation
dissolved and most of the sub-prefixes were advertised with a network mask between /22 and
/24. Consequently, these BGP updates are more specific than allowed by the corresponding
ROAs max length.

There may be multiple reasons for such an incident that appeared not to be an origin prefix
hijack since the origin AS was still correctly announced as AS 12322 in the invalid updates. An
operator should always configure ROAs such that they cover the complete address space. The
ROA should reflect the most fine-grained prefix structure an operator is prepared to announce.
Setting the maximum length within the ROA properly helps to overcome issues caused by BGP
dynamics.

Missing Customer Legitimation

During the testing phase of our measurement setup, which did not span a continuous time
interval over several days and thus has been excluded in our previous discussions, we found
on December 13, 2011 that approximately 50% of the invalid prefix announcements concerned
a single (super-)block. Only one ROA was issued that covered the entire address space of
12.0.0.0/8:

ASN Prefix Maximum Trust
Length Anchor

7018 12.0.0.0/8 9 ARIN Test Lab

Only AS 7018 (ATT-Internet4) has been authorised to announce 12.0.0.0/8 and corresponding
sub-prefixes. However, more than 2,400 sub-prefixes seem to belong to different ASes. This
was not a problem since the ROA was part of a test trust anchor. However, it illustrates two
things: First, the RTR Server should select the right trust anchors, otherwise the router will be
fed with cryptographically valid but doubtful data. Second, any creator of a ROA must ensure
that legitimate sub-allocations have been authorised as well. Any ISP that delegates IP prefixes
to customers must ensure that customers have been authorised and started to announce their
prefixes before the ISP creates a ROA for the covering prefix. In this case, a ROA might also
be created for

ASN Prefix
27487 (FHLBNY-AS -FEDERAL HOME 12.0.19.0/24

LOAN BANK OF NY)
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Figure 3.11: ROA entries ranked according to invalid prefix updates (logarithmic details shown
in inserts)

The same should be applied when the sub-prefix will be announced by another AS of the
company, e.g.:

ASN Prefix
2386 (INS-AS - AT&T Data 12.1.216.0/24

Communications Services)

This measurement has been performed at December 13, 2011 while the RPKI data set was
still under development towards a complete, correct view. The AT&T case is just an example
and the operators continuously refine their data. In fact as reported by RIPE, AT&T has
removed the ROA for AS 7018 on December 21, 2011.

3.6.4 Lessons Learned

In our long-term measurement study that focuses on two characteristic month for the current
state of deployment, we found two main observations:

1. The additional load at routers by enabling RPKI is negligible. From this point of view
RPKI is ready to use.

2. The quality of the current ROA data needs further improvement. Fixing a few hundred
ROAs already helps to reduce the number of invalid prefix updates by several orders of
magnitude.

The CPU overhead introduced by RPKI follows mainly the BGP update rate. Even with a
wider deployment (i.e., additional prefixes) the RPKI will exhibit small footprint that is in the
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order of magnitude observed during our measurements. An increased number of IP prefixes in
the RPKI will lead to a higher prefix tree at routers requiring a longer traversing time within the
data structure. However, this data structure can efficiently be implemented and makes common
operations (add, delete, and lookup) insignificant. It is worth noting that the RPKI data will
be more stable in the far future and thus reduces interaction with the RTR cache server. On
the other hand, the overhead introduced by the validation of BGP updates is independent of
the ROA data set (valid versus invalid versus not found). Thus, the measured CPU load on
our commodity hardware will not change significantly in the future deployment state.

The current (low) degree of the ROA data quality is surprising and at the moment a severe
problem for enabling routing policies based on RPKI. To weight ROAs that are responsible for
invalids, we sort each covering ROA based on the number of incorrect prefix updates it triggers
(cf., Figure 3.11). In January and May 2012, most of the invalid announcements are distributed
over the majority of ROA entries and only ≈ 30% – 40% are related to the top five ROA entries
in each case. This not only illustrates that the validation outcome depends on a larger group
of ROAs but also that cleaning data is bound to multiple ISPs. However, aligning the top-ten
responsible ROAs with the currently announced BGP updates will substantially help to reduce
the number of invalid updates.

The reasons for misconfigurations range between little understanding of the ROA concept
(e.g., max length problem) and insufficient knowledge of the internal network structure (e.g.,
missing siblings). We thus highly emphasize two recommendations. First, operators need
in-depth training, which is provided by the RIRs and showed already beneficial impact; and
second, operators should perform an incremental deployment to overview the effects of ROAs,
starting with specific subsets (i.e., long netmask). From a practical point of view the latter
requires real-time monitoring and evaluation of BGP update validation to identify failures,
which we hope to contribute with both our RPKI/RTR implementation and the identification
of common pitfalls (see Figure 3.12).

3.7 Conclusion and Outlook

This chapter presented a first practical exploration of the Resource Public Key Infrastructure
(RPKI) recently released by the IETF. In an evolutionary approach, RPKI allows for au-
thenticating prefix-to-AS mappings in BGP route advertisements without altering the Internet
backbone routing.

We introduced a new threat model for routers that perform prefix origin validation. To ana-
lyze the vulnerability space under real conditions, we presented the first full-fledged RPKI/RTR
router implementation that is available for public download. Our thorough performance anal-
ysis revealed its readiness not only for research and monitoring, but also for production-type
services. Nevertheless, we also discussed that an RPKI BGP peer is open for (complexity)
attacks, which aim to degrade the system performance. Introducing a specific mixture of ROAs
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Figure 3.12: Illustrating potential RPKI/BGP misconfiguration

may lead to visible increase of system load. To our surprise the current RPKI deployment
needs to overcome completely different problems.

The second part of our work was dedicated to a long-term measurement and analysis of
real-world Route Origin Authorization (ROA) management and the validation of prefixes in
real-time BGP streams. This is important to contrast our threat analysis with the current de-
ployment. While monitoring an emerging deployment of operators, we could identify a number
of pitfalls and common misconfigurations that bear the potential to hinder a successful rollout
of RPKI. So far explicit attacks on the RPKI are not visible. However, we believe that the
amount of attacks will most likely change with an increased number of ROAs and RPKI-enabled
routers.

Currently we work on establishing an online monitoring service that displays the status of
RPKI prefix validation in near real-time. It is our hope that these tools will aid the community
in planning, testing, and improving the deployment of RPKI ROAs for the benefit of a future
Internet backbone of enhanced security and reliability. Furthermore, based on the insights
presented in this chapter it is doable to proceed with a more coarse-grained analysis of closed
routers. We will look on this in the future, as well.
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Chapter 4

Analysing Effects of Content Delivery
Infrastructure on Network Security

4.1 Introduction

Websites often disappear, when prefix hijacking (or BGP misconfiguration) occur [26, 136, 163].
In the worst case, traffic hijacking will be used to implement forged SSL certificates. For
example, consider a trusted certificate authority (CA) that cooperates with the attacker, and
that this CA creates a certificate to bind the attacker’s public key with the victim’s domain
name, then the attacker can successfully impersonate the victim’s web server as soon as traffic
has been redirected. At Black Hat conference 2015 another example was introduced. By using
prefix hijacking the attacker intercepts traffic between the CA and the victim to gain a valid
certificate for the victim’s domain [61]. Even though such incidents have not been clearly
documented [76] and the SSL vulnerability can be mitigated by DANE [72], it does not solve
BGP vulnerability, which reduces service availability of the Web ecosystem—this has been
experienced multiple times.

The relevance of websites in social and business critical operations challenges a comprehen-
sive security provisioning. In particular, the network operators of popular sites should be given
protective mechanisms at hand. The Resource Public Key Infrastructure (RPKI) is a new
framework that enables BGP routers to perform prefix origin validation, and when active pre-
vents incidents such as the YouTube hijack. On the same time, the web is a complex ecosystem
with multiple players. The content owner has only limited influence on the delivery infras-
tructure. This is foremost valid for popular sites as their deployment is usually outsourced to
CDNs, which distribute content into many autonomous systems. We know from IPv6 deploy-
ment that such companies are slower adaptors of new Internet technologies than smaller ISPs
or webhosters. In our case, this leads to less protected popular content but better protected
unpopular content.

In this chapter, we conduct a first quantitative analysis of the deployment of securing web
servers by RPKI. We map the IP addresses of 1M Alexa domains to IP prefixes and evaluate if
these prefixes are part of the RPKI infrastructure. Our findings can be summarized as follows:
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1. Less popular websites are commonly better secured than websites with many visitors.

2. CDNs tend to ignore RPKI, whereas ISPs and webhosters started RPKI deployment. For
the 199 ASes of popular CDNs we only discovered four entries in the RPKI.

3. Content from CDNs that is not placed in CDN networks but in third party networks
benefits from these earlier adopters.

4. CDN deployment policies are the likely cause for a reduced security level at prominent
websites.

Furthermore, we present a software extension which performs prefix origin validation in the
web browser of end users. The browser extension shows the RPKI validation outcome of the
web server infrastructure for the requested web domain. It follows the common plug-in concepts
and does not require special modifications of the browser software. It operates on live data and
helps end users as well as operators to gain better insight into the Internet security landscape.

The remainder of this chapter is structured as follows. Section 4.3 surveys related work.
Section 4.2 details the problem space and our measurement methodology. Section 4.5 presents
our findings. Section 4.7 introduces our web browser extension. Section 4.8 concludes with an
outlook.

4.2 Background

Why the Web Ecosystem Challenges Network Security Measurements

The web ecosystem basically consists of the following components. The end user requests a
web page from the content infrastructure, which is delivered via the underlying network. The
web page belongs to a specific domain name (e.g., www.google.com). To successfully reach
the content infrastructure two steps are necessary: (a) a valid mapping of the domain name to
a host address and (b) the correct routing of the host’s prefix within the BGP. DNSSEC [7]
ensures valid name to address mapping. This paper focuses on the routing layer.

In the simplest case, a web page is hosted on a single web server situated in a single au-
tonomous system. The prefix owner then needs to create a single RPKI entry for the prefix-AS
pair, which hosts the domain. However, highly popular content (i.e., web pages with many vis-
itors) is often distributed among several web servers to increase availability and performance.
With the advent of Content Delivery Networks (CDN), these web servers are not only reach-
able via different IP prefixes but also placed in different ASes. To fully secure the web server
infrastructure of the domain, all prefix-AS pairs need to be included into the RPKI. It is worth
noting that content provided by CDNs is not necessarily located in the AS of the CDN, in
which case the CDN has no control over the authorization of this AS. We will show that end
users benefit from diverse deployment, since CDNs—in contrast to larger ISPs—do not protect
their IP prefixes so far.
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Figure 4.1: Example of accessing CDN-content

In addition to asking where content is located in the network, the question about relevance
is of concern. The Alexa list [17] ranks websites according to their popularity in terms of
estimated visitors. Unfortunately, Alexa aggregates all sub-domain names to the second level.
maps.google.com for example is merged into google.com. In this example, the two domains
obviously offer different content and it may be reasonable to assume a distinct hosting.

On the contrary, it is also common to use different domain names for the same content, most
prominently adding the prefix www to the second level domain name. Usually, one of the names
redirects to the other. The redirection is not necessarily based on DNS canonical names, but
also on HTTP redirects [55]. In such cases, the initial HTTP GET request on a w/o www
domain may point to a different infrastructure, even though the content is finally provisioned
by the same servers that host the www domain (or vice versa).1 Our analysis focuses on
RPKI protection and thus needs to consider the first contact point where misconfiguration
may become effective. The distinction between www and w/o www domain may be of lesser
importance for measurements that only care about actual content location [12].

We summarize our discussion with a concrete example of the complexity of the current web
ecosystem and its implications for RPKI measurements (cf., Figure 4.1). When a web client
requests http://audi.com from a host at Berlin IXP, the domain is resolved to 143.164.100.
143. The corresponding IP prefix is originated by AS 12331 (Audi). The web server sends
an HTTP redirect to 62.156.238.22, which is operated by AS 3320 (DTAG). In contrast,
resolving www.audi.com directly leads to 62.156.238.22 via several canonical DNS names.
The web server behind 62.156.238.22 is operated by Akamai. From a deployment perspective
this illustrates that a CDN has only limited influence in achieving full RPKI protection for a
domain name. From a methodology perspective it clarifies that both domain names should be
analyzed.

1Throughout this paper, we will use the term “w/o www domain” when we refer to a <domain> instead of
www.<domain>.
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4.3 Related Work

The deployment of RPKI started in 2011. Several looking glasses and tools exist [93, 139, 107,
87, 141, 120] to inspect the current state of deployment or to do experiments, but up until now
only few publications studied the current state of deployment in detail. [142] and [78] analyzes
the RPKI validation outcome of entire BGP tables trying to better understand invalid BGP
announcements. [45] discusses the risk when RPKI authorities misbehave, and [65] explores the
general limitations of current secure inter-domain routing protocols. Nevertheless, large ISPs
such as Deutsche Telekom and ATT added their IP prefixes to the RPKI, which motivates the
relevance of this new protocol framework. The motivation to adapt new Internet protocols is
analyzed in [118], with a special focus on secure inter-domain routing in [37, 64]. Our work
complements these insights by clarifying that CDN-content benefits from early RPKI-adoption
in large ISP networks.

Several measurement studies discovered the content distribution space (e.g., [133, 75, 137,
12]). We emphasize that the aim of this paper is not to reveal the hosting infrastructure
completely but to present a trend analyse of RPKI adoption in the wild and its interplay with
the web ecosystem by applying a very basic methodology.

4.4 Methodology

In this chapter, we want to analyze the deployment of RPKI protection for the web server
infrastructure of popular web sites. Our measurement study proceeds in four steps: (1) selection
of websites, (2) mapping domain names to IP addresses, (3) mapping these IP addresses to IP
prefixes routed in the Internet and their origin ASes, (4) validating the BGP information against
RPKI. We now describe our methodology, which is meant to be simple and widely reproducible,
in detail.

4.4.1 Selecting Domain Names

Domain names in our measurement are taken from the Alexa list, which encompasses 1M entries.
Alexa domain names are commonly applied in measurement studies (e.g., [12, 124, 99, 33]), as
there is no global directory or other striking alternatives. Using them eases reproducibility. In
addition, the Alexa list provides indications of the domain popularity.

4.4.2 Mapping Domains to IP Addresses

The distributed nature of DNS may lead to answers that vary between locations. Requesting
the address record of the same domain name from different resolvers may return different IP
addresses. This has become even more prevalent in the context of web hosting, where CDNs
introduce location-specific DNS replies. We restrict our analysis to data from public DNS servers
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Figure 4.2: Comparison of IP deployment for www and w/o www domain names

like GoogleDNS as they allow for timely and continuous as well as distributed measurements.
We decided against launching a data collection campaign or using multiple open recursive DNS
servers to request the same name from different vantage points for the following reasons.

First, data collection campaigns are based on volunteers. Resolving two million names is
a time-consuming task, which conflicts with time resources participants are usually willing
to spend. Establishing a measurement ecosystem such as SETI@home [20], DIMES [131], or
BISmark [138] is beyond the scope of this thesis.

Second, most of the Open Recursive DNS servers (ORDNS) are very instable and do not
provide reliable answers, because the majority of the entries refer to CPE devices such as home
gateways or printers [128]. Our tests showed that the same set of hosts can work well for a
short time, but go off-line or return errors a few days later. Based on this unreliable behavior,
we exclude ORDNS lists as they do not allow to reasonably reproduce our measurements. In
contrast, DNS Looking Glasses and the Google DNS as well as Open DNS are free and stable
global DNS resolution services operated for the public. In Section 4.5, we show that our RPKI
results remain independent of the DNS server selection. Analyzing the effects of many vantage
points will be part of our future work.

We collect all A, AAAA, and CNAME records for the Alexa domain names [17], including the
names appended with the prefix www. We exclude all invalid DNS answers, i.e., all special-
purpose IPv4 and IPv6 addresses reserved by the IANA.

To briefly analyze the overlap between www and w/o www domains, we quantify the amount
of equal prefixes per domain. Figure 4.2 shows that for the first 100k domains more than 76%
of the IP prefixes equal for both names, for the remaining domains more than 94% of the names
refer to the same prefix. To accelerate continuous DNS measurements, it is sufficient to resolve
only one type of name.
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Figure 4.3: Toolchain overview

4.4.3 Mapping IP Addresses to Prefixes and ASNs

We combine dumps of the active tables of the RIPE RIS route servers. For each IP address
of a domain name, we extract all covering prefixes and derive the origin AS from the AS path
(i.e., the right most ASN in the AS path). Note that entries with an AS_SET are excluded
from our study as this leads to an ambiguity of the attribute, why the function is deprecated
with the deployment of RPKI [90].

(4) RPKI Validation

For the validation of the BGP data, we follow the necessary steps to perform origin validation
at BGP routers. ROA data of all trust anchors (APNIC, AfriNIC, ARIN, LACNIC, and RIPE)
are downloaded and validated. Only cryptographically correct ROAs are further used to check
the IP prefixes obtained from the BGP table dumps.

To summarize (cf., Figure 4.3), for each domain name in the Alexa list that can be resolved
from our DNS vantage point, we create a list of IP prefixes and origin ASes visible within RIPE
RIS and assign an RPKI validation state based on the currently deployed set of ROAs. We will
make the data publicly available as there are no reasons for privacy or ethical concerns.

Our approach does not measure the protection of embedded web content (e.g., photos that
are located under a different domain compared to the landing page). Security incidents in the
past [26, 163, 136] showed that routing failures usually affect complete web pages instead of
content pieces, which justifies our current focus.

4.5 Results

After resolving 1M Alexa domains from a host in Berlin via GoogleDNS and excluding 0.07%
incorrect DNS answers, we gathered 1,167,086 IP addresses for the www domains and 1,154,170
IP addresses for the w/o www domains. These addresses are mapped to 1,369,030 and 1,334,957
different prefix-AS pairs respectively. 0.01% of the IP addresses are not reachable from our BGP
vantage points.

We repeated the DNS measurements over several weeks and also resolved the domain names
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Figure 4.4: RPKI validation outcome for the Alexa domains (valid = the origin AS is allowed to
announce the prefix, invalid = the origin AS is not allowed to announce the prefix,
and not found = the announced prefix is not covered by the RPKI)

via Open DNS and us01 of the DNS Looking Glass [57]. For these two different DNS resolvers
we found very similar results compared to GoogleDNS.

In the following subsections, we first present the core RPKI validation outcome, and second
work out reasons for the observed deployment state. For better visibility, we do not present
results per domain but apply a binning of 10k domains in all graphs. As a domain name
may refer to multiple IP addresses, which belong to different IP prefixes and ASes, several
RPKI states may exist per domain. To represent heterogeneous RPKI deployment, we assign
corresponding probabilities to domain names (e.g., 3/5 RPKI coverage of foo.bar).

4.5.1 Basic RPKI Insights: Infrastructure of less popular sites is more
secured

On average, 6% of the web server prefixes are covered by the RPKI (either correctly or incor-
rectly announced in the BGP) and 94% are not secured (cf., Figure 4.4(a)). Roughly 0.09% of
the prefixes are invalid according to the RPKI prefix origin validation. This observation is in
qualitative agreement with the general RPKI deployment. Note that the current invalid BGP
announcements do not necessarily indicate hijacking but rather misconfiguration [142]. The
amount of invalids is evenly distributed among all web domains.

Looking into RPKI protection in more detail shows that the portion of RPKI coverage cor-
relates with the popularity of websites Figure (4.4(b)). Domains with a low rank (i.e., popular
sites) are less likely secured than domains with a high rank. Among the first 100k domains (e.g.,
google.com), for only ≈4.0% of the web server prefixes an origin validation can be performed.
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In contrast, for the last 100k domains ≈5.5% are secured. We admit that the absolute num-
bers are small, but a clear trend is visible and may reflect the deployment strategy of different
stakeholders, which we now try to clarify.

4.5.2 CDN-Content benefits from security by third party ISPs

Popular websites are mainly hosted by CDNs such as Akamai, whereas less prominent sites
are placed on web servers from a common webhosting service, or on self-maintained servers
connected via some third party ISPs such as DTAG or Sprint. Following this, we conjecture that
CDNs are more hesitant in deploying RPKI for their IP prefixes. To study this interrelation,
we inspect the RPKI repository and search for attestation objects that belong to the ASes
of well-known CDNs (i.e., Akamai, Amazon, Cdnetworks, Chinacache, Chinanet, Cloudflare,
Cotendo, Edgecast, Highwinds, Instart, Internap, Limelight, Mirrorimage, Netdna, Simplecdn,
and Yottaa). If we do not find ROAs including the ASes of the CDNs, the CDNs do not
support the RPKI security mechanism. It is worth noting that the results of this approach do
not depend on DNS measurements and thus do not include a bias which might result from our
DNS measurement point.

This approach does not consider the case where CDNs own provider independent (PI) address
space, which is assigned to ASes of third party ISPs. However, to the best of our knowledge
this kind of deployment is not implemented.

For the 199 ASes of the considered CDNs, we only found four entries in the RPKI. These four
prefixes are owned by Internap and tied to three origin ASes. Considering the large number of
CDN operators, as well as Internap operating at least 41 ASes, this is a very low coverage. On
the one hand, we conclude that CDNs tend to not actively participate in the creation of RPKI
attestation objects, which is in contrast to webhosters or common ISPs. On the other hand,
the results do not show that all CDN-content is only accessible via unprotected prefixes.

CDN content is not exclusively located within CDN network infrastructure, but also placed in
third party ISP networks, and thus inherits RPKI deployment there. To quantify this collateral
effect, we conduct a very basic classification of CDN domains. Often CDNs use CNAME chains
(Canonical Names) to direct DNS requests to their internal end points. We say a domain is
served by a CDN, if the IP address of its domain name is indirectly accessed via two or more
CNAMEs (e.g., www.huffingtonpost.com → www.huffingtonpost.com.\edgesuite.net →
a495.g.akamai.net → 212.201.100.136). We question this rough heuristic by comparing its
results with an independent classification provided by HTTPArchive. HTTPArchive classifies
the first 300k Alexa domains based on DNS pattern matching of CNAMEs, which is distinct
from our test of DNS indirections. Furthermore, the HTTPArchive monitoring agent is located
in Redwood City, CA, USA, and thus a geographically separated vantage point.

Figure 4.5 compares the distributions of CDN-hosted web domains as determined by our
classification approach and HTTPArchive. The two almost identically shaped curves clearly
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Figure 4.5: Popularity of CDNs—comparison of CDN detection heuristics for 1M Alexa domains

indicate that popular websites are more likely to be served by CDNs. Quantitatively, our
approach indicates fewer CDNs than HTTPArchive. This is not surprising, since there is
CDN deployment without CNAME chains. However, a conservative (under)-estimate of CDN
domains sharpens our view on the RPKI-protection of CDN domains: (Over-)enlarging the set
of CDN domains will mix deployment cases and diffuse the overall picture.

4.5.3 CDNs likely to cause reduced security of the popular Web

We now focus our analysis on the relation between RPKI-enabled and CDN-served content.
We want to examine our earlier conjecture that hesitant deployment at CDNs is the dominant
reason for the observed trend that popular sites are less protected. Figure 4.6 depicts the
distribution of RPKI-enabled content under the condition that it is CDN-served. In contrast
to the Alexa domains at large, RPKI deployment is fairly independent of the rank for CDNs.
Results fluctuate around an average of ≈ 9 %�. This is almost an order of magnitude lower
than the overall RPKI deployment rate, which is plotted for comparison.

Combining the line of arguments, we could show that (a) CDN deployment is strongly en-
hanced for popular domains, but (b) RPKI deployment on CDN content is low—independent
of its popularity. As a result, a high density of CDN sites reduces the RPKI-enabled portion of
domains. This holds for those ranks of the Alexa list where CDNs are more common: the low
ranks of high popularity. Our argumentation is roughly reflected in numbers. The presence of
CDNs is enhanced by about 2 % at the lower Alexa ranks, where RPKI deployment is reduced
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Figure 4.6: RPKI deployment statistics on CDNs and for the unconditioned Web

by about the same 2 %. In summary, we take this as a strong support of our hypothesis that
the observable degradation of routing security for popular websites is caused by the resistance
of CDN operators to adopt RPKI.

4.6 Reasons for Reduced Deployment

The need for RPKI must be more critically communicated to web providers—particularly large
CDNs that serve disproportionate amounts of web traffic. This is largely a process of min-
imising barriers (e.g., cost), alongside offering incentives. During our study, we have spoken to
many network operators to gauge their opinion of RPKI. We have found several reasons why
operators have not deployed it. Often this relates to a lack of perceived need, combined with
insufficient manpower and expertise in the area. This is common across many technologies.
More interestingly, we also have discovered RPKI-specific factors that dissuade adoption.

RPKI is a proactive security solution that implements a positive attestation model. As such,
RPKI exposes information that organisations may be wary of revealing. Most worrying to some
is the potential of revealing their business relations. In RPKI, prefix owners must proactively
create ROAs before any attack occurs. As soon as at least one ROA for an IP prefix exists, all
valid origin ASes for this IP prefix need to be assigned in the RPKI before route updates are
processed (otherwise a BGP update including the prefix and missing ASes becomes invalid).
Although a prefix owner can assign any AS without asking for approval, it is very likely that
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the ROA information indicates a business relation between prefix owner and authorized origin
AS. This might be a serious concern, from our discussions with several operators.

To illustrate a business policy conflict, imagine that two large CDNs serve secretly as backups
for each other. As changes within the DNS are slow, they could quickly redirect traffic using
BGP. Similarly, smaller CDNs that rely on third party networks (e.g., using Verisign for external
DoS mitigation) may see such information as damaging to their reputation. Despite this, in
both cases, RPKI would publicly reveal these setups.

It is worth noting that RPKI data differs from public routing data such as BGP collectors
or looking glasses. Those sources also provide insights into peering relations but only after the
event has occurred. Furthermore, the data analysis follows an exploratory approach because
not all vantage points report the same. In contrast to this, the RPKI represents a catalog which
does not only allow for easy browsing but also documents information in advance. In case of
a very unlikely or never occurring event (e.g., a backup incident), the RPKI exposes more
information. We therefore argue for changes to RPKI that address these business concerns.
Whereas privacy-aware protocols are rife in other fields (e.g., application layer), they have
always been seen as less important in the routing layer. The above observations undermine
this assumption. Arguably, not recognising this issue could be extremely damaging to RPKI
deployment.

4.7 RPKI Validation in Web Browsers

4.7.1 Design

The design of our solution is driven by real-time analysis and flexibility. To verify the BGP
prefix of the web server a URL resolves to, basically the following steps are necessary: (a) DNS
resolution of the web domain, (b) mapping of the IP address to prefix and origin AS visible in
BGP, (c) comparison of the prefix/origin AS with ROA data. It is worth noting that the DNS
resolution as well as the BGP data depend on the location of the client. However, in contrast
to the name to address mapping in the DNS, there is no standard mechanism to request the
prefix/AS pair for an IP address with respect to the customer’s ISP routing table.

There are two options to implement origin validation in web browsers: (a) the browser
extension implements the full router part (i.e., receives valid ROAs from cache server and
performs origin validation of BGP data), (b) the extension resolves only the IP address of the
web domain and a remote back-end performs the origin validation. We decide for the latter
as this allows for easy applicability in most browser platforms, which usually provide add-on
concepts based on JavaScript. Back-end and front-end communicate via HTTP as this is native
in browsers and does not conflict with most firewall settings.
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Figure 4.7: System architecture

4.7.2 Implementation

Back-end

Using the Team Cymru community service [5], the back-end resolves the IP prefix of the web
server IP address and the corresponding origin AS. We admit that the result does not necessarily
comply with the BGP entry of the client’s upstream but the vantage points of Team Cymru
provide a good coverage.

To fetch ROAs and to validate the BGP information, we deploy the RTRlib [141], an open
source implementation of the RPKI/RTR router part. This C library is very efficient with
respect to memory and processing resources. Per default, the implementation establishes RTR
sessions to two cache servers for fallback reasons. However, end users can configure their own
end point for a cache server in the browser extension, and multiple instances of the RTRlib will
be started.

Front-end

The browser extension is implemented as dynamic add-on for Mozilla Firefox and Chrome.
Other browsers can be easily supported as the browser extension only needs to support the
web interface to the back-end. The source code is available on Github2. The extension visu-
alizes three states: green (the web server prefix is valid in the BGP), orange (the prefix was
not found in the RPKI), and red (the prefix is invalid, the website might be suspicious), see
Fig. 4.8. Advanced users can request information about the autonomous system/the IP prefix
and configure the host address and port of the RPKI cache server, which will be used by the
back-end.

2https://github.com/rtrlib
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Figure 4.8: RPKI validation in Mozilla Firefox for the requested websites with different valida-
tion outcome

Future work

Our current solution checks the BGP data for the web server infrastructure of the landing page.
Many web pages include embedded content linked via different domains. Analyzing the HTML
content fast and combine the different results to a complete picture for the whole web page will
be part of our future work.

4.8 Conclusion and Outlook

In this chapter, we analyzed the RPKI-protection of websites. We resolved 1M domain names
from the Alexa ranking (including names appended with the www prefix), mapped the IP ad-
dresses to IP prefixes and origin ASes visible in the global BGP routing table, and validate
each prefix-AS pair against the currently deployed RPKI data.

We found that RPKI security deployment is significantly degraded for the more popular
websites, which led us to applying a new, initial methodology for discovering its reasons.

Our findings revealed that CDN hosters are the likely cause for this operational bias. Their
enhanced provenience at prominent web domains on the one hand, and their obvious reluctance
towards RPKI deployment on the other hand strongly indicate that prominent websites would
be better protected against routing attacks without CDNs.

In future work, we will aim to explore why CDNs implement this operational behavior. We
will compare RPKI deployment with the adoption of other core protocols such as DNSSEC.
Furthermore, we will look in more detail if provider independent address space is actually not
used by CDNs in the web ecosystem.
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Chapter 5

Disclosing Internet Attacks on Mobile
Devices

5.1 Introduction

Scanning Internet hosts to initiate a denial of service, to find an exploit, or to discover an
unsecured remote access is typically the first step of an attack towards Internet devices. In
former times those attacks have been reserved to traditional server systems [18]. Today, not
only desktops but also mobile devices (e.g., smartphones) offer intentionally external services.

Mobile phones are particularly threatened by attacks. They are almost always connected
with the Internet. Their limited resources do not allow the application of commonly used
security mechanisms. In addition, many end users disable security barriers, which have been
introduced by vendors, when they root or jailbreak their mobile [112]. From this perspective it
is reasonably to assume that attackers specifically target on mobile devices.

Antivirus companies focus on identifying malware. A plethora of research discussed network-
based vulnerability of mobiles and proposed solutions (e.g., [69]), but up until now unsolicited
remote accesses to mobiles have not been studied in detail. In this chapter, we argue that a
measurement infrastructure is required which aims to quantify and to analyse the amount of
remote attacks on mobiles.

A common technique to study attack behavior is the deployment of honeypot. A honeypot
is a trap for collecting data from unauthorized system access—in this analysis via IP—initiated
by remote parties. However, the term “mobile honeypot” is not well-defined and there is only
very limited work on the design of a measurement system that allows for both, the analysis of
the mobile as well as non-mobile world.

In this chapter we make the following core contributions:

1. We introduce the detailed design and implementation concepts of a mobile honeypot. The
principles of the system have been developed independently by two groups, the Deutsche
Telekom and us. Unknowingly that both groups worked on the same topic we made the
same design choices, and started collaboration later. The honeypot has been running for
approximately 1.5 years and is part of the early warning system of one of the largest ISPs
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in Europe. The honeypot system abstracts from unnecessary mobile aspects, which allows
us to deploy the same software base on standard PCs that are connected to different types
of Internet access.

2. We report on preliminary measurement results. This includes a summary of our current
observations of attack behaviour on smartphones, as well as a statistical analysis of un-
solicited traffic [164]. The traffic measurement presents data from November 2012, which
we compare with common wired Internet access and with our results from January 2012
[148]. Surprisingly, we do not find a significant amount of attacks specific to mobiles,
which indicates that adversaries operate almost independently of the actually captured
host.

The vulnerability of smartphones is based on multiple aspects. This chapter concentrates
on remote attacks via the Internet. One might argue that a mobile operator usually do not
assign public IP addresses to mobiles and that NAT techniques protect the systems against
malicious access. We think the mobile environment needs an early and continuous analysis
as well as appropriate tools. There are operators providing public IP addresses. With an
increased deployment of IPv6 more public IP addresses will be assigned to end users as several
application scenarios requiring direct access without NAT traversal. Note that the attackers
then might alter their strategies but our system will still provide the necessary data to explore
this transition.

The remainder of this chapter is structured as follows. In Section 5.2 we introduce background
and discuss related work in the context of mobile honeypots. We present the design space,
implementation, and deployment aspects of the mobile honeypot system in Section 5.3. Our
measurement study is discussed in Section 5.4. We conclude with an outlook in Section 5.5.

5.2 Background and Related Work

5.2.1 Trapping Attackers with a Honeypot

In contrast to other security measures that ultimately try to keep the attacker out of the system,
honeypots are meant to be compromised. Their value lies in luring the attacker into entering
a system and collecting information on how this is done.

A honeypot is typically classified as low interaction or high interaction honeypot and client or
server honeypot. A low interaction honeypot primarily collects information about the attacker
and detects known attacks. The limited level of interaction between attacker and target is
achieved by not providing fully functional services but only emulations thereof with known
exploits. On the other hand, a high interaction honeypot provides a fully functional system.
They are used to reveal current and new attacks that do not have to be catered for when setting
up the honeypot. Since the high-interaction honeypot is a fully functional system, it has to
be closely monitored for successful attacks to prevent the attacker from using the honeypot to
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target other systems on the network. Server honeypots provide vulnerable services to malicious
clients. Their focus is in protocol and service specific vulnerabilities. A server honeypot does
not offer any legitimate services, any connection by a client can be treated as an attack. Client
honeypots take the role of a vulnerable client trying to find malicious servers.

5.2.2 Wireless versus Mobile Honeypots

Physical and virtual honeypots [115] have been studied in detail, however, there is only little
work in the field of mobile-related honeypots. Mobile honeypots have to be distinguished from
wireless honeypots [134], [15], which focus on the attacks on the wireless technology. The term
mobile honeypot is used here referring to honeypots that focus on attacks on mobile devices.1

They can either be mobile themselves in running on the mobile device in which case they
would usually be low interaction honeypots used for deception and detection of known attacks.
This also greatly reduces the possibility of the device itself being compromised. On the other
hand they can be dedicated devices up to high interaction solutions set up to expose unknown
attacks. Mobile honeypots in the sense of honeypots focussing on mobile devices are for example
developed by the Chinese Chapter of the Honeynet Project [73]. They are using prototype
deployments of honeypots for Bluetooth, WiFi, and MMS. TJ OConnor and Ben Sangster
built honeyM [108], a framework for virtualized mobile device client honeypots, which emulates
in particular wireless technologies. Mulliner et al. [105] propose HoneyDroid, a specific mobile
honeypot that exclusively runs on smartphones. We argue that those approaches complicate
the measurement across different types of systems. In addition, they are only required if the
hardware characteristics are relevant for the study.

Honeypots have been deployed as an important tool to identify attacks, not only in research
but also in commercial products. Unfortunately, commercial honeypot installations are usually
private without sharing data publicly. We are aware of the UMTS honeypot of the Deutsche
Telekom, a large operator, which we collaborate with.

5.3 Mobile Honeypot System

Our primary goal is the design of a measurement system that captures traffic characteristics of
malicious behaviour on mobile devices and allows for comparison with non-mobile environments.
In addition to these statistical observations, we are interested in the more detailed procedure
of potential attackers (e.g., which software do they infiltrate). A common technique is the
application of a honeypot. In this section, we discuss appropriate levels of abstraction to cover
the mobile environment without losing comparability with non-mobile setups. The mobile

1Note that the term “mobile honeypot” is also used to describe other scenarios. Balachander Krishnamurthy
[89] uses it to describe prefixes of darknet address space that (1) are advertised to upstream ASes, making
the information mobile, and (2) change aperiodically, moving the darknet in the address space.
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honeypot has been designed and implemented coincidently by two different groups. Both groups
approached completely independently at the same conclusion.

5.3.1 Attacker Model

In this paper, we concentrate on a system that analyzes malicious access via the Internet on
smartphones. We argue for a typical attacker model. The attacker tries to compromise the
smartphone via unsolicited remote connections [69], or captures the mobile using malware and
initiates further denial of service attacks to other mobiles or non-mobile hosts [140], [54]. In
any case, such remote attacks are bound to the network layer and moreover do not address
specifics of mobile hardware, but solely target at the system level. The adversary actively tries
to find vulnerable nodes and may use additional information such as IP topology data or web
server logs to differentiate mobile and non-mobile networks.

5.3.2 Design

The term “mobile honeypot” is not well-defined. The general design space is based on the
following three questions: (Q1) Is it necessary that the probe runs on a mobile device—if yes
which device type (notebook versus smartphones versus . . . )? (Q2) Is it necessary that the
honeypot runs on a mobile operating system (PC emulation versus mobile device)? (Q3) To
which network is the mobile honeypot connected (DSL network versus UMTS network versus
. . . )?

According to the attacker model, there is no need to operate the mobile honeypot on real
smartphones. This reduces complexity in building the honeypot and simplifies long-term oper-
ation.

As underlying operating system we decided for Linux. This has two advantages: (1) Most
of the currently deployed smartphones use the Android OS. We conducted fingerprinting tests
using the well-known tools Nmap and Xprobe, which try to guess the operating system. Both
tools cannot distinguish Android from current Linux versions. (2) Using Linux enables us to re-
use existing honeypot tools independently of the deployment in mobile or non-mobile scenarios.
This allows us the ensure comparison between different systems.

An important change is the adjustment of the virtual file system that is presented to the
attacker. It should reflect the directory structure of a typical Android system.

To increase the attractiveness for an adversary, we account for “rooted” (or “jailbreaked”)
devices. A rooted device grants additional system access to the user. It allows post installation
of additional services such as HTTP or file sharing. A honeypot system that intends to capture
tools introduced by the attacker need to emulate a rooted smartphone. Note, considering
rooted devices provides the attacker with supplementary features and thus does not exclude
off-the-shelf mobiles.

Regarding the third question we argue that the mobile probe should connect to a real mobile
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network. Otherwise, an attacker could detect performance differences (e.g., network delay)
in advance. In addition, a connection via a real mobile operator ensures the assignment of a
topological correct IP address. Note, for an attacker it is easy to identify relevant IP blocks,
either by testing or analysing meta data in the Internet registries.

As we are mainly interested in the analysis of statistical effects and not on dedicated attacks,
the mobile honeypot is primarily based on low-interaction honeypots.

5.3.3 Implementation

Software

To implement the proposed honeypot system, we use multiple well-known honeypot tools.
The mobile honeypot consists of Honeytrap and the following different sub-honyepots: Kippo,
Glastopf, and Dionaea.

Honeytrap is used to detect generic attacks. It listens on all other transport ports and is
particularly useful to analyse statistical effects. Worms, for example, do not need a
protocol compliant negotiation of transmission parameters but send data via an existing
TCP connection without waiting for corresponding replies.

Kippo is a dedicated SSH honeypot that emulates remote terminal sessions. Login access
is secured by a trivial password, which allows an attacker to gain easily access to the
system. The user account is granted administrator privileges. An attacker can execute
common programs, as well as download and install additional tools. The honeypot records
downloaded files in the background for later analysis. To protect the honeypot against
compromising operations, all infiltrated actions are only valid within the current attack
session and the execution of newly installed programs is prohibited. Note, this does not
conflict with our objectives, as we are interested in the principle behaviour of the attacker.

Glastopf implements a web-based media server providing an upload form. Uploaded data
can be stored in a simulated smartphone file system. This honeypot emulates typical
vulnerabilities of a web system.

Dionaea is used to emulate TFTP and FTP services.

Network Connectivity

Several mobile operators provide only private IP addresses. Nevertheless, there is a continuous
demand for public IP addresses. In particular with an increased deployment of IPv6, we expect
a significant change, which will enable mobile nodes to participate in the Internet without NAT
traversal.
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Figure 5.1: Comparing amount of attacks on different between mobile and non-mobile honeypot
probes, Nov. 2012
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Figure 5.2: Deploying the (mobile) honeypot system at different network accesses

In addition, many mobile operators, at least in Germany, prevent the communication be-
tween end devices per default in NAT domains. For this reason, the deployed mobile honeypot
presented in this paper is connected via the Deutsche Telekom, one of the largest telecommuni-
cations companies in Europe. They allow to choose an alternative Access Point Name (APN)
that provides public IP addresses and thus intra-domain communication.

Note, the proposed honeypot system can be connected to any other type of network access,
such as a DSL home network or business Internet access. This allows us to use the same system
in different network environments (i.e., wired and wireless infrastructures), and to monitor
attack behaviour from different vantage points in the Internet without loosing reproducibility.

5.3.4 Deployment

We started the deployment of the honeypot systems at common PC hardware mid of 2011. Since
then they run continuously and surprisingly well. The mobile honeypots of both independent
groups include one iOS and two Android probes. They are connected via an USB stick to the
UMTS network. All data is exported in a five minute interval to the early warning system of
one of European’s largest telecommunication companies. To prevent interference and preserve
bandwidth of the UMTS link, log data is transmitted using a separate LAN connection. Data
from or to the log server is excluded from further analysis.

In addition to the measurement probes that use a mobile Internet access, we deployed the
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# Attacked ports per transport protocol # Attacks per transport protocol

UMTS Darknet DSL University UMTS Darknet DSL University

TCP 111 133 89 252 14,954 55,378 32,781 22,445,580
UDP 76 71 96 22 637 5,583 8,254 480

Table 5.1: Amount of malicious requests per transport protocol, November 2012

Rank 1 2 3 4 5 6 7 8 9 10

UMTS
22 1433 3306 5900 6666 3389 1080 23 5060 80

SSH MSSQL MSSQL VNC RDP SOCKS Telnet SIP HTTP

Darknet
22 139 110 25 3306 91 5901 5900 3389 53

SSH NetBIOS POP3 SMTP MSSQL VNC RDP DNS

DSL
51099 22 5900 110 25 3389 143 6666 1433 23

SSH VNC POP3 SMTP RDP IMAP MSSQL Telnet

Univ.
445 139 80 22 110 3389 5900 3306 143 5902

MS AD NetBIOS HTTP SSH POP3 RDP VNC MSSQL IMAP

Table 5.2: Top-10 of the most attacked ports (single events emphasized), November 2012

same system at three nodes connected to different non-mobile networks. In detail, the network
access is (1) a university network, which reflects a stable and well-known open access; (2) a DSL
network, which represents a common home uplink; (3) a darknet, which highlights background
noise, because it does not announce any service. These characteristic access types allow for
comparison of the mobile measurements with non-mobile environments.

5.4 Measurement Study

In this section, we present measurement results of one month of the mobile honeypot system.
We select November 2012 as this represents a complete month without disturbances. This
snapshot already reveals interesting insights. A long-term analysis over several years will be
part of our future work. In the following discussion, we count any external connect to the
honeypot system as an attack, its source IP address is called the attacker.

5.4.1 General Observations

In general, the number of attacks targeting the mobile probe do not significantly differ from
honeypots connected to the Internet via typical wired access. It seems that the attackers scan
the Internet without considering specific network types but try to exploit as many devices as
possible.
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The procedure of the attacker is almost identical to the wired probes. After gaining suc-
cessfully a shell login and executing some common commands, an adversary usually downloads
malicious software and tries to integrate the honeypot into an IRC-botnet. The attacker initi-
ates commands almost independently of the local system properties even if this leads to conflicts
(e.g., non-existing directories). We frequently observed that the adversary navigates through
the file system directories following the common Linux structure. Specific Android processes
have been ignored.

To our surprise, we observed very rarely an intruder that conducted a mobile-specific attack.
For example, after establishing an SSH connection to the mobile honeypot, one adversary
targeted on the address book as well as the stored photos of the emulated mobile system.
Those attacks are usually performed manually and not based on scripts. However, the mobile
honeypot did not captured Android- or iOS-specific malware or Exploits.

5.4.2 Comparative Detail Analysis

For our subsequent analysis we focus on network traffic and compare effects on the mobile
honeypot with non-mobile systems. We consider the measurement period of November 2012.

Most of the external requests are related to the university network (cf., Table 5.1). The
DSL and UMTS honeypots measure on average 21 and 55 attacks per hour, respectively. More
surprisingly, the darknet experiences on average about 83 external requests. Around 90% of the
attacks use TCP. The prominent ports are 22 (SSH), 1433/3306 (MSSQL), and 80 (HTTP).
We summarize details in Table 5.2.

Attacks per AS

To explore the topological location of the attacks, we map the source IP addresses of the
adversaries to their origin autonomous system (AS) using the common IP to ASN lookup
service provided by Team Cymru. We rank each AS separately per network access.

Overall, most of the attacks are initiated from IP prefixes that belong to the same small set
of ASes (cf., Figure 5.3(a)). The top-5 ASes are primarily based in China and Russia and do
not cover mobile operators. The distribution of attacks is enhanced for the university network.
The darknet and the DSL home network follow a similar shape, in which the mobile network
exhibits a more narrowed distribution. For all network types, it is clearly visible that already
a small number of ASes have a significant impact on the attack experiences.

Attackers per AS

In our second statistical analysis, we measure the number of different source IP addresses (i.e.,
attackers) per AS (cf., Figure 5.3(b)). Again, we calculate the rank separately for each network
access type. This analysis allows us to estimate the amount of different attack sources and
to balance the intensity of each attacker. Consequently, the maximal values are three to two
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Figure 5.3: Comparison of requests per autonomous system separately ranked by network ac-
cess, Nov. 2012

orders of magnitude less compared to the number of attacks. Nevertheless, the characteristic
shape of the curves in Figure 5.3(a) still exists.

Comparison with Previous Measurements

In previous measurements from January 2012 we found similar results. The most significant
difference is the absolute number of attacks on the mobile system and the darknet. In November
2012 the darknet experienced a surprisingly high amount of attacks, indicating that it is more
attractive to an attacker compared to the UMTS and home network. This is in general not true
as the IP address space of the darknet is officially not related to any external network service.
Looking into this in more detail reveals that a small set of nodes that connect to the darknet
initiating a large portion of requests. This observation is also highlighted by our analysis per
attacker.

Similar to this, the UMTS network is not spared by attacks in general. In January 2012,
the UTMS nodes suffered on average on the same amount of requests compared to the home
network. Interestingly regions and originators of attacks were better pronounced and operate at
higher intensity in the beginning of this year. We consider this as an indicator for the liveliness
of the mobile regime, which needs further analysis in the future.

5.5 Conclusion and Outlook

In this chapter, we presented a mobile honeypot system that allows for a detailed analysis of
mobile-specific attacks. A key insight is the abstraction from unnecessary mobility aspects. To
study common attacks, the honeypot is neither required to run on a real smartphone, nor on a
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full-fledged mobile operating system. The mobile honeypot is operated on standard PCs running
Linux. This enables the analysis of malicious traffic across different network environments and
bears the advantage of simplified long-term maintenance as the same tool basis can be re-used.

We deployed our concept on probes connected to a mobile network, as well as monitoring
nodes connected to different types of wired Internet access (i.e., university network, darknet,
DSL home network). To our surprise we did not find a relevant ratio of remote attacks that
specifically target on the mobile system, neither from non-mobile nor mobile networks. From
this observation that attackers tend to ignore the network access in their attack strategy, we
conclude that mobile devices need more specific protection against malicious applications (e.g.,
trojan horse) compared to external, unsolicited requests via the Internet.

In the future we will still maintain our honeypot setup. We will concentrate on more subtle
correlation analysis of how specific groups of attackers behave with the aim to identify individual
patterns of mobility related aggressions. We will also analyse attacks per port in more detail,
and conduct time series analysis. Due to limited statistics, though, these considerations will
require a much longer range of observation. Estimating the error of IP spoofing events on our
results is also part of our future work.
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Chapter 6

Identifying Potentials and Limits of ICN to
Protect a Future Internet

6.1 Introduction

One major dedication of today’s Internet is the global distribution of content in huge amounts.
Content distribution networks (CDNs) facilitate an efficient, wide-area replication of static
data for selected content providers, whereas the end-to-end design of TCP/IP does not foresee
implicit replication and in-network storage. There is no openly available network standard for
the asynchronous, global replication of popular content in the current Internet.

Inspired by the use case of widely deployed Content Delivery Networks (CDNs), current
trends of Information-Centric Networking (ICN) shift the Internet towards data awareness. In
ICN, consumers shall retrieve content by name directly from a network that provides storage,
caching, content-based rendezvous, and searching at times. Thereby data sets become first
class routable objects and content names require exposure to the control plane.

Several proposals have been presented in recent years [14], among them TRIAD [68], NDN [159,
81], DONA [88], PSIRP [82], and NetInf [13], which differ in several design choices. As we are
interested in the stability and security of ICN infrastructures, we will concentrate on the aspects
of routing and forwarding.

Essentially two approaches to routing exist in current ICN proposals, an evolutionary path
that resolves names to locators and routes on IP (or a related location scheme), and ‘clean
slate’ concepts that route directly on content names. NetInf extends the current Internet by a
resolution service that maps content names to topological IDs like IP addresses, but alterna-
tively supports name-based routing. TRIAD, DONA, and NDN perform content retrieval by
routing on names. Route responses and the data itself are then forwarded along reverse paths
(RPF), either by using IP as a lower layer, or without IP but by dedicated RPF states. PSIRP
publishes content objects to a resolution system that incloses full knowledge of the network
topology. Requesters trigger the mapping system to generate source routing identifiers in the
form of Bloom filters that aggregate IDs of forwarding links.

All solutions operate on the content itself, and force the network infrastructure into a content
awareness. A mapping service is not only required to resolve file names to source locations,
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but must answer a request by advising a nearby replica, the existence of which it learned from
the data distribution system. Content routers need to rely on (often aggregated) names in its
interface tables and—for RPF-based forwarding schemes—a reverse state for every data unit.
This control information is highly dynamic and requires regular updates from the data plane.
The ICN paradigm thereby opens up the control plane to continuous modifications from the
data plane. This is in contrast to the current Internet, where DNS and routing states remain
unaltered when a Web page is published, a file is transfered, or data is cached.

In this chapter, we study the impact of traffic conditions on the control plane. We are in
particular interested in threats to the stability and security of the ICN infrastructure, whose
impacts we evaluate in a theoretical analysis, experimental trials, and simulations based on real-
world topologies. Experiments are performed in test networks running PARC’s CCNx software.
We want to stress, though, that our tests only attribute for the core concepts of content routing
and do not evaluate implementation properties of the CCNx prototype. Following the basic
insights gained from theoretical and practical analysis, we contribute a sample set of attacks
that ground on this correlation of data with control states. We argue that the novelty of these
exposures derives from an intrinsic binding to ICN concepts so that attacks—even if reminiscent
from today’s Internet—cannot be mitigated by simple protocol provisions.

The remainder of this chapter is organized as follows: The specific problems in protecting
the ICN infrastructure are stated in Section 6.2. Related work on ICN security is presented
in Section 6.3. We theoretically analyze basic threats to stability in Section 6.4 and discuss
related implications. Based on practical experiments, threatening scenarios and their effects
on the routing system are demonstrated in Section 6.5. Correlation effects in stateful ICN
routing are studied in simulations in Section 6.6. These general insights lead to concrete attack
scenarios in Section 6.7. The paper concludes with a discussion in Section 6.8.

6.2 Problem Statement

6.2.1 ICN System Model

Information-centric networking involves two functional blocks within the network infrastructure,
(1) content publications or announcements, and (2) content subscriptions or (asynchronous)
access. Throughout this paper, we assume a generic ICN system model that is composed of
these two subsystems, both of which introduce routing or forwarding states at the network layer.
Even though not all ICN proposals are constructed equally pronounced in both parts, they all
update corresponding table entries in response to data operations of the network infrastructure.
In addition, we assume that universal caching is implemented in the content-centric routing
system. Universal caching is common to all ICN solutions.

Content requests and delivery do not follow an end-to-end design, but require a dynamic set-
up of paths between the requester and a (nearby) copy of the data. Commonly, this is done by
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Reverse Path Forwarding (RPF), at which each content request triggers a trail of ‘bread crumb’
states on routers along the path (NDN, DONA, NetInf). Alternative approaches that route on
an underlying routing substrate like IP (NetInf), or constructs source routing identifiers based
on complete knowledge of the topology (PSIRP), are not considered further in this work.

Some ICN implementations (e.g., CCN) signal error information when the content is not avail-
able. From this perspective they might be considered as request/response scheme. However, in
the light of this article, publish/subscribe and request/response are not disjoint categories.

6.2.2 Why Information-Centric Networking is Challenged by Design

Publishing and subscribing in current ICN solutions introduces network control states that
generate the following management problems.

1. Addressable content items need advertisement in the route resolution system. Conse-
quently, any end user who can publish requires admission to modify the control plane.

2. Content is conceptually delocalized by universal caching. Data replication thus imposes
updates of the routing systems—a change of control state initiated by the data plane.

3. Reverse Path Forwarding requires state initiation and consumption at routers along the
path. Corresponding control state updates are not only driven by the data plane, but
require processing in wire-speed.

These state operations raise the following threat classes in ways that are unique to ICN.

Resource Exhaustion: Infrastructural entities need to offer accumulating resources like mem-
ory and processing power for provisioning, maintaining and exchanging content states.
They are therefore threatened by resource exhaustion due to misuse or uncontrolled load.
In addition, the asymmetry in size between data requests and delivery leads to traffic
amplification when exploited in DoS attacks.

State Decorrelation: The asynchronous nature of publish/subscribe content delivery places
the enhanced burden of assuring consistency among distributed data states. Data states
that require correlation are situated in distributed mapping systems, which also need to
consistently reflect actual content placements, and in forwarding states at routers that
define the paths hop-by-hop from a supplier to the requester. Failures in state coherence
lead to service disruptions or unwanted traffic flows.

Path & Name Infiltration: The infrastructure relies on the integrity and correctness of con-
tent routing and is therefore threatened by poisonous injections of paths and names, in
particular. The replicative ICN environment distributes content copies to many, com-
monly untrusted locations and thereby makes it particularly hard to authenticate valid
origins of state insertion requests.
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All of these threats bear the potential to seriously degrade the ICN service and lead to
insufficient or erroneous data dissemination. A major risk for the ICN infrastructure—and
from a general perspective for the ICN concept—results from the power that an end user gains
over an ICN distribution backbone.

The Problem of an Open Control Plane

ICN opens the control plane of backbone routers for content consumers and suppliers on a
fine-grained base. Granting end users access to the routing and forwarding subsystems is a
fundamental step away from the current Internet design and bears significant risks. Current
concerns in the context of routing mainly focus on state explosion due to the large amount
of content items. One might argue that those resource exhaustions will be solved by more
powerful hardware in the future. We will discuss options and limitations of related core aspects
in Section 6.4. Still, binding the integrity of the routing infrastructure to the courtesy of all
users is intrinsic to current ICN approaches—and presumably to the overall ICN concept.

6.3 Related Work

Content Suppliers

Related work on ICN security has primarily focused on validating content correctness and au-
thenticity. Commonly, self-certifying security credentials are included in ‘secure names’ that
facilitate mechanisms for verifying authors, origins, and content integrity [153, 49, 62, 56]. Thus
a receiver can be sure to obtain the correct content and an intermediate cache can validate the
correctness of the security credentials, which prevents traditional DoS on the ICN system [63].
Nevertheless, having created (or learned) a valid name, any ICN member can re-announce this
in the route resolution service, thereby injecting poisonous routes or artificial names into the
system.1 Similar vulnerabilities of DNS and BGP are known from today’s Internet infrastruc-
ture [31], but remain restricted to (topology) providers. ICN opens the liberty of route injection
to every content supplier. In an open Internet model, this can be any end user. We will discuss
threats unique to ICN in Section 6.4.1.

Content Consumers

Before we started our work in [145, 147], little attention has been given to the effects of state
management in ICN. Arianfar et al. [21] discuss design choices for an ICN router. They concen-
trate on the content cache and explicitly do not consider per request states. Perino and Varvello
[113] have evaluated requirements for content routers that hold content information bases in
Bloom filters and reverse paths in pending interest tables (PITs). Under the assumptions of

1As a countermeasure, DONA introduces certificates of publishers on the price of per cache-instance varying
names. Content routing then works on wildcarding names, which re-introduces the threat of route poisoning.
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valid content requests propagated on homogeneous network links with a maximum global RTT
of 80 ms, average PIT sizes are identified in the order of 1 Gbit/s for current line speeds. FIB
sizes and lookup complexity were shown to depend nonlinearly on prefix numbers and name
lengths. Lauinger [96] explicitly addresses the threat of DoS attacks by filling the available
memory of a router with pending interest states.

Such attacks on hardware resources may be mitigated by limiting overall table sizes. However,
securing router resources by table limits does degrade network utilization and cannot abandon
resource exhaustion problems. In the presence of a table limit, an attacker could initiate
massive drops of pending Interests from a router’s table and thus disrupt data delivery to
regular receivers. The author in [96] proposes to drop Interests at the head of the PIT, which
however may easily be misused to DoS-attacking neighbors, or to use Bloom filters instead
of PIs. If applied without strict capacity limits, the latter approach is vulnerable to flooding
attacks as interface filters degrade their selectivity. In the following section, we will evaluate
these effects in detail.

Request state management and related security issues have been raised in [40, 146, 156].
Gasti et al. [59] address core issues of route hijacking, state overload, and cache pollution in
NDN. They propose countermeasures by extending interface functions, e.g., for limiting rates
and survey content delivery. Without considering protective measures in BGP, the authors
compare BGP with NDN security and argue that the NDN approach reduces vulnerability to
black-holing, as routers can identify unresolved content requests and rank/re-route per prefix
and interface. Authors miss that on the one hand RPKI secures BGP against hijacking attacks
in a straight-forward manner, while on the other hand proposed countermeasures in ICN cannot
prevent attacks of interception and redirection with service degradation.

The idea of limiting the number of incoming Interests, either per prefix (e.g, [60], [150]), per
interface (e.g., [8], [42]), or per router (e.g., [48], [42], [8]) to mitigate Interest flooding in NDN
has gain larger attention over the last years, after we published our core contribution [145] on
this topic, which is part of this chapter. Unfortunately, current approaches cannot solve the
problem for general Internet scenarios [16], nicely illustrating that the subsequent analysis is
still important.

6.4 Basic Threats to Stability

In this section, we theoretically examine the implications at the control plane for the different
data operations and discuss resulting threats that inherently arise at the infrastructure level.

6.4.1 Routing or Mapping Resources

The common view on routing is that of a topological resolution service: Routing guides the
paths to hosts. As ICN abandons the host-centric paradigm to address content objects directly,
routes to content items attain the role of traditional topological directives.
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State and Update Complexity

In ICN, each content item (file) needs retrieval and therefore must be accessible via some reso-
lution service. This may either be implemented by a distributed routing system, or by a map-
ping service that provides an indirection to topological locators of publishers or content caches.
Whenever off-path caching is enabled, the average complexity of the corresponding management
operations reads ⟨# 𝑜𝑓 𝑐𝑜𝑛𝑡𝑒𝑛𝑡 𝑖𝑡𝑒𝑚𝑠⟩·⟨# 𝑜𝑓 𝑐𝑎𝑐ℎ𝑒𝑑 𝑟𝑒𝑝𝑙𝑖𝑐𝑎⟩·⟨𝑢𝑝𝑑𝑎𝑡𝑒 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦⟩ (⟨𝑥⟩ denotes
average value of 𝑥) and must be considered a severe challenge.2 Solutions that are restricted to
on-path caching reduce this complexity to ⟨#𝑜𝑓 𝑐𝑜𝑛𝑡𝑒𝑛𝑡 𝑖𝑡𝑒𝑚𝑠⟩ · ⟨𝑢𝑝𝑑𝑎𝑡𝑒 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦⟩. In both
cases, the request routing/mapping system is stressed by adding and updating name or – if
applicable – cache entries at high frequency, the details of which depend on the implementation
of the service.

Cache Announcements

Route maintenance in ICN consists of propagating content publishers (i.e., default paths) as
well as cache instances. While the first task is known to generate a high volume of data and
frequent updates, caching is expected to largely exceed default announcements in number and
update frequency. As a countermeasure, data replication may be limited to caching along
default paths, which remarkably reduces the complexity for the routing system. On-path cache
replica are met implicitly when requests are routed towards the source. They need not be
advertised in the routing or mapping service. On the downside, restricting the caching to
default paths will drastically reduce its effectiveness, and a corresponding strategy falls behind
today’s CDN solutions. Godsi et al. [63] discussed the caching problems in detail. The authors
came to the conclusion that on-path caching is merely a warm-up of traditional web proxies.

Route Integrity

ICN, like the current Internet, relies on the integrity of its routing system. A bogus route may
block or degrade services, lead to incorrect content delivery, or violate privacy. These core
concerns are well-known from BGP [31], where effective countermeasures exist. However, in
addition to those vulnerabilities known from BGP routing, threats uniquely arise from data-
driven state management in content-centric routing.

The reason for easily implementing malicious routes is inherited from universal caching.
An explicit authorization of caches as common in the CDN market is in conflict with open
publication and not applicable in general ICN approaches—any node in the ICN network can
cache and thus announce any (forged) name. Even if we consider scenarios where only a subset

2A global request routing system will need to host at least the amount of the Google index base (𝒪(1012)) at
a much enhanced update frequency (for timely content access and caching). For comparison, today’s DNS
subsumes 𝒪(108) names at a very low change rate of ≈ 105 alterations per day.
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Symbol Meaning

𝑅𝑖 The 𝑖-th Router
𝐶𝑖 Capacity of the link between 𝑅𝑖 and 𝑅𝑖+1

𝑈𝑖 Utilization of the link between 𝑅𝑖 and 𝑅𝑖+1

𝑆𝑖 # of content request states of 𝑅𝑖 at its interface towards 𝑅𝑖+1

𝛼𝑖 Content request rate at interface 𝑅𝑖 → 𝑅𝑖+1

𝜔𝑖 Content arrival rate at interface 𝑅𝑖 ← 𝑅𝑖+1

𝑇𝑖 Request timeout at interface 𝑅𝑖 → 𝑅𝑖+1

𝑙 Packet length
⟨·⟩ Average value of ·

𝜎(·) Standard deviation of ·

Table 6.1: Glossary of Notations

of caches is allowed to distribute content, origin validation measures like RPKI [104] or DNS-
based accountability [98] cannot be applied because ICN renounces end point identifiers.

The implication of this problem emerges directly from state maintenance at routers. As
the delivery infrastructure is vulnerable to increased delays and delay variations in content
supply (see Section 6.4.2), route redirections may be applied to slow down content delivery or
to jitter response times to finally harm the complete system. Following the first observation,
any intermediate cache can—purposefully or accidentally—threaten its neighborhood.

6.4.2 Forwarding Resources

Traditional routers in the Internet consist of a central processing unit and main memory that are
available to the control plane, mainly to learn and determine new routes, as well as FIB memory
that is fed by the route selection process. Data forwarding remains bound to FIB lookup and
packet processing at line-cards. This design choice purposefully decouples forwarding capacities
from control processing and—with equal importance—protects control states from (bogus) data
packets.

Current concepts of content-centric data forwarding break with this separation paradigm,
and introduce—similar to IP multicast—an additional reverse path forwarding table, also called
PIT. Unlike in multicast, this table is updated packet-wise on line speed by data-driven events.
In the following subsections, we concentrate on the consequences for routing resources in detail.
We will consider a chain of routers 𝑅𝑖 along a data path and use the notation summarized in
Table 6.1.
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Figure 6.1: Content request states depending on state timeout and round trip time variation

Content Request States versus Content Request Rates versus Network Utilization

Content request states are the essential building block to control flows in a content-centric
distribution system that operates hop-by-hop. Each request state will trigger a data packet on
return, while the number of open request states corresponds to data arrival at this interface
after the transmission time.

We now consider a typical ICN scenario. Router 𝑅𝑖 is connected to router 𝑅𝑖+1 via a point-
to-point interface, which is in steady operation. Each router has a predefined request timeout.
Note that the timeout is valid for the whole router but activated per interface. For 𝑅𝑖 we
denote this timeout 𝑇𝑖.

We first want to derive the relation between routing request states at time 𝑡 and network
utilization, where the request timeout is arbitrary. In the absence of request retransmissions,
packet loss, and erroneous state removal, the total amount of states increases linearly by newly
arriving requests 𝛼𝑖 and decreases by content arrivals or timeout 𝜔𝑖. Hence, the basic rate
equation reads

𝑆𝑖(𝑡) = 𝑆𝑖(𝑡− 𝑇𝑖) +
∫︁ 𝑡

𝑡−𝑇𝑖

𝛼𝑖(𝜏)− 𝜔𝑖(𝜏)𝑑𝜏

To simplify the term, we denote the time delay of the packet arrival process by 𝜋(·) and thus
derive

𝑆𝑖(𝑡) = 𝑆𝑖(𝑡− 𝑇𝑖) +
∫︁ 𝑡

𝑡−𝑇𝑖

𝛼𝑖(𝜏)− 𝛼𝑖(𝜋(𝜏))𝑑𝜏

Finally, we denote the random variable of packet round trip times by 𝑅𝑇𝑇 , which is assumed
independent of the requests and packet rates, then we derive the mean

𝑆𝑖(𝑡) = ⟨𝛼𝑖⟩ ·min(⟨𝑅𝑇𝑇 ⟩, 𝑇𝑖) +𝒪 (𝜎(𝛼𝑖) · 𝜎(min(𝑅𝑇𝑇, 𝑇𝑖))) (6.1)
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From the first part of Equation (6.1), we can immediately deduce that timeout values below
the (varying) 𝑅𝑇𝑇𝑠 limit the number of request states, but at the same time will block data
forwarding. A second view reveals the strong dependence of routing state on the 𝑅𝑇𝑇 variation,
indicated by the error estimation in the 𝒪 notation. An example which summarizes the effects
is illustrated in Figure 6.1. A similar phenomenon is well-known from TCP [80], but has been
overlooked in corresponding previous work on ICN resource considerations [113, 156, 59].

Henceforth we will address the case of data flowing unhindered by the state timeout 𝑇𝑖 and
assume 𝑇𝑖 large enough. Furthermore—for a steady-state scenario—it is assumed that the
content request rate fluctuates on a stationary scale. Equation (6.1) then simplifies to

𝑆𝑖(𝑡) ≈ ⟨𝛼𝑖⟩ · (⟨𝑅𝑇𝑇 ⟩+ 𝜅 𝜎(𝑅𝑇𝑇 )) (6.2)

≈ 𝑈𝑖(𝑡)/⟨𝑙⟩ · (⟨𝑅𝑇𝑇 ⟩+ 𝜅 𝜎(𝑅𝑇𝑇 )) , (6.3)

with an estimating parameter 𝜅 for the mean deviation. The well-known term (⟨𝑅𝑇𝑇 ⟩+ 𝜅 𝜎(𝑅𝑇𝑇 ))
represents a retransmission timeout.3 For the last step, we roughly assumed that content re-
quests and content arrival are in stationary equilibrium.

Approximation (6.3) yields the desired coupling of the link utilization 𝑈𝑖 and the state man-
agement resources at a router: On a single point-to-point link without state retransmissions
and in flow balance, state requirements are proportional to the network utilization, enhanced
by a factor of a global retransmission timeout. From a practical point of view this means the
following. If an ICN router delivers data but does not introduce interest retransmission on
global scale, hardware resources for request states need to be aligned with (a) the interface
utilization and (b) with the global delay distribution. At switched interconnects or in bursty
communication scenarios, conditions are expected to grow much worse. In more detail, the
following observations are noteworthy.

1. Unlike in TCP that estimates a single end-to-end connection, content request states at
routers subsume various prefixes and numerous flows. Moreover, content items (prefixes)
are explicitly not bound to end points. Thus rapidly varying RTTs are characteristic to
interfaces and even to individual flows in content-centric routing. The presence of chunk
caching may further increase the 𝑅𝑇𝑇 variation. Hence, no convergent estimator for a
round trip time can be reasonably given.

2. In the current Internet, the variation of 𝑅𝑇𝑇 is commonly larger than its average. End-
to-end delays are known to approximately follow a heavy-tailed Gamma distribution [25].
PingER [114] reports means and standard deviations of about 250 ms, with maxima up to
5,000 ms. For a constant content request rate of 125k packets/s these RTTs generate the

3The corresponding (over-)estimator in TCP is commonly set to 4. However, it is well known that standard
TCP algorithms and parameters are inefficient at rapidly changing round trip times, which are characteristic
for interface conditions in content-centric routing.
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Figure 6.2: Distribution of forwarding states at routers with a 1 Gbit/s link, covering global

RTTs that were measured in the PingER project [114] in March 2012

state distribution visualized in Figure 6.2. Consequently, ICN data delivery will suffer
remarkably from heterogeneous hardware deployment. To cover worst case scenarios,
ICN routers require over-provisioning by more than one order of magnitude compared
the average scenarios.

3. Limiting the absolute size of the content request table imposes a strict bound on network
utilization. However, the sustained rates are mainly determined by actual RTTs and are
hardly predictable. Similar arguments hold for defining timeout values.

4. Applying rate limits to content requests does not change the picture. For an ’on average’
optimal limit 𝐶𝑖 · ⟨𝑅𝑇𝑇 ⟩/⟨𝑙⟩, the variation of content replies in time may lead to large
over- and under-utilization of network resources that goes along with large fluctuations
in request table sizes.

Memory Requirements

A content-centric router that is designed to fully utilize its link capacities, requires sufficient
table space for content requests under varying network conditions. Equation (6.3) approxi-
mates the corresponding resources when applied to the maximum link capacity 𝐶𝑖. Using the
conservative value of 𝜅 = 4 as for TCP, a packet length 𝑙 = 1,000 bytes, and 𝑅𝑇𝑇 values from
PingER as cited in the previous section, we derive

𝑆𝑖 = 1.25 𝑠/8, 000 𝑏𝑖𝑡 · 𝐶𝑖 ≈ 1.6 · 10−4𝑠/𝑏𝑖𝑡 · 𝐶𝑖 (6.4)

For a line-speed of 1 to 100 Gbit/s, 160k to 16,000k content request entries then need to be
installed per interface at minimum. Compared to previous results [113, 156] our findings are up
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to one order of magnitude more accurate as we consider 𝑅𝑇𝑇 variation. Still they are merely
a rough lower estimate, as larger fluctuations of round trip times may significantly increase
resource demands.

It is noteworthy that Equation (6.4) holds for any router in a content-centric Internet. Unlike
today, where full BGP tables are only required at AS border routers, and interior devices operate
on a very small routing table, ICN access routers already demand for a full table memory, the
size of which is determined by its interface capacities. In practice, this significantly increases
router costs, as any fast interface must co-locate a large block of fast memory.

CPU Load from Table Management

An ICN router maintains states according to user data requests. For any content request, it
needs at line speed to (1) insert a state in its request table. On the arrival of any data packet,
it needs to (2) search and (3) delete on success in the same table. In addition, a router has to
(4) maintain timers of all (soft) states in its request table.

The paradigmatic shift of ICN opens the state table, which is responsible for data delivery,
to the end users. Any content requester may create unexpected access patterns. Consequently,
to guarantee robustness, an implementation of the request table not only needs to perform
dictionary operations very efficiently on average but also in worst-case. As there is no final
design of an ICN router, we discuss the general design space for hash tables in this context.

The most efficient implementation is the usage of on-chip content-addressable memory (CAM),
which is the complete hardware counterpart of a dictionary data structure. However, costs, en-
ergy, and limited size prohibit its deployment for expected PIT tables sizes. Typically, state
tables for request routing (or caching) are implemented using hash tables. In its elementary
form, these data structures can perform all basic dictionary operations (i.e., insert, search, and
delete) at constant complexity, but experience hash collisions. Collisions cause a conflict: An
implementation that ignores hash collisions will overwrite data. This limits the field of appli-
cation for ICN, as dealing with collisions increases complexity, or making the system directly
threatened by DoS.

In ICN, Perino and Varvello [113], for example, propose to use HC-basic [23], a collision-
prone scheme without avoidance mechanisms. Such a design choice makes the ICN system
vulnerable to (also purposefully) replacing valid content requests. In realistic deployments of
ICN, an implementation of hash tables will either provide mechanisms to prevent or to handle
hash collisions.

Essentially four solutions are known to overcome hash collisions: (1) Hash chaining or open
addressing, (2) perfect hashing, (3) cryptographic hash functions, and (4) universal hashing.

Hash chaining (i.e., concatenating conflicting keys) or open addressing (i.e., deterministic
probing for an alternate location) [46] circumvent collisions on the price of enhanced update
costs. The worst case complexity increases to 𝒪(𝑁) for a table of size 𝑁 . This introduces
well-known vulnerabilities, as any pattern that creates collisions will result in such linear com-
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plexity instead of amortized 𝒪(1). Crosby and Wallach [47] analyzed this for current software
systems (e.g., the Bro IDS). For the more sophisticated and widely deployed hardware hash
tables Peacock and Cuckoo, Ben-Porat et al. [24] recently studied the structural vulnerability
and observed significant performance degradation, as well. Applying these approaches to ICN
introduces an obvious threat.

“Perfect hashing” [46] supports constant complexity in the worst-case, but requires a static
key set. It is thus not suitable for dynamic content requests that are characteristic in ICN.

Collision resistant cryptographic hash functions can be applied, but lead to a prohibitive
increase in memory and CPU consumptions. Enabling cryptographic operations at backbone
routers has been discussed continuously in the context of securing BGP [31] and did not suc-
ceeded so far. In contrast to requests in ICN, BGP updates occur rarely (even if we consider
update storms) and will be sent by known peers. ICN would have to apply cryptographic
hashing to all Interest packets. Cryptographic hash functions are—with respect to the packet
processing requirements in ICN and current, long-term hardware development—out–of–scope
also for a future implementation of the ICN paradigm.

A trade-off between performance and worst-case avoidance can be implemented by universal
hashing [35]. It has been introduced to obfuscate the hash function by randomly selecting
the hashing algorithm at start-up. Unfortunately, universal hashing is difficult to implement
in hardware. Moreover, it still shows a collision probability which is small compared to basic
hashing but high compared to cryptographic hash functions. Threats based on fingerprinting
make the system additionally vulnerable. It should also be noted that universal hash tables
cannot be deployed in a distributed fashion, but are confined to strictly local use cases due to
the random selection of hash function. Collaborating request management is thus challenged.

For a detailed overview on state-of-the-art hash tables for high-speed packet processing, we
refer to the excellent work by Kirsch et al. [86]. Even though wire-speed hash tables are
deployed in the current Internet, it is by no means obvious that these approaches provide
sufficient robustness in daily ICN operation. Current solutions exhibit serious attack vectors,
either by DoS collision overwrite or by a non-constant worst-case performance. In addition,
even a constant complexity does not guarantee appropriate robustness as extra memory accesses
can prevent wire speed performance.

6.5 Experiments on State-based Forwarding

In this section, we present the results of straight-forward experiments that show the outcome
of the core threats as theoretically discussed in Section 6.4. For a detailed presentation of
advanced attack scenarios we refer to Section 6.7.

In particular, we concentrate now on system and performance implications of the data-
driven state management at infrastructure devices. Even though the measurements mainly
relate to the NDN implementation ccnd, we should emphasize that we do not evaluate the
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CCNx3 CCNx4

CCNx1 CCNx5

Consumer Repository

Basic Experiments

Extended Experiments
CCNx2

Figure 6.3: Topologies of the experimental settings

implementation itself, but use it as one real-world instance of the information-centric network
deployment to illustrate the routing protocol mechanisms. Following this spirit, we do not
interpret or discuss absolute performance values, which surely can be improved by optimized
software and hardware in the future, but focus on structural and asymptotic analysis.

6.5.1 Core Measurement Setup

In our measurement study, we intentionally deploy simple communication scenarios between
one content requester and one publisher. The basic network topology is represented by a Daisy
chain of directly interlinked CCNx routers with 100 Mbit/s, one end connects the content
consumer and the other the content repository (see Fig. 6.3). The basic topology consists of two
hops and the extended topology of five nodes. It is noteworthy that more complex settings, e.g.,
a Dumbbell topology popular to represent backbone network effects, would enforce the effects,
which we already see in our simpler and more transparent examples.

We use the CCNx implementation version 0.5.1 [110], i.e., the client library to announce
content Interests, the content repository to store data, and the ccnd to forward subscription
and data. The following analysis focuses on the effects on the router side. For obtaining a
fine-grained view, we concentrate on the local system as well as inter-router dependencies.

We keep default values for all CCNx parameters (i.e., 4770 Byte chunk size and fix pipeline
size). In particular, routers do not follow a specific strategy layer, as this would twist ro-
bustness towards specific limits as discussed in Section 6.4.2. CCNx routers communicate via
TCP (preserving packet order in the basic experiments) or UDP (extended experiments). The
convergence times of the different experiments range between three and 18 hours.

6.5.2 Basic Experiments: Resource Consumption

A Fast Path to Resource Exhaustion

An elementary threat intrinsic to data-driven state management arises from the overloading of
routers by Interest requests (i.e., Interest flooding). This is most easily provoked by initiating
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requests for content that does not exist. In our scenario, the consumer issues 2,000 Inter-
est messages for non-existing content, waits 6 seconds, and repeats these steps until overall
150,000 Interests have been sent.

Figure 6.4 shows the local resource consumptions on the first hop of the content receiver.
The number of entries in the Pending Interest Table (PIT), the CPU load, and the required
memory increase linearly with subsequent bulks of Interest messages until the system is sat-
urated. In this case, the router reaches its limits of processing and memory resources when
storing ≈ 120,000 PIT entries. While sending Interests, the initiating node retransmits previ-
ous announcements to keep states fresh at the router. Even though the retransmission timer is
below the expiration timer and network delays are very short, the PIT size fluctuates as entries
drop due to overloading. After all initial Interest messages have been distributed, the content
consumer only retransmits subscriptions.

Our experiment illustrates several problems: A router may easily exhaust PIT space, when
content arrives late or not at all. However, even if it was able to store all entries, it would suffer
from a ‘retransmission only’ phase. The retransmissions agglomerate over time and create a
continuous stream of signaling that consumes CPU cycles. When the update rate is higher than
the processing capabilities permit, retransmissions require buffering, which leads to additional
memory overhead (cf., Figure 6.4). A high system load increases the probability of dropping a
PIT entry even if its refresh message has been signaled in time. This again causes additional
refreshs of the PIT data structure (add/delete calls) and fosters load.

In a recent publication, Yi et al. [157] propose to mitigate this threat by signaling content
unavailability back to the original requester. Such NACK will cure the Interest retransmission
effects discussed above for truly unavailable content. However, this workaround has limited
effect, as NACK suppression introduces a new attack vector at the content supplier side, while a
bogus requester can still harm the routing infrastructure (in particular its designated router)
by iterating Interest messages over various names of unavailable content.

Chunk-based State Multiplication

To analyze the performance of content consumption, we conduct a bulk file transfer. At this,
the content receiver initiates the parallel download of multiple 10 Mbit files over a constant
time. We consider three scenarios, the request of 2 files, 10 files, and 100 files per second, which
correspond to an underutilized, a fully loaded, and an overloaded link. Figure 6.5 shows the
start and completion time of the download per file (top graph), as well as the PIT size, the
effective number of Interest retransmissions, and the traffic load including the mean goodput
at the first hop. For visibility reasons, we rescaled the y-axis of PI in Figure 6.5(a).

With an increasing number of parallel downloads, not only the download times increase
significantly, but also the interval of the request and receive phase grows in the scenarios
of (over-)load. While the download time is almost constant for two files per second (cf.,
Fig. 6.5(a)), the time-to-completion grows non-linearly for the downloads in cases of exces-
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Figure 6.4: Load at the designated router of the receiver while requesting non-existing content

sive parallelism (cf., Fig. 6.5(b),(c)). 150 s are needed to download each single file in the worst
case (Fig. 6.5(c)), while the link capacity would permit to retrieve all files in about 10 s.

The reason for this performance flaw is visualized in the subjacent graphs. A higher download
frequency leads to an increasing number of simultaneous PIT entries, which require coordination
with the data plane. Each file request will be split into requests of multiple chunks, in which the
generation of corresponding Interest messages will be pipelined. In contrast to Section 6.5.2,
content exists. As soon as the content traverses, Interest states dissolve and thus release
memory. These operations cause a simultaneous burst in CPU load (not shown) and result in
growing Interest retransmits after droppings or timeouts (shown in second lowest graphs). This
also leads to retransmissions of data chunks. As an overall net effect, the network utilization
fluctuates significantly, but does not adapt to actual user demands: Even though data requests
could fill the links easily, the average load remains about constant at 30 % of the total network
capacity.

In this example we demonstrated that insufficient processing and memory resources will
strictly prevent a proper link utilization. This problem cannot be mitigated by rate limiting, as
reduced Interest transmission rates will simultaneously reduce network utilization even further
(see Section 6.4.2).4

The only visible way to assure proper utilization of network resources requires appropriate
4We should remind that applying Interest rates in NDN is a mechanism of flow control, and not for system
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Figure 6.5: Parallel download of 10 Mbit files: Start and stop time of the download per file at the
receiver & resource consumption at its designated router [Pending Interests (PI),
Interest Retransmits (IR), and Network Load (NL) including the mean goodput
(straight line)]

routing resources, i.e., a PI table implementation that is sufficiently large and reliably operates
at line speed. As we learned from the analysis in Section 6.4.2, corresponding solutions are
not available today. At the current state of the art, an attacker can always reproduce the
performance degradations by either blowing up RTT and its variation, or by injecting states
that degrade the performance of the PI hash table of the routers.

6.5.3 Extended Experiments: State Propagation and Correlation

In our extended experiments, we take a closer look at hop-by-hop routing performance using
the five node routing chain displayed in the lower part of Figure 6.3. Intermediate nodes are
numbered from the designated router of the content receiver (first hop) to the router of the
content repository (fifth hop). In the following three experiments, we specifically concentrate on
correlation effects of the routing resources by controlling the environment using parametrizable
virtual machines.

A Homogeneous Network

In this first extended experiment, we simply move our previous picture to the larger topology.
All forwarding nodes offer the same resources, two cores@2.4 GHz, 3 GB RAM, and link
capacities of 100 Mbit/s. A content requester downloads 500 files of size 10 Mbit at an average
rate of 100 files per second. We observe a flattening of Interest propagation towards the source,
as states resolve earlier from faster packet delivery (cf., Fig. 6.9(a)).

resource protection. Intermingling these two aspects is likely to produce unwanted performance flaws and
leads to new attacks (cf., Section 6.7).

98



6.5 Experiments on State-based Forwarding

1 2 3 4 50
2 0 0
4 0 0
6 0 0
8 0 0

1 0 0 0
1 2 0 0
1 4 0 0

Ma
x. 

Me
mo

ry 
Co

ns
um

pti
on

 [M
B]

C C N x  N o d e  [ # ]

 8 0 k
 1 0 0 k
 1 2 0 k
 1 5 0 k

(a) Memory Consumption

1 2 3 4 50

2 0

4 0

6 0

8 0

1 0 0

 

 

Av
era

ge
 CP

U L
oa

d [
%]

C C N x  N o d e  [ # ]

 8 0 k
 1 0 0 k
 1 2 0 k
 1 5 0 k

(b) Average CPU Load

Figure 6.6: Load per hop for a chain of 5 routers while initiating a 80k, 100k, 120k, and 150k
different Interests for non-existing content

A Single Point of Weakness

It is a valid assumption that the content distribution system will consist of heterogeneous
devices in terms of all performance metrics. In this second experiment, we introduce device
heterogeneity by weakening a single router, the 4th hop (CCNx4), in a controlled way. We
want to study the reaction of state management and network performance to this well-defined
degradation.

For an initial observation of the dependency on the weakest node, we reduce the CPU ca-
pacity of CCNx4 to 25 % (600 MHz) and recap the scenario from Section 6.5.2 for 80k, 100k,
120k, and 150k subscriptions of non-existing content. Independent of the capacity of the net-
work infrastructure, the consumer initiates content subscriptions and continuously refreshes its
Interests, which then propagate towards the content repository.

Figure 6.6 shows the maximal memory consumption and the average CPU load per hop
during the measurement period. It is clearly visible that the required memory mainly depends
on the position of the node within the topology. Memory requirements on the single path
fluctuate by two orders of magnitude. The predecessor of the node with the lowest processing
capacities (i.e., the 3rd hop) needs 50% – 500% more memory than any other nodes.

We now take a closer look on gradual effects of routing heterogeneity. We observe corrective
mechanisms of the network (i.e., Interest retransmissions) depending on router asymmetry.
Interest retransmissions serve as the key indicator for timeouts due to router overload. For this
task, we configure CCNx4 with four different processing capacities related to the other CCNx
routers: 2,400 MHz (homogeneous), 1,200 MHz (50 % capacity), and 600 MHz (25 % capacity).

Surprising results are shown in Figure 6.7. Evidently we see an instability in the forwarding
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Figure 6.7: Effect of routing heterogeneity on Interest trading

behaviour of the network. The characteristic picture of a balanced network is a steady decay
of Interest retransmits towards the source, as data delivery gets faster and more reliable in
proximity to the publisher. However, at the first occasion of a ‘bottleneck’—independent of its
strength—the picture flips. Interest retransmission drastically increases and all routers except
for the bottleneck equally see about the maximal rate of retransmissions in this scenario. State
retransmissions at the weak forwarder (CCNx4) instantaneously doubles to the maximal level
of managed states this router can cope with.

This experiment clearly shows how sensitive content-centric routing reacts to varying net-
work resources. A light disturbance of the state propagation process reveals the instability
of a steady-state flow by immediately turning content transport into a significantly different
condition of maximal error management. To compensate this, network operators would need to
adjust hardware resources. Doing this carefully is very challenging in a heterogeneous Internet.
The rather unpredictable nature of Internet communication in terms of delay would require a
high overprovisioning of routers.

Complex Inhomogeneities

In our final experiment concerned with content routing, we explore situations of largely decor-
related network conditions. In a real-world meshed ICN backbone, this may well occur from
different side traffics. The objective of this study is to analyse the vulnerability of hop-by-hop
state maintenance in ICN routing. Therefore we configure all routers to admit fast changing
resources occurring in anti-cycles. In detail, each router (CCNx1, . . . , CCNx5) is forced into a
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Figure 6.8: Vulnerability against side traffic effects: Routing and forwarding performance in a
five-hop network with alternating CPU reductions among all nodes
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10 s periodic CPU reduction by 90 %. Resource reduction periods were shifted between routers
at a rate of 10 s so that at least one of the three routers in the forwarding chain was kept in
challenged conditions. The objective of this repelling setup, which similarly may well occur
from different side traffics in a meshed backbone, is to analyse the vulnerability of hop-by-hop
state maintenance in ICN routing.

Results, i.e., Pending Interests, retransmits, and network throughput of this alternating re-
source scenario are displayed in Figure 6.8. The course of pending Interests as well as Interest
retransmissions open a distinguished view on the fine-grained sensitivity of content routing to
neighboring router conditions. State provisioning fluctuates on the resource resolution scale of
30 s throughout the network. More importantly, data transmission rates drop down to about
2.4 Mbit/s, while the overall load of Interest states remains compatible to the homogeneous net-
work. Uncoordinated network resource availability thus leads to a low overall performance in
conjunction with high network resource consumptions. Time-to-completion for each file down-
load correspondingly explodes to 900 s for the same 10 Mbit files as in our initial experiment.
It should be recalled that network capacities do allow for a simultaneous download of all 500
files within 10 s.

A comparative result of the different scenarios in our experimentally-driven analysis is pre-
sented in Figure 6.9. We contrast the load imposed onto the infrastructure by Interest states
with the average network performance in the three experimental scenarios, homogeneous net-
work, single point of weakness, and alternating resources at routers. The striking picture in
all three settings is that the efficiency of network utilization is low on the overall, but dras-
tically drops whenever inhomogeneities occur. The hop-by-hop forwarding performance thus
appears rather fragile. In contrast, network state propagation attains various patterns, but
always remains at compatible level at the router of maximal load.

These observations suggest the following rule of thumb for CCN routing performance: State
maintenance always follows the maximal requirements, while forwarding performance will adapt
to the weakest resource in place. This overall picture is clearly inefficient and future work on
ICN solutions would largely benefit from improving this behaviour.

6.6 Simulation of Complex Networks

In our previous experimental evaluation, we have concentrated on simple topologies and on
an in-depth analysis of individual router behaviour under data-driven state management. We
will now focus on the overall performance of complex networks built from real-world topologies
that we import into discrete event simulations. It is noteworthy that discrete event simulations
do not experience load when managing states, but solely account for the interplay of request-
routing and forwarding in the overall networking system.
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Figure 6.9: Comparison of state management and forwarding performance in different network
scenarios (mean and standard variation)

6.6.1 Simulation Setup

Network simulations are based on ndnSIM [9], release 6 Nov. ’12, an NDN implementation for
NS-3. Our reference topology is built from the Rocketfuel [101] data set, which is commonly
used in the ICN context [38, 162]. In detail, we started from the Sprintlink topology (# 1239)
as core network of 315 nodes. These core routers are interconnected by point-to-point links
with latencies obtained from the data set and homogeneous bandwidths of 10 Mbit/s. This
backbone topology is extended by adding three additional edge nodes at each core router. The
connections between core routers and associated edge nodes are via direct links of 1 Mbit/s
with a latency of 10 ms. We should emphasize that bandwidths have been assigned with the
aim of balancing the network. Absolute values carry no meaning, as we study effects of relative
network performance.

Every simulation node is provided with a protocol stack consisting of the link-layer Face
(ndn::NetDeviceFace), and the NDN protocol (ndn::L3Protocol) implementation. ndn::BestRoute
implementation is used as Forwarding Strategy, whereas the Content Store module is not in
use, and left uninstantiated in our configuration. For analyzing the coherence of states in the
complex network, we limit the PIT sizes at all routers to 100. This value corresponds to a
balanced utilization of the network core at 10 Mbit/s for the given average delay of 80 ms
in our topology. We apply and compare the two PIT replacement strategies persistent, which
keeps table entries and drops newly arriving requests on overload, and random, which randomly
replaces entries of a full table.

Communication in the network is between ndn::Producer and ndn::ConsumerCbr applica-
tions. The consumer application issues Interests at a configurable frequency, and thus initi-
ates data transfers. The producer applications are configured to reply with a data packet of
1024 Bytes in response to each arriving Interest that addresses a matching name. In each sim-
ulation run, we create 20 producers that are randomly placed either on edge or on core nodes.
Regardless of its position, there is at most one producer per node. Consumers are always placed
at edge nodes in a random fashion.
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The experiments run until they converge (i.e., more than eight hours). It is worth noting
that the time average and the ensemble average are the same for the random process under
investigation.

During simulation runs, we monitor PIT states, Interest retransmits, and data forwarding
at each node. We extract the following metrics: The maximal numbers of Interest drops and
retransmits per router, which serve as indicators of state decorrelation and network stress, the
overall goodput jointly attained at all receivers, and the maximal transfer time taken over all
data chunks that are delivered at a time of measurement. We decided for the analysis of maximal
values instead of average values because to illustrate the change of worst-case performance.

6.6.2 Results

In our simulations, we study communication scenarios that are balanced at network edges,
while backbone links—like in today’s Internet—may be overbooked. Figure 6.10 displays the
typical network performance for such a case: 20 producers are placed at core nodes, and 20
consumers per content source request 128 chunks per second for a simulation time of 500
seconds. These data requests saturate the access link capacities of 1 Mbit/s at each receiver
and lead to immediate process of dropping and retransmitting Pending Interest at core nodes.
It is clearly visible that dropping and retransmission frequencies are lower for the persistent
PIT management (Figure 6.10(a)), since request states that have entered routers on a complete
path will remain present until data is forwarded. In contrast, the random replacement strategy
may erase Interests on an established path and thus has a higher likelihood of decorrelating
router states.

The overall forwarding capacity of the simulated scenarios is about 250 Mbit/s. Our simu-
lation experiments both start out with a short peak in network utilization (≈ 50 Mbit/s), but
forwarding goodput quickly decays below 5 % of the capacity as soon as PIT overloads occur.
Correspondingly, the slowest chunks arrive in times that grow linearly with the simulation time
as a result of state decorrelation. Certain Interest states do not succeed in guiding a packet
transfer until the backbone stress ceases, while timeouts and retransmits superimpose data
forwarding in a mutually obstructive way. We observed the latter behaviour in all of our sim-
ulation runs with varying number of producers or request frequency. It is noteworthy that the
persistent state strategy at routers avoids a dropping of data packets, since any path already
established from receiver to source remains intact for forwarding. As a consequence, the overall
data goodput in the network corresponds to successful chunk deliveries, whereas a significant
number of data packets (≈ 0.5 per dropped Interest) is lost on path while the random replace-
ment strategy is in operation. The enhanced goodput results in Figure 6.10(b) are caused by
undelivered packets, which have only partially passed from the source to the receivers. At first
glance, this might be misleading. However, it is worth noting that the ICN architecture is more
complex compared to the current Internet. Even if the data did not reach the original receiver,
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(a) Persistent PIT Management
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(b) Random PIT Management

Figure 6.10: Parallel chunk download: Stress and performance in a real-world topology
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Figure 6.11: Variation of producer position and number of consumers

caching may help subsequent consumers that are located on the path from the source to the
original destination.

Next we study the scalability and robustness of network performance with respect to varying
capabilities and loads of producers for the case of persistent PIT management. We compare
producers attached to the edge with producers in the core at increasing numbers of consumers.
The results displayed in Figure 6.11 show a clear dependency of network integrity on request
intensity. The more consumers request content services, the stronger the network decorre-
lates (see Figures 6.11(a,b)). At the same time, the overall network performance drastically
decreases as visualized in Figure 6.11(c). This comes at no surprise, as unsatisfied Pending
Interests simply accumulate in the network with increasing probability of dropping on its path
to the source. Placing producers at the edge hardly changes measurement results, even though
the topological network balance is inverted. This confirms the observation that the network
operations degrade due to state decorrelation along the path prior to arriving at the source.

Surprising in some parts, these simulation studies reveal a significant dependency of net-
work performance and stress on the use patterns, independent of the specifics of the topol-
ogy. Even though the discrete event simulations are robust with respect to system resources
of router and—unlike in our experiments—performance remains unaffected by state mainte-
nance, content-centric routing tends to not efficiently exploit transmission resources in realistic
networks of intermediate size. Instead, our findings indicate that a state-wise uncoordinated
hop-by-hop forwarding behaviour has unstable performance and can be easily degraded by ad-
verse use patterns of consumers. This must be seen as a severe threat to the infrastructure, as
a flooding of interests by end users can result in a denial of service attack at the remote core
of the network.

Related phenomena of resource decorrelation are well known from Bittorrent-like systems
[70], where a randomised resource trading often leads to a service degradation dominated by the
weakest constituent. This is in contrast to the current Internet, whose paradigm of “Best Effort”
actually defines a stable dynamic of maximized resource availability within the networking
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system. We suggest that future ICN research shall optimize the dynamics of network conditions
under varying resource conditions.

6.7 Examples of Attack Scenarios

In this section, we briefly introduce attack scenarios for each threat enumerated in Section
6.2.2. Some attacks are unique to ICN, others—even though known from the Internet—gain
a new level of severity by exploiting ICN intrinsics. We concentrate on attackers who exploit
vulnerabilities of the infrastructure by generating various subscription resp. publication states
as discussed in Sections 6.4 and 6.5.

6.7.1 Attacks Related to Resource Exhaustion

As shown in the previous section, routing and forwarding capacities of the infrastructure can
be easily compromised by overloading its content request or interest tables. As non-aggregable
name requests for locally unavailable content propagate through the network, resource ex-
haustion attacks can be transparently initiated from the remote. For this purpose it remains
completely indifferent whether hardware resources are drained at unrestricted PIT sizes or table
space exhausts according to various limiting configurations. Correspondingly, FIB overflows at
routers occur in response to excessive publications or updates of names. Details of the attacker’s
effects depend on the state-dropping strategy—for simplicity we assume dropping tails as used
by CCNx. In addition, virtual resources may also be depleted. The injection of bogus Interests
disturbs ICN flow control mechanisms at routers, for example, because it reduces request limits.

Remotely Initiated Overload An attacker that controls one or more machines (a bot-
net) may initiate massive requests for unavailable content based on Interest flooding (see Sec-
tion 6.5.2). Corresponding interests propagate towards the publisher and eventually accumulate
at some content router causing overload conditions. Depending on its intensity, this attack will
lead to a service impairment or DoS for the (remote) content distribution tree(s) branching at
the degraded router, unless the networking system is able to re-route the requests. It is worth
noting that timeouts at regular users on the subtree will initiate retransmission ‘storms’ and
thereby amplify the attack.

Piling Requests due to a Slow Source Performance of a content source may be degraded
by artificially high numbers of direct requests causing slowed down responsiveness. Alterna-
tively, a captured source or its overloaded access router may drastically increase response times
of content delivery. In slowing down a (popular) source, an attacker lowers the data return
rate and thereby the extinction of pending interests at all routers on paths to receivers. Thus
attacking a single point may result in a widely increased load at the routing infrastructure.
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Mobile Blockade A mobile node may issue a large number of invalid (or slow) Interests
that block the state table of the access router for the period of state timeout. In a shared link-
layer environment that cannot easily detect its departure, the mobile adversary can traverse
neighboring networks on circular routes and continue to offload its interest bundle with the
effect of a blockade of the regionally available networks. Initial countermeasures are difficult to
apply, as the retransmission of Interests is part of the regular mobility pattern in ICN.

Fooling Rate Limiting Current ICN approaches [156] propose rate limiting to restrict the
number of Interest states. Its main purpose is flow control to avoid congestion. In contrast to
common believes (see [59] for discussions) we argue that this is not an appropriate countermea-
sure to protect the ICN distribution system against attacks. An attacker can easily create an
interest storm that exceeds the anticipated interest limit. The dedicated router will throttle the
number of accepted interests per interface or interface+prefix, and finally ignore subsequent
interests. Consequently, a single end user blocks a prefix or harms all members of its domain.
We started analysing these effects in more detail in our on-going work [16].

Note, applying rate limiting per end host (or user) is non-trivial in ICN. ICN explicitly
discontinues the concept of host identifiers (e.g., due to security reasons). Thus, a router
cannot track particular sources that perform Interest flooding. Assuming end point identifiers
exist and routers are enabled with a tracking function, an attacker can spoof addresses. The
same holds for push-back mechanisms [59], which signal an overload towards the source and
thus try to isolate an attacker. In addition, an attacker that would receive such a control
message can ignore it.

6.7.2 Attacks Related to State Decorrelation

ICN requires consistent states during the request routing phase and the asynchronous content
delivery. While bogus announcements or flapping of routes may introduce loops or increase the
likelihood thereof, incoherent forwarding paths may result in partial content transmission that
uses network resources without success in data delivery.

Heterogeneity Attack An attacker that controls several machines (e.g., a botnet) may
direct requests to accumulate at a specific router in the network and generate a point of per-
formance degradation in the core. Heterogeneity will cause a significant service depletion for
all crossing flows (see Section 6.5.3), if the network does not reroute. In the presence of rerout-
ing, the adversary may use the same attack to trigger route flipping with corresponding jitter
enhancements, which—in contrast to the Internet—will degrade access router performance for
consumers.

Infringing Content States An attacker that controls end systems or content routers could
announce updates of content or cache appearances at a high frequency that exceeds the routing
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convergence time. As a consequence, the overloaded route resolution service will be unable to
correctly process the updates of proper content sources or caches with the effect of incomplete
content representation and erroneous data replication states. Content requesters will be thus
led into false retrievals or access failures. As content announcement is commonly built on soft-
state approaches, failures will timeout after a period of undisclosed inconsistency, which the
adversary could initiate in a momentary attack.

Jamming Attack A node on a shared link may issue a large number of content requests
without maintaining the Interests at its own (loosing interest). Content will then arrive at the
local link without a receiver. This is particularly harmful in mobile environments of limited
bandwidth. A mobile attacker can jam a region by traversing shared radio links while requesting
bulk data.

6.7.3 Attacks Related to Path and Name Infiltration

ICN raises content names and cache locations to first class objects and must therefore remain
open to naming and placing data. The request routing system carries routes to names in its FIB
or a mapping service, both of which are vulnerable to resource exhaustion and route poisoning.
While an explosion in the pure number of names may be mitigated in parts by aggregation
according to some authoritative naming conventions like in today’s domain names, bogus route
infiltration must be considered the more delicate issue.

Route-to-Death An adversary that controls a cache system may redirect routes to it and
slow down content delivery or jitter response times. As the routing infrastructure is vulnerable
to increased delays and delay variations, resource exhaustion threats apply to the requesting
infrastructure (see Section 6.4.2). In the presence of universal caching, reasonable counter
measures to using a valid, but alienating cache are difficult to define.

Route Set Inflation An adversary may announce bogus routes to cached copies of any
content object. Content requests from its vicinity are then directed towards an erroneous
location and—if unanswered or retarded— lead to long-lasting forwarding states and a possible
DoS. This threat can be mitigated by resource-intensive attempts to route towards multiple
locations that become increasingly painful when an attacker controls a botnet and injects invalid
routes at large scale.

6.8 Conclusion and Outlook

In this chapter, we have analyzed network instabilities and threats in information-centric net-
works that are caused by (a) backbone control states initiated by end users and (b) data-driven
state management.
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Some threats are easy to anticipate (e.g., resource exhaustion), others are more intricate due
to the complex interplay of distributed management (e.g., state decorrelation). For the latter
previous practical insights in the design of (conceptually related) multicast protocols already
revealed good and bad design options. One of the major design goals of Bidirectional PIM [71],
for example, was “eliminating the requirement for data-driven protocol events”—after the op-
erating experiences with data-driven DVMRP or PIM-SM. With these results, we want to
stimulate the discussion about basic security in content-centric backbone routing.

As an insightful view onto the stability of the ICN infrastructure, we contrast our findings
with the vulnerability of the current Internet and recall basic countermeasures from a high level
perspective.

In the current Internet, an attack may target at the Internet backbone, i.e., BGP, as well as
at end hosts. BGP is vulnerable in many aspects [43]. Bringing BGP routers to their knees is
complicated and rare [44], [160], [36], [129]—a collateral damage from the data to the control
plane based on sharing links. ICN eases such attacks by allowing immediate control changes
from the data plane. Malicious path or name infiltration is similar to IP prefix hijacking, the
core attack on BGP. Countermeasures introduce a cryptographically strong binding (e.g., [85],
[104], [98]) between the (legitimate) advertiser and the announced resource. ICN democratizes
content caching by design, consequently any ICN node is allowed to announce a cache copy and
thus to implement a routing state. Proposals for the current Internet will not help to overcome
route interception, route set inflation, or route-to-death in ICN.

Today, (D)DoS attacks are usually directed towards end hosts. In this chapter, we have shown
that ICN extends these threats to the backbone by design, and that existing countermeasures
against both, DDoS and incorrect distribution states fail in the ICN field.

Defending from DDoS is already complicated in the Internet and becomes more intricate in
ICN. From the conceptual perspective, the core challenge is not in deploying accountability
(e.g., [135], [19]) but identifying an attack. Attack detection approaches [111] usually make
application specific assumptions about traffic patterns, which cannot be applied to a generic
Internet service for content delivery. We showed that the very fluctuating Internet delay space
challenges resource provision in ICN (cf., Section 6.4.2). As content states will accumulate
in the network (cf., Section 6.5), and inter-provider deployment almost surely will lead to a
heterogeneous, unbalanced design, rate limiting may milden, but cannot effectively prevent the
resource exhaustion problems discussed in this work.

Current CDN deployments remain agnostic of these infringements by running under propri-
etary regimes. Present ICN proposals do not seem to have taken up the battle of standing
in the wild. Very recently countermeasures have been proposed to mitigate Interest flooding
attacks [48], [42], [150], [8]. In future work, we will systematically compare countermeasures
against Interest flooding. We will continue our first steps [16] not only to cover more complex
application scenarios but also to complement simulations by long-range real-world experiments.
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Furthermore, we will investigate hybrid approaches, which combine different detection points
(per interface and per prefix) to increase accuracy and performance while limiting PIT entries.

Finally, we should note that in an open Internet, threats are built on the worst scenarios,
not on average cases. If we want an information-centric Internet to remain open and reliable,
a major redesign of its core architecture appears inevitable.
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Summary

In this thesis, we started from the observation that the Internet is a critical infrastructure,
which needs severe protection. We took a practical view on Internet security, considering the
whole ecosystem including the network, end devices, and services, protected and threatened by
current and future Internet protocols. We contributed tools, methodologies, and measurement
results to improve the current state of art as well as operational practice.

Chapter 2 presented a methodology to derive a nation-centric view on the Internet. This
methodology has been exemplified for Germany. Using publicly available registry data and
careful manual verification, we identified important ASes for Germany. Applying passive BGP
measurements we analyzed then the interconnections between these ASes. Surprisingly there
were only few direct interconnections between ASes of the same business sector, visible from
public monitor points. Local peering increased over the last years but should be more widely
applied.

Although the Internet is completely decentralized and a multi-stakeholder network, which
on the first glance does not allow for country and business-specific classification of their au-
tonomous systems, there is an increasing demand to continue studying this. Our analysis
showed that it is crucial to start from the less aggregated set of Internet resources. Network
providers operate autonomously. They split an original assigned address space among multiple
customers, which may be located in different countries. Considering IP blocks instead of IP
prefixes allowed us to identify 25% more ASes.

Chapter 3 analyzed the deployment of the RPKI from the router perspective. We introduced
the first full-fledged open-source implementation of the RPKI router protocol that is suitable in
real-world deployment. This library enables now RPKI in two of the most popular open-source
BGP daemons, Quagga and BIRD.

Using this tool, we conducted a first detailed analysis of the local system performance when
a BGP router validates prefix. The additional load introduced by RPKI is negligible on com-
modity hardware. The choice of the local data structure to store verification data is important
yet. Implementation choices usually should consider deployment scenarios. We found that the
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CPU load may increase up to one order of magnitude if the updates only lead to invalids. Still,
commodity hardware is able to deal with this.

After testing that the overhead of RPKI origin validation does not prevent from deploying,
we analyzed the validation of real-world BGP updates. We found a surprisingly high amount
of invalids, in particular during the beginning of RPKI deployment. Further analysis revealed
that for 90% of the invalid updates the authorized AS is the direct upstream of the incorrect
origin. This clearly is not an attack on the BGP control plane as the legitimate AS could easily
filter the invalid announcement. Based on an advanced analysis we introduced heuristics to
identify common pitfalls when deploying the RPKI.

Chapter 4 extended the scope from a pure backbone perspective towards the relationship be-
tween network security and content distribution services deployed in the current Web. We con-
ducted the first quantitative analysis of the deployment of RPKI by web providers. Analysing
1 million web domains we found that 6% of the web server prefixes are secured by the RPKI
and the remaining 94% are unprotected. Furthermore, there is a correlation that popular sites
tend to be not protected at all as they more likely served by CDNs. Only 4 entries exist in the
RPKI for the 199 ASes of the studied CDNs.

To improve the security experience for web users, we presented a web browser extension
which verifies the prefix origin AS of the requested web server infrastructure, and shows the state
intuitively to the user. The verification is currently based on the data of predefined BGP vantage
points but can be extended to consider control plane data from the actual upstream of the
users. It is worth noting that we lack standard mechanisms for such a location-dependent view.
The currently developed BGP Monitoring Protocol [130] as well as appropriate approximation
schemes may solve this problem in the future. However, our design and implementation is first
step that helps to verify that content is reliably and securely delivered.

Chapter 5 explored the attack on end devices via the Internet even further by separating
remote attacks based on the network access. Due to the increasing relevance and evolution
of mobiles, we focused on this regime. We designed a honeypot that efficiently reflects char-
acteristics of mobile systems. We then measured unsolicited network traffic by deploying four
honeypots (i.e., a mobile honeypot, a darknet honeypot, a DSL honeypot, and a university hon-
eypot) to analyze attack behavior. Surprisingly, we did not monitored a significant number of
attacks dedicated to mobiles. This indicates that most attackers operate almost independently
of the actually captured host, or at least assumed a heterogeneous set of systems.

Chapter 6 took a radical different view. Instead of protecting the current Internet infrastruc-
ture, we analyzed the potentials of a future Internet architecture. Information-centric networks
inherently prevent DoS attacks towards end devices as they only address content instead of
hosts. However, we found that this design choice will harm the infrastructure instead. By
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enabling end users to directly change states of the control plane, they can easily perform a
DoS attack on the core. Independently of an explicit attacker, we showed that the robustness
of an ICN network is in conflict with heterogeneous, (unpredictable) environments such as the
Internet.

Future Work We discussed detailed aspects of future work in the separate sections. From a
high-level perspective, we will focus on both improving existing security solutions to increase
deployment and the design of network architectures with inherent protection mechanisms, with-
out conflicting with the openness of the Internet.
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