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Summary

Todays increasing demands on electrical power raise the challenging task to find alternative,
renewable and sustainable power sources. By now it becomes apparent that only a combina-
tion of many alternative power sources will be able to promote the transition from fossile fuel
to sustainable energy production. In this transition, thermoelectric materials may play their
part for example in waste heat recovery, since they are ideal energy converter that transform
heat directly and reversibly into electricity. Recent progress in the field of thermoelectric
materials inspired start-ups and the appearance of next-generation thermoelectric technol-
ogy in cars. Although they are already employed in applications, until today the efficiency
of common thermoelectric materials is still quite small to compete on a large scale against
other alternative power sources. However, by certain changes in the structure, thermoelec-
tric materials allow in principle to be optimized with respect to their efficiency. Besides that,
their reliability and the fact that they involve no moving parts leave them as ideal niche prod-
ucts already today, whenever exactly these properties are key.

Prototypical thermoelectric materials are based on telluride compounds often in combi-
nation with lead. Novel and promising thermoelectric materials are lead free and for exam-
ple constituted by the class of skutterudites. In this work, the concept of skutterudites as
thermoelectric materials is reviewed and their peculiar electronic structure and transport
properties are analyzed within the means of first-principles computations. Based on calcu-
lations a model is developed that explains earlier inconsistent findings and that describes
the orbital interactions and contributions to the characteristic shape of the valence bands of
skutterudites.

Further improvement of skutterudites as thermoelectrics leads down two roads: filling
of the vacant 2a Wyckoff positions and nanostructuring. This work goes a step along both
roads. Filled skutterudites are investigated for group-13 atoms as filling species and their in-
fluence on the electronic properties is examined. A step towards nanostructuring is taken for
the parent material CoSb3 by studying the surface energetics and electronic structures of the
low-index surfaces (100), (110) and (111). In this context, two new schemes are proposed of
which the first one allows to calculate surface energies for symmetric but off-stoichiometric
slabs and the second one allows to calculate the electron correlation in surfaces in terms
of wave function based electron correlation methods. Finally, this work shows that elec-
tron correlation contributes greatly to the binding in common thermoelectric materials and,
starting from model systems, takes a step towards the application of local correlation meth-
ods like the periodic LMP2 method to study these effects.





Zusammenfassung

Der weltweit steigende Energiebedarf hat in den letzten Jahren zu einem wachsenden wis-
senschaftlichen Interesse an alternativen und nachhaltigen Energiequellen geführt. Mit-
tlerweile zeigt sich, dass nur durch eine Kombination aus vielen verschiedenen erneuer-
baren Energiequellen die Energiewende gelingen kann. Einen solchen Beitrag könnten zum
Beispiel auch thermoelektrischen Materialien beisteuern. Sogenannte Thermoelektrika wan-
deln reversibel und direkt thermische Energie in elektrische Energie um. Demnach könnten
Thermoelektrika dazu beitragen, wo immer Energie durch Abwärme verloren geht, diese
zurückzugewinnen. Die jüngsten Fortschritte auf dem Gebiet der Thermoelektrika haben
mittlerweile schon zur Einführung dieser Technologie in Autos und zu Unternehmensgrün-
dungen geführt. Ungeachtet der Tatsache, dass sie bereits Anwendung im Alltag finden,
zeigen thermoelektrische Materialien jedoch noch immer eine recht gering Effizienz. Diese
lässt sich aber, wie Forschungsergebnisse zeigen, durch Materialveränderungen optimieren.
Außerdem sind thermoelektrische Elemente in der Regel sehr zuverlässig und erzeugen Elek-
trizität ohne die Verwendung von sich bewegenden Teilen. Allein schon diese besonderen
Eigenschaften eröffnen ihnen bereits heute einen stetig wachsenden Markt als Nischenpro-
dukte.

Thermoelektrische Materialien, die bereits Anwendung finden, basieren typischerweise
auf Tellur, oft in Verbindung mit Blei. Neuartige und vielversprechende Kandidaten für ther-
moelektrische Materialien sind bleifrei und basieren zum Beispiel auf der Verbindungsklasse
der Skutterudite. Die vorliegende Arbeit beschäftigt sich mit Skutteruditen als thermoelek-
trischen Materialien und erforscht ihre elektronische Struktur und Transporteigenschaften
mit Hilfe theoretischer first-principles Methoden. Auf Basis dieser Untersuchung wird ein
Modell entwickelt, welches die widersprüchlichen Ergebnisse verschiedener vorhergehen-
der Arbeiten zufriedenstellend erklärt.

Darüber hinaus untersucht diese Arbeit die Optimierung von Skutteruditen. Skutteru-
dite lassen sich entweder durch Nanostrukturierung oder das Füllen der unbesetzten 2a -
Wyckoff Positionen optimieren. In dieser Arbeit wird die Auswirkungen beider Optimier-
ungsmöglichkeiten von Skutteruditen – Füllung und Nanostrukturierung – auf die elektron-
ische Struktur und deren Transporteigenschaften untersucht. Als Fülleratome werden Grup-
pe-13 Atome betrachtet. Durch Berechnung der Oberflächenenergien niedrigindizierter
CoSb3 Oberflächen wird ein Schritt Richtung Nanostrukturierung unternommen. In diesem
Zusammenhang werden zwei Methoden dargestellt, von der die eine erlaubt Oberflächenen-
ergien symmetrischer, nicht stöchiometrischer Slabs zu berechnen, während die andere Ein-
blicke in den Beitrag von Elektronenkorrelation zur Oberflächenenergie ermöglicht. Ab-
schließend betrachtet die vorliegende Arbeit ganz grundsätzlich den Bindungsbeitrag von
Elektronenkorrelation in Thermoelektrika und zeigt Möglichkeiten der Anwendung auf.
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Chapter 1

Introduction

The growing interest in the search for alternative, new and renewable energy sources is

mainly inspired by the increasing needs of power in our modern societies. In the last ten

years alone, the world’s primary energy consumption climbed from 360 to about 550 ·1015 kJ

[1] and with the industrialization of emerging countries and the growth of population, the

consumption is expected to keep increasing. Although fossil energy sources are finite, they

still account for the largest share in energy production. The proportion of sustainable en-

ergies differs greatly from country to country. In Germany renewable energies account for

about 10 % of the primary energy consumption and are produced from a wide variety of

sources1. Nowadays, it becomes apparent that the diversity of renewable energy sources is

key in the transition from fossil fuel to sustainable energy production. In this transition the

class of thermoelectric materials might play their part in the near future [2–12].

In principle, thermoelectric materials are ideal energy converter and transform heat di-

rectly and reversibly into electricity or vice versa. The discovery of the so-called thermoelec-

tric effects dates back to work by Seebeck, Peltier and Thomson [13–16]. A schematic view on

a modern thermoelectric module is shown in Fig. 1.1. In principle the thermoelectric effect

is present in all materials, but only few are suitable and only those comprise the material

group of thermoelectrics. Already in 1909 and 1911, Altenkirch identified a high thermoelec-

tric coefficient, a high electrical conductivity and a low thermal conductivity as the principle

requirements for efficient thermoelectric materials [17, 18]. The measure of the quality of a

thermoelectric material is the dimensionless figure of merit [19]

Z T =
S2 σ

κ+κ0
T, (1.1)

where T is the temperature, S the Seebeck coefficient, σ the electrical conductivity, κ the

lattice thermal conductivity and κ0 the electronic part of the the thermal conductivity. The

numerator of Eq. 1.1 is often called the power factor. Todays efficient thermoelectric ma-

terials own a Z T > 1. Unfortunately, the transport coefficients are interdependent and the

optimization of each coefficient individually is limited. Thus, novel thermoelectric mate-

rials are based on nanostructuring, the phonon glass electron crystal (PGEC) concept, or a

combination of both.

With the PGEC, Slack introduced a concept to guide the search for novel thermoelectric

materials [20]. He proposed five requirements for high efficiency. First, the lattice thermal

1biomass 5.5 %, wind power 1.3 %, hydro power 0.5 %, heat pumps 0.2 %, photovoltaics 0.8 %, geo- and so-
larthermy 0.285 %, waste gas 0.9 %, bio fuels 0.8 % (Germany, effective Feb. 2013) [1]
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Chapter 1 Introduction

Figure 1.1: Conceptual illustration of a Peltier element / thermoelectric module. P- and n-
type semiconductors are connected in series via conductors and either transform
(a) electricity into a heat difference or (b) vice versa.

conductivity κ should be reduced. In fact, reduction of the lattice thermal conductivity is

the only way to reduce the thermal conductivity, since the electronic contribution is strongly

correlated with the electrical conductivity. Slack calculated the theoretical minimum of the

thermal conductivity for several materials [21]. Second, since the charge carrier mobility is

proportional to the electrical conductivity, a high carrier mobility is required for both, n- and

p-type, charge carriers [19, 22, 23]. Third, the density of states effective mass m ∗ should be

equal to the free electron mass m0. This relates back to the charge carrier mobilities. Fourth,

the optimal band gap is equal or larger than 0.25 eV. This last suggestion is mainly based on

calculations by Mahan [22]. Fifth, the effective mass and the thermal conductivity should

be independent of the temperature and together with the mobilities also independent of the

charge carrier concentration. In general terms, the PGEC concept can be summarized as

the idea of a material that conducts temperature like a glass but electrons like a crystal. The

PGEC concept led to new ideas for thermoelectric materials, like so-called cage compounds

which include for example clathrates [24–28] or skutterudites [29–34]. In cage compounds

the thermal conductivity is reduced by void filling atoms that serve as scattering centers for

phonons and thereby increase the figure of merit.

Another way of significantly enhancing the figure of merit is nanostructuring [35–37]. Hick

and Dresselhaus were one of the first to increase the power factor by quantum wells [38].
This inspired investigations on quantum dots [39–42], quantum wires [43–45], superlattices

[46,47] and nanostructuring of thermoelectrics in general [35] and led to reports of record Z T

values for complex structures like epitaxial multilayers or quantum dot superlattices [48–50].

Following the idea of nanostructuring and the PGEC concept, the search for – and op-

timization of – thermoelectrics led to a variety of potential materials [3, 4, 26, 51, 52]. The

identification of promising candidates from this vast multitude of materials is key in deter-

mining novel thermoelectrics. At the same time, the variety of candidates alone prevents a

simple experimental screening. Instead, a combination of theoretical and experimental ap-

proaches to study the fundamental mechanisms will be more promising. On the one hand,

modern quantum chemical methods allow, for example, the calculation of a material’s elec-
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1.1 Lead Telluride and Skutterudite Materials as Thermoelectrics

tronic structure, which in turn allows the calculation of its transport properties. Combined

with a lattice structure prediction, this allows to establish a link between lattice structure,

electronic structure and transport properties. On the other hand, nanostructuring poses

new challenges for theory. The high surface proportion of nanoparticles, for example, brings

the accurate characterization of surfaces into focus. Here, one big challenge is the determi-

nation of surface energies, which is a challenging task also experimentally. Thus, it will be

necessary to come up with new ideas or to improve on existing methods to describe nanos-

tructured thermoelectric materials.

The aforementioned paragraph summarizes nicely the scope of this thesis, which is two-

fold. On the one side, first-principles electronic structure methods are applied to study the

peculiar properties of skutterudites. The focus here is on the link between lattice and elec-

tronic structure (see Sec. 4.1 and Papers A1 and A2) and the influence of filling, doping or

exchange of atoms (see Sec. 4.1). A step towards nanostructures is taken by investigation of

surfaces, including their lattice structures, electronic structures and energies (see Sec. 4.1

and Papers A3 and A4). On the other side, this thesis is a step towards the application of

modern highly-accurate electronic structure methods, like electron correlation methods, to

complex structures, such as thermoelectrics or surfaces (see Sec. 4.3 and Papers A4 and A5).

1.1 Lead Telluride and Skutterudite Materials as

Thermoelectrics

Lead telluride (PbTe) crystallizes in the cubic sodium chloride structure (Fm3̄m, no. 225),

with a lattice parameter of 6.4384 Å (see Fig. 1.2) and has an indirect energy band gap of

0.31 eV at 300 K [53]. With a relatively high maximal Z T value of 0.8-1 at around 650 K, PbTe

is one of the most favored materials for industrial applications and as such its thermoelectric

properties are well understood [54, 55].

Inspired by a theoretical study on group-13-doping of PbTe [56], substitutions with Tl led

to an improved Z T of about 1.5 at 773 K [57]. To improve the Z T further, research on PbTe

focuses mainly on the formation of alloys [58, 59] and nanostructuring [60, 61] with PbTe

as parent material. While the former strategy aims mostly at increasing the Seebeck coeffi-

Figure 1.2: Unit cell of PbTe together with its lattice parameter a . Telluride atoms (orange
circles) occupy the anion positions, lead atoms (gray circles) the kation positions.
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Chapter 1 Introduction

cient, the latter aims at lowering the thermal conductivity. Although the thermal conductiv-

ity is already quite low in PbTe, promising candidates for further reductions are the so-called

LAST-m materials, which are combinations of PbTe and AgSbTe2 that form AgPbm SbTe2+m

(m ≈ 18−22) alloys with reported Z T s of around 1.7 (∼ 700 K) [62–65].

Theoretical studies on PbTe consistently describe either the parent material [56, 66–69] or

its related doped and alloyed derivatives [70–72]. Thereby, the focus is on the lattice and

electronic structure or the thermal conductivity. Special interest for doped and alloyed com-

pounds is on the structural changes (electronic and lattice) and on changes of transport

properties by first principles. The challenge of a theoretical description of nanoparticles

is tackled by combining theoretical and experimental approaches [73, 74]. However, the

applied methods so far are generally confined either to density functional theory (DFT) or

molecular dynamics simulations. The influence of electron correlation is neglected. How-

ever, the influence of electron correlation is surprisingly large as is analyzed in Sec. 4.3.

Skutterudites comprise another very promising class of thermoelectrics. They were first

recorded by Breithaupt and Boebert [75,76] and named after Skutterud (Norway), where they

were found in cobalt mines. Skutterudites are binary compounds composed of a transition

metal M (e.g. M = Co, Rh, Ir, Fe) and a pnicogen atom Pn (e.g. Pn = P, As, Sb) with the

general formula M Pn 3. Skutterudites crystallize in the cubic, body-centered CoAs3 structure

with the space group Im3̄. Lattice constants for skutterudites of group-9 transition metals

vary from 7.7 Å for CoP3 to 9.3 Å for IrSb3 [77]. CoSb3 and FeSb3 feature lattice constants of

about 9.0385 [78] and 9.154 Å (from thin films, see paper A3), respectively. While metal atoms

occupy the 8c -Wyckoff positions (0.25, 0.25, 0.25), pnicogen atoms occupy the 24g -Wyckoff

positions (0,y ,z ) [75].

3
.0

3
6

 A

2.898 A3.036 A

2
.8

9
8

 A

Sb   squares4

a0

local D3d symmetry

3.723 A

3
.4

5
9
 A

a0

          Y

(= In, Ga, Tl)

Co / Fe

Sb

Figure 1.3: Two representations of the skutterudite unit cell with the formula unit YMPn3

(with M = Co, Rh, Ir, Fe; Pn = P, As, Sb; Y = In, Ga, Tl, Ce), where Y is the fill-
ing species. M atoms occupy the 8c -Wyckoff positions (0.25, 0.25, 0.25), pnico-
gen atoms occupy the 24g -Wyckoff positions (0,y ,z ) and filler atoms Y the 2a -
Wyckoff positions (0, 0, 0). Structural information was obtained within DFT/PBE
lattice optimizations [A1].
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In general terms, the CoAs3 structure can be seen as a strongly distorted perovskite struc-

ture, where the transition metal atoms are coordinated by six pnicogen atoms (see Fig. 1.3).

These pnicogen atoms form in total eight distorted octahedrons in the unit cell, with a lo-

cal D3d symmetry, that are connected via corners. Additionally, pnicogen atoms form Pn4

rectangles, which are sometimes referred to as Pn4 rings.

The aforementioned structural configuration leaves a void in the unit cell center at the

2a -Wyckoff position that is surrounded by (MPn6)8 clusters. Due to this void, skutterudites

can accommodate filling elements, which makes them ideal PGEC compounds. First syn-

theses of filled skutterudites date back to the late 1970s and were performed by Jeitschko et

al. [79–82]. Nowadays, the focus is mainly on CoSb3 and FeSb3 as parent materials for ther-

moelectrics. While CoSb3 can be synthesized as a bulk material, FeSb3 is metastable and

can only be prepared either by substituting Co with Fe in CoSb3 or from elements by beam

epitaxy as thin films (see [83–85] and Paper A2).

Within a simple semiconductor transport model, Slack et al. predicted potential ZT val-

ues of ∼ 4 at 1000 K for CoSb3 skutterudites and, thus, inspired the interest on skutterudites

as PGEC materials. Early measurements of thermoelectric properties were performed by

Dudkin and revealed promising properties. The parent CoSb3 features a large Seebeck coef-

ficient and a high electron conductivity. However, at the same time it features a high thermal

conductivity of about 10 W/mK at 300 K. A significant reduction of the thermal conductiv-

ity is achieved by introducing filling atoms. Nowadays a huge variety of fillers exist. Among

others, successful examples are lanthanides, actinides, rare earth metals, earth alkali and al-

kali metals or group-IV elements [32, 86, 87]. Morelli and Meisner reached an increased ZT

by reducing the thermal conductivity with a Ce filler in FeSb3 [88]. Further improvements

were obtained by Sales et al. [29, 30, 86], Nolas et al. [89] and Tang [90], who reported in-

creased ZT values at high temperatures for p- and n-type La0.9Fe3CoSb12, Ce0.9Fe3CoSb12,

YbxCo4Sb12 and CeyFexCo4-xSb12. Other investigations followed, which were more or less

systematic [2, 34, 77, 87, 91–97]. Trends derived from these studies show that smaller and

heavier filler atoms seem to reduce the thermal conductivity more effectively [26] and that

small fractions of filling species are more effective than large ones [98–101]. Apart from this,

skutterudites have a natural filling fraction limit up to which they can incorporate a certain

filling species. In a first-principles study, Shi et al. suggested that the filling limit depends

mainly on two parameters. One is the atom or ion radius of the filling atom, due to the

limited space in the voids. The other is the interaction of filler atoms with the pnicogen

atoms [102]. However, the study showed that the filling fraction limit is also influenced by

the formation of secondary phases between the impurity atoms and one of the host atoms.

At a certain filling fraction, the formation of secondary phases can be energetically preferred

over further filling of the voids.

In the beginnings, filler atoms were anticipated as independent Einstein oscillators to

freely rattle in the voids and thus, by resonant scattering, reduce the phonon mean free

path [103]. This is, however, not necessarily the case. Koza et al. showed that vibrational

modes of fillers are coherently coupled with the host-lattice dynamics, which leads to eigen-

modes of low energy [34]. These eigenmodes are characterized by small group velocities that

render them ineffective for heat transport and thus reduce the thermal conductivity.

A reduced thermal conductivity, compared to CoSb3, might also be achieved by substitut-

ing cobalt atoms by iron, as indicated by a softening of the phonon modes [85]. However,
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from an experimental point of view, characterization of FeSb3 is even more difficult. FeSb3 is

metastable and already the preparation is a challenging task and, so far, only possible as thin

films [84, 85, 104]. Hence, a detailed thermoelectric characterization was missing. In Paper

A2 we have performed such a characterization by a combined theoretical and experimen-

tal approach. While the experimental part was performed by my colleagues Daniel et al.,

I performed the first-principles characterization, employing DFT and Boltzmann transport

theory. The combination and the very nice agreement between experimental and theoret-

ical results allow us to draw a conclusive picture of the electronic transport properties of

FeSb3. Unfortunately, due to its metastability, FeSb3 will never be applied in a thermoelec-

tric device, besides its favorable electronic properties. However, partly substituting of iron

or filling of FeSb3 often leads to stabilized structures without deteriorating much the favor-

able electronic properties (see Section 4.1). Thus, in any case filling is key for skutterudite

derivatives as thermoelectrics.

Besides the evident success to lower the thermal conductivity by filling of skutterudites,

a conclusive description of the electronic structure – already for the parent material CoSb3

– is still missing. Although many theoretical and experimental studies exist, uncertainties

remain. One example is the size of the energy band gap, which ranges from 0.05 to 0.7 eV, de-

pending on the data source. First optical absorption measurements by Ackermann and Wold

revealed no band gap [105]. Singh and Pickett estimated an indirect pseudo-gap of 0.57 eV at

the experimental lattice structure by applying the LDA functional within the DFT extended

general-potential linearized augmented-plane-wave (LAPW) method [106] and claimed nice

agreement with high temperature measurements [107]. Their pseudo-gap is crossed by a

single valence band at the Γ-point that almost reaches up to the conduction bands and that

minimizes the actual band gap. This single band features an almost linear dispersion near

the Fermi level. By adiabatic, symmetry-conserving displacement of the Sb sublattice, Smith

et al. found massless bands (Dirac bands) [108]. Later, with an indirect band gap of 0.55 eV,

Caillat et al. confirmed Dudkin’s results by resistivity measurements [109]. However, Kur-

maev et al. found no band gap by XPS and XES measurements [110] and Arushanov et al.

estimated a gap of 0.031 eV by studying the Shubnikov-de Haas effect [111].

Further theoretical investigations estimated band gaps between 0.1 and 0.4 eV and in-

cluded LDA and PBE calculations with varying codes at different structures or simple band

models [110–116]. Despite these studies, the picture remains diverse. In Paper A1 I show that

the diversity of results is mainly due to the applied functionals and the underlying skutteru-

dite lattice structure. Both strongly influence the size of the band gap. The band gap size is,

in fact, inversely proportional to the lattice parameter. But moreover, the dispersion of the

prominent single valence band can be increased or decreased by simply changing the aspect

ratio of the Sb4 rectangles (cf. Fig. 1.3). A detailed description is given in Paper A1 and Sec.

4.1.

Besides filling, nanostructuring is another way to significantly enhance the figure of merit

[35]. Toprak et al. were one of the first to show its positive effect on CoSb3 skutterudites [117].
Nanostructuring exploits mainly either quantum size effects or enhanced phonon scattering

at nanoscale interfaces [35]. From a theoretical point of view nanostructures are difficult to

describe. Typical nanoparticles are still too big to be computed by quantum chemical first-

principles. Instead theoretical descriptions are often based on classical mechanics or a com-

bination of both. Another way of treating nanoparticles is by considering only parts of the
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whole nanosystem. Thus, in such a way and as a first approximation towards nanoparticles,

we have investigated surface energies of CoSb3 skutterudites (see Paper A3). By employing

Wulff’s scheme and the computed surface energies, it is possible to construct the probable

shapes of nanocrystals in vacuum.

1.2 Towards Electron Correlation in Thermoelectrics and

Nanoparticles

Quantum chemical electronic structure theory has come a long way in describing molecules

very accurately in the last decades. While Hartree-Fock (HF) theory as a starting point is

missing electron correlation, modern electronic structure methods include electron correla-

tion in one way or the other. Some recent developments in this field and a historical overview

are summarized, e.g., in the 2012 published Chemical Review issue “Quantum Chemistry

2012” [118]. Besides their apparent success, all of these quantum chemical methods share

a common inconvenience. They are nicely applicable to small and medium sized systems

but lack the direct transferability to extended systems. Either the application of periodic

boundary conditions is challenging or they scale unfavorably with system size (more details

on scaling are given in Sec. 2.7).

In principle DFT with common functionals is easily transferred to periodic boundaries

and scales quite favorably with system size. At the same time it often features a high accu-

racy and is therefore widely adopted to solid state tasks [119–121]. However, standard den-

sity functionals often describe non-local electron correlation insufficiently. A well known

example are weak interactions, like physisorption, where standard DFT functionals tend to

underestimate binding energies [122–125]. Another example are surface energies, which ap-

parently depend strongly on the applied exchange-correlation functional [126]. Recently

introduced empirical or non-empirical dispersion correction schemes improve greatly and

very efficiently on the accuracy [127–131]. Other successful approaches are non-local DFT

functionals (e.g., vdW-DF [132] and VV10 [133]) and the recent many-body dispersion (MBD)

method by Tkatchenko et al. [134]. All of these dispersion corrections, however, sacrifice

partly the first-principles character of the method. The most recent developments beyond

DFT, such as doubly-hybrid functionals [135–137], are just becoming available in extended

structure codes.

Electron correlation is described more accurately and consistently in wave-function based

post-HF methods. Examples are coupled-cluster theory (CC) [138] or Møller-Plesset pertur-

bation theory (MPn) [139] of order n . Although electron correlation methods often achieve

high accuracies, standard implementations of post-HF methods scale unfavorably with the

system size and are unfeasible for extended systems [140]. More efficient implementations

exploit the local character of the correlation hole and are based on a localized orbital repre-

sentation.

Stollhoff and Fulde were among the first to employ the idea of localized orbitals in ex-

tended systems [141–143]. Their so-called local ansatz considered local excitations out of

non-orthogonal orbitals. Later, Pulay and Saebø utilized an orthogonal set of localized or-

bitals and considered excitations into non-orthogonal projected atomic orbitals (PAOs), which

represent the virtual space [144–146]. Afterwards, their scheme was implemented by Werner
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and Schütz for molecular systems and became part of the MOLPRO program [147, 148]. An

extension to solids was performed by Pisani et al. [149, 150], which was implemented in

the CRYSCOR code [150, 151]. Stoll invented a slightly different scheme for extended sys-

tems [152–155]. His so-called method of increments (MoI) expands the electron correlation

energy as a many body expansion and relies on cluster schemes that mimic the infinitely ex-

tended solid. In this way, the virtual space is truncated although in principle the MoI allows

excitations into the whole virtual space. The advantage of the MoI is the readily applicabil-

ity of molecular quantum chemistry codes and any implemented size-extensive quantum

chemical method. However, the MoI does not necessarily need to rely on cluster schemes

to truncate the virtual space. Shukla et al. employed an incremental scheme that, again,

relies on PAOs [156]. Another cluster approach is the hierarchical method, which was intro-

duced by Abdurahman et al. [157] and was amended to solids by Manby et al. [158] A more

exhaustive overview was recently published by Müller and Paulus [140].

Besides others, the periodic Local-MP2 (LMP2) method and the MoI have both been ap-

plied very successfully to describe adsorption or cohesive energies [159–166]. In this thesis

I apply the periodic LMP2 method to the test system of group-12 fluorides (see Paper A5).

I show that there is a significant electron correlation contribution, which is reflected by the

lattice parameter and the cohesive energy and that can be nicely obtained by the periodic

LMP2 method (see Paper A5). In a step towards the more complicated thermoelectric ma-

terial PbTe, I employ the same scheme to determine the electron correlation effects in PbTe

(see Sec. 4.3). The PbTe system confirms the same trends as in the group-12 fluoride test

cases. The electron correlation again contributes significantly to the cohesive energy and

the lattice parameter. Already the LMP2 method achieves exceptional good agreement with

experiment.

As such, bulk systems with well defined periodic boundary conditions are relatively straight-

forward to treat with local electron correlation methods. This remains true as long as the

unit cell is small enough. Nanoparticles can be considered as huge molecules and, hence,

feature often no periodic boundaries anymore. Then again, typical nanoparticles are usually

still too large to be described entirely by quantum chemical methods. However, depending

on the property, the description of small size effects can often be approximated by treating

only parts of a nanocrystal. A practical example is adsorption, where only the adsorption

site is of interest. Similarly, surface energies can be calculated in a slab model with periodic

boundaries and still be employed in the Wulff scheme to estimate a nanoparticle’s shape in

vacuum. However, slab calculations are normally computationally expensive, which in turn

allows only DFT computations. Then again, surface energies strongly depend on the applied

DFT functional. LDA and generalized gradient approximation (GGA) functionals, for exam-

ple, might differ by about 50 % with an unclear preference for either of them. This is in fact

well reflected for CoSb3 skutterudite surfaces as shown in Paper A3. Local wave function

based electron correlation methods are in principle well suited to compute surface energies

very accurately. Consequently, in Paper A4, I adapt the MoI to surface energies and com-

pare it to the periodic LMP2 method. As a starting point I choose MgF2 as a propitious test

system. However, in principle there are no restrictions – other than the apparent limitations

of the local methods – in employing the developed scheme also to other more complicated

systems.

Accurately calculated surface energies are interesting for another reason. Measuring sur-
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face energies, often involves cleavage of clean planes of single crystals – a very challenging

task by itself – and the results are often quite sensitive to temperatures. Hence, measured sur-

face energies often differ by 10 - 40 % already for simple systems [167–170]. Reliable calcu-

lated surface energies allow to circumvent difficult experimental setups and measurements.
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Chapter 2

Theory and Methods

Since the development of quantum mechanics in the mid 1920’s [171, 172], many contribu-

tors furthered its success with ideas, approximations, different views or approaches. These

developments, and technical advances, enabled quantum chemists to solve an ever-growing

variety of complex quantum systems including extended systems like the solid state. The

underlying fundamental ideas, approximations, and methods applied in this thesis, will be

illustrated in the following together with new developments that make even very accurate

methods feasible for extended systems. Wherever derivations of the theory are brief, the

reader is referred to the references in the text for further inquiries.

2.1 Hartree-Fock Theory

In 1926, Schrödinger postulated the existence of a wave function Ψ, which respresents a

quantum state, and described its time evolution via a partial differential equation [172].
Although Schrödinger’s equation, “the mother equation of [quantum] chemistry” (Popelier

2011, [173]), is easily written down as

i
∂

∂ t
Ψ= ĤΨ, (2.1)

it is difficult to solve for systems that exceed two particles and painfully so for even larger

systems. Here, Ψ is a high dimensional, in principle complex function, and Ĥ is the Hamil-

tonian that characterizes the state or generates the evolution of the system.

In spite of its complexity, different approaches allow to solve Schrödinger’s equation in

a reasonable but approximate way. Which approach or approximation to choose depends

strongly on the phenomenon to be examined. In the case at hand, the most important ap-

plied approximations are of the following: First, relativistic effects are either neglected or

incorporated approximately in a pseudopotential approach (for a review on pseudopoten-

tials see e.g. [174] and references therein). Second, the systems at hand are confined to sta-

tionary states and are sufficiently described by the time-independent Schrödinger equation.

Third, electronic and nuclear degrees of freedom are treated separately within the Born-

Oppenheimer approximation [175].
With these aforementioned approximations the Schrödinger equation reduces to the non-

relativistic, time-independent, electronic Schrödinger equation

Ĥ elΨel = E elΨel, (2.2)
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where E el is the electronic energy, Ψel is the electronic wave function and

Ĥ el =−
1

2

N
∑

i

∇2
i −

N
∑

i

M
∑

A

ZA

ri A
+

1

2

N
∑

i 6=j

1

ri j
, (2.3)

is the electronic Hamiltonian. The first term in Eq. 2.3 denotes the kinetic energy and the last

two terms denote the potential energy of the electrons. Here, N is the number of electrons,

M is the number of nuclei, Z is the atomic number, ri j is the distance between electrons i

and j , and ri A is the distance between electron i and nucleus A. The following considers only

the electronic Hamiltonian, energy and wave functions. Hence, the indices “el” are dropped

for simplicity.

Even with the aforementioned approximations, the electron-electron interaction in Eq. 2.3

prevents a direct solution of Eq. 2.2. Thus, in what is commonly summarized as HF theory

[176], the electronic wave function Ψ is usually approximated by a single Slater determinant

[177, 178]

Ψ(x1, x2, ..., xN ) =
1
p

N !

�

�

�

�

�

�

�

�

�

�

�

χ1(x1) χ2(x1) · · · χn (x1)

χ1(x2) χ2(x2) · · · χn (x2)
...

...
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...

χ1(xN ) χ2(xN ) · · · χn (xN )

�

�

�

�

�

�

�

�

�

�

�

= |χ1χ2 . . .χN 〉, (2.4)

where n is the number of spin orbitals. In general terms, the Slater determinant is an anti-

symmetric product ansatz for the wave function that obeys the Pauli principle. Here, χi (x) is

a single-particle wave function that describes the spatial as well as the spin part of an elec-

tron and x is a variable that incorporates both the spatial coordinate r and the spin orbital

coordinateω. Thus, a spin orbital i is a product of a spatial orbitalψi (r) and a spin function,

χi (x) =ψi (r)







α(ω)

β (ω)
with i = 1, 2, ..., n . (2.5)

As given by the variational principle, the “best” slater determinant is the one that mini-

mizes the energy. In Dirac notation, this statement is simply

E0 =min
Ψ
〈Ψ|Ĥ |Ψ〉, (2.6)

where E0 is the ground state energy and Ψ the Slater determinant that minimizes the elec-

tronic energy, i.e. the ground state electronic wave function. By following the variational

principle with respect to the choice of the spin orbitals, the HF equation can be derived as

f (xi )χ(xi ) = εiχ(xi ). (2.7)

Solving the HF equation gives the optimal spin orbitals χ(xi ) and their corresponding eigen-
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values, the orbital energies, εi . In Eq. 2.7, the Fock operator f (xi ) is

f (xi ) =−
1

2
∇2

i −
M
∑

A=1

ZA

ri ,A
+v HF(xi ). (2.8)

In this so-called mean-field approach, the electron i in spin orbital χa experiences an av-

eraged potential v HF(xi ), which is an effective one-electron operator. This HF potential is

created by all other electrons in the spin orbitals χb and is given by

v HF(xi ) =
∑

b
b 6=a

Ĵb (xi )− K̂b (xi ), (2.9)

with the Coulomb and exchange operators acting on a spin orbital χa (x1) defined by

Ĵb (x1)χa (x1) =

∫

χ∗b (x2)
1

r12
χb (x2) dx2 χa (x1), (2.10)

K̂b (x1)χa (x1) =

∫

χ∗b (x2)
1

r12
χa (x2) dx2 χb (x1), (2.11)

respectively.

As seen in Eqs. 2.9, 2.10 and 2.11 the HF potential depends on the spin orbitals of all

other electrons and the HF equation is non-linear. Because of the non-linearity it must be

solved iteratively, which is achieved within the self-consistent-field (SCF) approach. The

principle idea of the SCF method is to solve the HF eigenvalue equation (Eq. 2.7) for an initial

guess of the spin orbitals, i.e. an initial guess of the potential v HF(xi ) and to use this solution

subsequently to calculate a new potential v HF(xi ). Afterwards, the procedure is repeated

until a convergence criterion is fulfilled and self-consistency is achieved. The SCF solution of

the HF equation (Eq. 2.7) yields a set of orthonormal spin orbitals {χi } with orbital energies

εi . The determinant created by these orbitals is the HF ground state wave function and is

the best variational single determinant solution to the ground state.

The spatial part of the spin orbitals in Eq. 2.5 constitutes a molecular orbital. The unknown

molecular orbitals ψi (r) are usually expanded in a finite set of K atomic orbitals φµ which

are adapted variants of solutions to hydrogen-like atoms and act as a basis

ψi =
K
∑

µ=1

Cµiφµ, with i = 1, 2, ..., K . (2.12)

Applying these basis functions results in a matrix eigenvalue equation for the expansion co-

efficients, the so-called Roothaan-Hall equation [179, 180]

FC= εSC, (2.13)

where C is a K × K square matrix containing the expansion coefficients and ε is a diagonal

matrix containing the corresponding orbital energies εi . In Eq. 2.13, F is the Fock matrix and
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S is the overlap matrix, which are defined as

Fµν =

∫

φ∗µ(r1) f (r1)φν (r1)d r1, (2.14)

Sµν =

∫

φ∗µ(r1)φν (r1)d r1. (2.15)

2.2 Density Functional Theory

While it is obvious, from its initial form, to solve the Schrödinger equation in terms of wave

functions, the basic idea of DFT is a different one. In DFT the key quantity is the electron

density ρ [181]. Besides that, there remain striking resemblances between DFT and HF the-

ory.

The idea of DFT was first introduced by Thomas [182] and Fermi [183] in 1927/28. How-

ever, DFT started its success only after Hohenberg and Kohn contributed their two famous

theorems in 1964 [184]. They proved that, first, the ground state electron density ρ0 defines

an external potential vext uniquely up to an additive constant. Here, the external poten-

tial vext can refer to the potential arising from the nuclei but it is generally not restricted to

Coulomb potentials. Second, the ground state energy E0 is always less or equal to an energy

arising from a non-negative trial density ρt

E0 ≤ E [ρt]. (2.16)

In general terms, the second Hohenberg-Kohn theorem simply justifies the variational prin-

ciple with respect to the density for DFT. Still up to this point, the challenge remains to find

a reasonable accurate representation of the exact electron density of interacting electrons.

Shortly after establishing the Hohenberg-Kohn theorem, Kohn and Sham mapped the sys-

tem of interacting electrons to a system of non-interacting electrons. This is achieved by in-

troducing an effective potential veff that reproduces the exact density. Following their idea,

the electronic energy can be written as

E [ρ] =

∫

ρ(r)vext(r)dr+Ts[ρ]+ J [ρ]+EXC[ρ], (2.17)

where the first term on the right hand side is the classical electron-nuclei Coulomb interac-

tion with the potential vext(r) that arises from the nuclei. Ts[ρ] is the kinetic energy of the

system of non-interacting electrons and J [ρ] is the classical Coulomb (Hartree) repulsion of

the density with itself. EXC[ρ] is the so-called exchange-correlation functional and from Eq.

2.17 required to be

EXC[ρ] = T [ρ]−Ts[ρ]+Vee[ρ]− J [ρ], (2.18)

where Vee is the exact electron interaction energy and T [ρ] is the kinetic energy of the inter-

acting system.

The Hamiltonian of a non-interacting system – in an effective “external” potential veff – is

separable and, therefore, the exact wave function is a single determinant. This determinant
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is constructed from single particle orbitals that are the solutions to the Kohn-Sham equation

�

−
1

2
∇2+veff(r)

�

φi (r) = εiφi (r), (2.19)

where, from the variational method, the effective potential veff(r) is determined to be

veff(r) = vext(r)+
δ J [ρ]
δρ(r)

+
δEXC[ρ]
δρ(r)

. (2.20)

The orbitals of the non-interacting system are the Kohn-Sham orbitals and their density

ρ(r) =
N
∑

i

φ2
i (r), (2.21)

reproduces exactly the density of the interacting system. Thus, the kinetic energy of the non-

interacting system is

Ts[ρ] =
N
∑

i

〈φi | −
1

2
∇2|φi 〉. (2.22)

Up to this point, the theory is still exact and an exact energy could be calculated from Eq.

2.17 if the correct exchange-correlation energy EXC was known. However, it is not, and EXC

has to be approximated in practical calculations.

One of the simplest ideas to approximate the exchange-correlation energy EXC is to apply

the exchange-correlation energy of the homogeneous [185] electron gas εXC also to inhomo-

geneous systems,

E LDA
XC [ρ] =

∫

ρ(r)εLDA
XC [ρ]dr, (2.23)

which is the so-called local density approximation (LDA) [178, 186, 187]. The exchange-

correlation energy EXC of the homogeneous electron gas can be divided into a sum of the

exchange and correlation energy EXC = EX+EC. While the first is solvable analytically for the

homogeneous electron gas, the latter is only so for the high- and low-density limits [181].
For the expression of εC in the non-limit region, normally several points are calculated by

accurate quantum Monte Carlo methods and interpolated afterwards. Within the LDA ap-

proximation, the only correlation functional applied in this thesis is the one generated by

Vosko, Wilk and Nusair (VWN) [186].

To exploit the homogeneous electron density for rather inhomogeneous systems is often

not the most sensible choice. Thus, to improve on LDA, the GGA is applied. A GGA functional

incorporates additionally the gradient of the homogeneous electron density∇ρ,

E GGA
XC [ρ] =

∫

ρ(r)εXC[ρ,∇ρ]dr. (2.24)

The gradient in εXC is thereby included as a separate function in each case and either added

or multiplied to εLDA
C and εLDA

X . Various flavors of GGA functionals have been created over

the years, of which PBE [188] and PW91 [189] are the ones that have been applied in this
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thesis.

Further improvements on the GGA functionals are sometimes achieved in meta-GGA by

including also higher order derivatives∇2ρ or, as a different approach, in hybrid functionals

by including some of the exact HF exchange E HF
X ,

E
hybrid
XC =

∫

ρ(r)εXC(ρ,∇ρ)dr+ζE 0
X. (2.25)

The two hybrid functionals that appear in this work are the B3LYP and B3PW functionals.

Hybrid functionals mix exchange and correlation energies from different sources empiri-

cally. In both cases the functional is parameterized as

E B3LYP/B3PW
XC = E LDA

XC +a 0

�

E HF
X −E LDA

X

�

+a X

�

E GGA
X −E LDA

X

�

+a C

�

E GGA
C −E LDA

C

�

, (2.26)

with a 0 = 0.20, a X = 0.72, and a C = 0.81 for the three empirical parameters and the Becke 88

functional [190] for E GGA
X . For B3LYP the correlation functional is the Lee, Yang, Parr func-

tional [191] and for B3PW it is the PW91 functional [189].

To be precise, DFT in the form as mentioned above is spin free. However, it is straightfor-

ward to include spin. The density is then considered separately for α- and β-spin. They are

defined as

ρσ(r) =N

∫

|Ψ(r,σ, x2, ..., xN |2, (2.27)

with the interpretation that ρσ(r)d3r is the probability of finding an electron of spin σ in

the volume element d3r . As for the spin-free DFT, the Hohenberg-Kohn theorems hold,

which prove a one-to-one correspondence between spin densities and spin-dependent ex-

ternal potentials vext,σ(r). Then, the Kohn-Sham equations that need to be solved, are spin-

dependent. Spin dependent DFT allows directly for the determination of (some) magnetic

properties.

2.3 Post-Hartree-Fock Methods

Both methods, HF and DFT, are mean-field approaches and approximate the electron-elec-

tron interaction as an interaction between a single electron and the potential created by all

(other) electrons. As a consequence, the calculation of many-body wave functions is avoided

and the computational effort reduces drastically. However, the missing energy contribution,

due to the neglect of explicitly interacting electrons, is often crucial in cases that require a

certain accuracy. While a systematic improvement on DFT is difficult, it is straightforward in

HF. There are two essentially different approaches that are based on the HF results. While

one improves on the wave function, the other improves on the Hamiltonian. In the following,

the underlying ideas of post-HF treatment are presented together with a short introduction

of the electron correlation methods that are relevant in this work.
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2.3 Post-Hartree-Fock Methods

2.3.1 The Exact Wave Function

As described in Sec. 2.1, the HF method creates a set {χi } of n spin orbitals. The resulting

ground state

|Ψ0〉= |χ1χ2 . . .χN 〉, (2.28)

is a single determinant constituted by the N spin orbitals that minimize the electronic en-

ergy, where N is the number of electrons. In principle, however, there are
�n

N

�

possible slater

determinants that could be formed from the n spin orbitals. These slater determinants are

conveniently described by taking the HF ground state as a reference. Then, by using the in-

dices a ,b , c , . . . to denote the occupied, and r, s , t , . . . to denote the unoccupied spin orbitals,

a singly excited determinant is one where an electron, from an occupied spin orbital χa in

the HF ground state, has been moved to an unoccupied (or virtual) spin orbital χr ,

|Ψr
a 〉= |χ1χ2 . . .χrχb . . .χN 〉. (2.29)

Doubly, triply, . . . , and N -tuply excited determinants are defined accordingly.

By considering excited determinants as an N -electron basis, any antisymmetric function

can be expanded in terms of all unique determinants formed from a complete set of one-

particle functions [176]. Since all possible determinants can be described by reference to the

HF determinant, the exact wave function is

|Φ〉= c0|Ψ0〉+
∑

a r

c r
a |Ψ

r
a 〉+

∑

a<b
r<s

c r s
ab |Ψ

r s
ab 〉+

∑

a<b<c
r<s<t

c r s t
ab c |Ψ

r s t
ab c 〉+ ..., (2.30)

where Ψr
a is the notation introduced in Eq. 2.29. Accordingly, Ψr s

ab indicates doubly-excited

determinants and so forth. The sums are over all unique pairs of occupied a < b and virtual

r < s spin orbitals, respectively.

Eq. 2.30 shows that in principle the exact wave function can be expanded in the infinite set

of N -electron determinants {Ψi } = {|Ψ0〉, |Ψr
a 〉, |Ψ

r s
ab 〉, . . .} and, consequently, the exact eigen

energies of the ground and excited states within the Born-Oppenheimer approximation can

be obtained by the Hamiltonian matrix elements 〈Ψi |Ĥ |Ψj 〉. Unfortunately, dealing with in-

finitely large basis sets is hard in practice, hence the basis set expansion is truncated. Within

the Hilbert space spanned by the truncated basis, the best possible approximation of the

system in general includes all excited determinants. This is called a full configuration inter-

action (CI) calculation. The difference between the full CI energy EFCI at the basis set limit

and the HF energy EHF is the so-called correlation energy

Ecorr = EFCI−EHF. (2.31)

Unfortunately, the number of determinants that have to be included in a full CI calcu-

lation is extremely large even for small systems and a minimal basis set. There are several

truncation schemes that consider only a manageable number of determinants. According

to which Slater determinants are included the methods are either size extensive or not [192].
A method is size extensive if it scales correctly with the number of particles in the system

(more details on the concept of size extensivity is for example given in Ref. [192]). Examples
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Chapter 2 Theory and Methods

of methods based on Eq. 2.30 are the configuration interaction (CI) [193] and the coupled

cluster (CC) [192]method. The coupled cluster method was applied in this work and will be

explained briefly in the next section.

2.3.2 Coupled Cluster Theory

Any truncated CI method is not size extensive. That is one of its great disadvantages which

makes it impractical for extended systems. The CC theory, on the other hand, expands the

wave function in terms of products of excited determinants and is size extensive [192, 194,

195]. Thus, the CC wave function ΨCC is

ΨCC = e T̂Ψ0, (2.32)

where Ψ0 is the normalized Hartree-Fock ground state wave function and the operator e T̂ is

defined by the Taylor-series expansion

e T̂ = 1+ T̂ +
T̂ 2

2!
+

T̂ 3

3!
+ ...=

∞
∑

k=0

T̂ k

k !
, with T̂ = T̂1+ T̂2+ ...+ T̂N , (2.33)

In Eq. 2.33 N is the number of electrons and T̂i are the operators that create all i -th excited

Slater determinants

T̂1Ψ0 =
occ
∑

a

vir
∑

r

t r
aΨ

r
a , and T̂2Ψ0 =

occ
∑

a<b

vir
∑

r<s

t r s
abΨ

r s
ab . (2.34)

By considering the rules for integrals of products of excited determinants and the HF ref-

erence determinant [176], and by exploiting Brillouin’s theorem, the CC energy is

ECC = 〈Ψ0|Ĥ |
�

1+ T̂1+ T̂2+
1

2
T̂ 2

1

�

Ψ0〉

= E0+
occ
∑

a<b

vir
∑

r<s

�

t r s
ab + t r

a t s
b − t s

a t r
b

�

(〈ab |r s 〉− 〈ab |s r 〉) , (2.35)

where 〈ab |r s 〉 is a shorthand writing for the two-electron integrals. Thus, in principle the CC

energy is obtained by merely calculating the two electron integrals and the single and double

excitation coefficients, the so-called amplitudes (t r
a , t s

b , t r s
ab , . . . ). However, the amplitudes

have to be determined by solving the projected coupled cluster equations. These equations

are obtained by projecting on the left with the entire set of m -tuply excited determinants,

where m is the highest order excitation included in T̂ e.g.

〈Ψ0|Ĥ e T̂ |Ψ0〉= ECC, (2.36)

〈Ψr
a |Ĥ e T̂ |Ψ0〉= ECC〈Ψr

a |e
T̂ |Ψ0〉, (2.37)

〈Ψr s
ab |Ĥ e T̂ |Ψ0〉= ECC〈Ψr s

ab |e
T̂ |Ψ0〉. (2.38)

Then, this set of coupled equation, in which again higher order excitations contribute, has

to be solved. Once more, this is computationally quite expensive. A variety of truncation

schemes exist that make calculations feasible. A common applied and quite reliable trun-
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2.4 The Solid State and Periodic Boundary Conditions

cation scheme is the CCSD(T) method [196]. In CCSD(T), single and double excitations are

included in the CC expansion, while triple excitations are treated by higher order pertur-

bation theory (MP4, MP5). But instead of using the perturbation amplitudes for the wave

function correction, the CC amplitudes are applied.

2.3.3 Perturbation Theory

In perturbation theory, the electron correlation contribution is determined by introducing a

perturbation term in the Hamiltonian. Perturbation theory was first established by Rayleigh

and Schrödinger (RS) [197,198] and further applied to many-electron systems by Møller and

Plesset (MP) [139].

From the RS perturbation theory, the sum of the leading energy term E0 and the first-order

correction E1 equal the HF energy

EHF = E0+E1. (2.39)

To improve on the HF result, at least perturbation theory of second order (MP2) has to be

considered. The second order perturbation term is

E (2)0 =
∑

a<b
r<s

|〈ab |r s 〉− 〈ab |s r 〉|2

εa + εb − εr − εs
, (2.40)

where a and b indicate occupied spin-orbitals, r and s indicate virtual spin-orbitals and

εa , εb , εr and εs indicate the corresponding energies. From RS perturbation theory, higher

order corrections to the energy may also be derived. Stopping the perturbation expansion at

second order is often referred to as MP2.

2.4 The Solid State and Periodic Boundary Conditions

To a first approximation, crystals can be regarded as infinitely extended systems that feature

a certain structural unit periodically. In other words, systems in the solid state feature a

translational symmetry. This translational symmetry corresponds to the set of vectors

T= u a1+v a2+w a3, (2.41)

where ai are three non-coplanar basis vectors that define a primitive unit cell and u , v and

w are integer values including zero. For many physical properties it is very convenient to ad-

ditionally introduce the so-called reciprocal lattice. The reciprocal lattice vectors are defined

analogously to the basis vectors in direct space (Eq. 2.41) by

K= hb1+k b2+ l b3, (2.42)

and obey

e i K·T = 1. (2.43)
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The integer values h, k , l are the so-called Miller indices [199] and demonstrate one advan-

tage of introducing the reciprocal lattice. Each k-vector with k= hb1+k b2+ l b3 and integer

values of h,k ,l is a surface normal to the surface (hk l ). This will again be of interest in the

next section. Eq. 2.43 shows that two vectors k and k′ in reciprocal space, which differ only

by a lattice vector K, are equivalent. Hence, only k-vectors in a reference cell, the so-called

first Brillouin zone (BZ), need to be considered.

Wave functions that should reflect the translational symmetry of the crystal are required

to obey Bloch’s theorem [200]

T̂ϕ(r, k) =ϕ(r+T, k) = e i k·Tϕ(r, k), (2.44)

and are called Bloch functions

ϕ(r, k) = e i k·rζ(r), (2.45)

with ζ(r+T) = ζ(r), where T̂ is a translation operator that corresponds to the direct lattice

vector T.

In solid state computations, the single-particle wave functions which are the solutions

to the mean-field approaches discussed in Section 2.2 and 2.1, are called crystalline wave

functionsψi (r, k). They are usually approximated by a linear combination of Bloch functions

(see e.g. [201–204])

ψi (r, k) =
∑

µ

cµi (k)ϕ(r, k), (2.46)

where the coefficients cµi (k) are obtained by solving the coupled set of matrix equations

self-consistently. Exemplary for HF and analogously to Eq. 2.13, the coupled set of matrix

equations are

F (k)C (k) =S(k)C (k)E (k). (2.47)

Eq. 2.47 has to be solved for each value of k separately. Consequently, these equations yield

k-dependent energies. The energy plotted against k yields the electronic band structure.

Usually, a high-symmetry path through the k-space is plotted as representative for the whole

band structure.

The Bloch functions themselves are again expanded in a set of basis functions, of which

there are two types:

• Atomic Orbitals

ϕi (r, k) =
1
p

N

∑

T

e i k ·Tφi (r− rA −T), (2.48)

where N is the normalization, i indicates the atomic orbital in the unit cell and rA

are the coordinates of atom A in the reference cell on which the atomic orbital φi is

centered. In practice, the atomic orbitals are normally themselves linear combinations

of products of Gaussian functions and solid harmonics [205].

One big advantage of atomic orbitals is the similarly accurate description of the va-
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lence as well as of the core region of atoms in the crystal. This allows to perform all-

electron calculations. Unfortunately, atomic basis sets introduce a basis set superpo-

sition error (BSSE) and general orthogonality is lost. Another benefit, however, is the

possibility to exploit locality of atomic orbitals and, thus, to apply correlation methods

to solids very effectively.

• Plane Waves

ϕi (r, k) =
1
p

N

∑

K

a K,i e i r·(k+K), (2.49)

where K is a reciprocal lattice vector. The size of the plane wave basis is usually deter-

mined by a single energy cutoff parameter equal to a certain kinetic energy Ecutoff >
k2+K2

2 .

Plane waves are in principle the natural choice for periodic functions. Unfortunately,

a huge number of plane waves is necessary to describe the nodal structure of the wave

functions in the core region [206]. For that reason, plane wave codes usually apply

pseudopotentials that approximate the core region up to a certain distance and repro-

duce the exact all-electron wave function at the valence region.

To exploit the advantages of each basis set expansion, both have been applied in this work.

Plane wave computations have been performed by applying the VASP code [207–211], and

atomic basis set computations have been performed by applying the CRYSTAL program [212,

213].

2.5 Electronic Structure and Surfaces

While the preceding section only briefly mentioned that introducing a reciprocal lattice has

certain advantages, this section explains how. The reciprocal space vector k itself, for exam-

ple, has two main interpretations [214]. First, k is identified as a wave vector and, therefore,

connected with a momentum p= ~k. Second, k labels the irreducible representation of the

translation group according to which a corresponding wave function transforms.

Whichever interpretation is adopted, for each value of k there is a corresponding energy

eigenvalue E as obtained from Eq. 2.47. The resulting dependence of E on the k-vector is

called dispersion and the plot of E (k) versus k is called the band structure. Since any k-

vector outside of the first BZ can be translated back into the first BZ, it is sufficient to plot

the band structure solely for the first BZ. The bandwidth of a single band is determined by

its highest and lowest level. The Fermi level defines the highest occupied energy level, up to

which a band structure is filled. The number of states incorporated in a volume element dk

within the first BZ is given by the density of states

Di (E ) =
2

VBZ

∫

BZ

δ(E −E i (k)) dk, (2.50)

where the integral is over the whole BZ, VBZ is the volume of the BZ and E i is the i -th band

energy.
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Figure 2.1: Schematic illustration of surface states in one-dimension: (a) the periodic po-
tential of the crystal and the vacuum energy level; (b) real part of a bulk state at
the surface decays exponentially into the vacuum; (c) real part of a surface state
localized at the surface.

In the preceding discussions, crystals were considered to be ideal and infinitely extended

in three dimensions. This approximation is reasonable as long as the number of atoms close

to defects and surfaces is small. However, in nanoparticles, for example, the surface to bulk

ratio increases and surfaces can play a significant role.

In a computer simulation, a surface is defined as the truncation of the ideal crystal in one

dimension. Two common ways to model surfaces are cluster schemes or slab models, where

a slab is a unit cell that is infinite in two dimensions and either separated by a vacuum gap

or truncated in the third dimension.

The truncation of the periodic potential in one dimension leads to new solutions in the

electronic Schrödinger equation which can be illustrated conveniently in a simple one-di-

mensional model. For a one-dimensional potential as shown in Fig 2.1a there exist two

principle solutions to the one-dimensional single-electron Schrödinger equation, which are

shown in Fig. 2.1b and 2.1c. The first solution corresponds to a bulk state with a typical

Bloch character in the bulk and an exponential decay into the vacuum. The second solution

is localized at the surface and decays exponentially in both directions, into the bulk and into

the vacuum. This solution corresponds to a surface state.

Surface states can be identified by decomposing the general k-vector in the BZ into com-

ponents that are either parallel or perpendicular to the surface plane

k= k‖+k⊥, (2.51)

and by projecting all eigenvalues εi (k‖ + k⊥) onto k‖ independent of k⊥. Then, for a set of
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Figure 2.2: Schematic visualization of a surface projected bulk band structure (left) together
with a surface state (right). In the left diagram several bands, each for a different
value of k⊥, are plotted which form the projected bulk continuum (filled area) in
the right diagram. The band structure is that of a hypothetical cubic crystal. Its
BZ is shown together with the characteristic k-points (middle).

k⊥ along a path in the corresponding two-dimensional BZ, the partitioned bulk bands form

allowed energy intervals. These intervals constitute the surface projected bulk band struc-

ture, called bulk continuum. A schematic representation is given in Fig. 2.2. Comparing the

bulk continuum and the surface band structure reveals the surface states which lie in the

forbidden (gap) regions. It should be mentioned that there is a distinction between a surface

state and a so-called resonance state. The latter features an enhanced amplitude close to the

surface but propagates deep into the bulk, like a Bloch wave.

2.6 Solid State Electron Transport

One of the biggest challenge for quantum chemists is the combination of microscopic quan-

tum mechanical properties with macroscopic classical properties. One prominent example

is charge transport, i.e. electron movements. However, promisingly efficient and reason-

ably accurate results are often obtained when quantum chemical and classical theories are

combined in a statistical way. A well-performing example is the combination of Boltzmann

theory with modern quantum chemical electronic structure theory. It allows the calculation

of macroscopic transport properties. An introduction to the theory is given in the following.

2.6.1 The Boltzmann Equation

The probability of finding an electron of state k in a crystal at a position r at a time t is

completely described by the distribution function f (r, k, t ) = |Ψ(r, k, t )|2. Unfortunately, to

find an exact solution of f (r, k, t ) for a many-electron system is not possible because of the

high dimensionality of the problem and because of many-body interactions. Nonetheless,

transport properties can be obtained in a statistical way by treating electrons in a crystal as a

quasi-particle gas and applying Boltzmann theory. Although developed for gases originally,

Boltzmann theory has many applications in physics and works surprisingly well for crystals,

too. In fact, Boltzmann theory works well if the considered charge carriers can be assigned

to an energy E and, therefore, also a group velocity ∇kE [215]. A detailed overview and
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derivation of the Boltzmann theory can be found in the following References [199, 215–220].
Here, the focus is solely on electron transport in solids.

The first assumption in Boltzmann transport theory is that electrons in equilibrium follow

the Fermi-Dirac distribution function

f 0(r, k) =
1

1+ e
E (k)−µ(r)

k B T (r)

, (2.52)

where E (k) is the quasi-particle energy, µ(r) is the chemical potential, k B is the Boltzmann

constant and T (r) is the temperature. Although electrons instantaneously move from a state

k to a state k′ by collisions, this motion is not included in the Fermi-Dirac function. How-

ever, the mean distribution of electrons in equilibrium is always given by the Fermi-Dirac

function, as long as there are no external forces. Including external forces via a perturbation

f 1 the near-equilibrium distribution function f can be written as

f = f 0+ f 1. (2.53)

For a stationary near-equilibrium distribution, the Boltzmann equation is

d f

dt
= 0=

∂ f

∂ t
+∇r f ·

∂ r

∂ t
+∇k f ·

∂ k

∂ t
+
∂ f

∂ t

�

�

�

�

s c a t .

, (2.54)

where the explicit time-evolution of f due to scattering processes is written separately in

the last term. The time evolution of k, in the second to last term, is identified with the force

Fe = 1
~
∂ k
∂ t that acts on the electrons. By additionally assigning the velocity v and momentum

p

p= ~k, v=
∂ r

∂ t
=

1

~
∇kE (k), (2.55)

to the electrons and by assuming a steady-state ( ∂ f
∂ t = 0) the Boltzmann equation simplifies

to

∇r f ·v+
1

~
∇k f ·Fe+

∂ f

∂ t

�

�

�

�

s c a t .

= 0. (2.56)

The two terms on the left-hand side of Eq. 2.56 are called drift terms. While the first one

contains the electron drift due to a temperature gradient and the chemical potential, the

second one describes the external forces. Here, the external force is the Lorentz force acting

on the electrons

Fe =−e (E+v×B) , (2.57)

where E is the electric field, B is the magnetic field and e is the electron charge.

The position dependence of the distribution function∇r f is contained solely in the posi-

tion dependence of the chemical potential µ(r) and the temperature T (r). Provided that the

position (or the temperature dependence) of the perturbation is small compared to the equi-

librium distribution function∇r f 1�∇r f 0, the gradient of the near-equilibrium distribution
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function is

∇r f (r, k, t )≈∇r f 0(r, k) =
e

E (k)−µ(r)
kBT (r)

�

1+ e
E (k)−µ(r)

kBT (r)

�2

1

k B T (r)

�

∇rµ(r)+
E (k)−µ(r)

T
∇rT (r)

�

= −
∂ f 0(r, k)
∂ E (k)

�

∇rµ(r)+
E (k)−µ(r)

T
∇rT (r)

�

. (2.58)

Applying the definitions in Eq. 2.53 and 2.55 and neglecting the contribution of E · ∇k f 1 in

the linear approximation, the term describing the external forces in Eq. 2.56 becomes

1

~
∇k f (r, k, t ) ·Fe = −

e

~









∇k f 0 ·E+∇k f 0 · (v×B)+ ∇k f 1 ·E
︸ ︷︷ ︸

=0 (lin. approx.)

+∇k f 1 · (v×B)









= −
e

~











∂ f 0

∂ E
∇kE ·E+

∂ f 0

∂ E
∇kE · (∇kE ×B)

︸ ︷︷ ︸

=0

+
1

~
∇k f 1 · (∇kE ×B)











=−
e

~

�

∂ f 0

∂ E
∇kE ·E+

1

~
∇k f 1 · (∇kE ×B)

�

. (2.59)

2.6.2 Constant Relaxation Time Approximation

The last term on the left-hand side of Eq. 2.56 regards the scattering of electrons and is in

general very complex to solve. Thus, certain approximations are necessary. As a first one,

scattering is considered to occur instantaneously. In other words, upon scattering electrons

change their state k but not their position r. Often the scattering mechanisms are summa-

rized in the so-called collision operator Ĉ . Thus, the scattering term is

∂ f

∂ t

�

�

�

�

s c a t t

= Ĉ f . (2.60)

In general, collision rates can be obtained by applying Fermis golden rule (see e.g. Refs. [215–

217]). However, these calculations are demanding. A often reasonable approximation is to

keep the relaxation-time τ constant. This approach is the so-called constant relaxation time

approximation (RTA) in which Eq. 2.60 is approximated by a difference quotient

Ĉ f ≈
f (r, k, t +τ)− f (r, k, t )

τ
. (2.61)

Assuming that after a time τ the perturbed system relaxes into the ground state, f (r, k, t +
τ) = f 0(r, k), Eq. 2.61 simplifies to

Ĉ f ≈
f 0(r, k)− f (r, k, t )

τ
=−

f 1(r, k, t )
τ

. (2.62)

In general terms, the RTA can be understood in the following way. A system out of equi-

librium will relax back into equilibrium exponentially after a characteristic relaxation time
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τ

f 1 = f 1(0)e−
t
τ . (2.63)

The RTA turns out to be applicable where scattering is isotropic and/or elastic. An example

for isotropic scattering is acoustic phonon scattering, one for elastic scattering is impurity

scattering [215].

The aforementioned prerequisites allow to treat scattering processes in a much simplified

way and allows to find an approximated solution to the Boltzmann equation. Inserting Eq.

2.58 and 2.59 into Eq. 2.56 yields the linearized Boltzmann equation within the RTA approx-

imation

0= −
∂ f 0

∂ E

�

∇rµ(r)+
1

T
∇rT (r)

�

·v

−
e

~

�

∂ f 0

∂ E
∇kE ·E+

1

~
(∇kE ×B) ·∇k f 1

�

−
f 1(r, k, t )
τ

. (2.64)

2.6.3 Transport Coefficients

In a steady state non-equilibrium process, transport properties can be derived by applying

the Onsager method which relates flows and forces in thermodynamic systems that are out

of equilibrium. The method is described in great detail in Refs. [218,221]. Here, the equations

of this theory are only utilized to derive the electronic transport properties.

In the presence of an electric field and a temperature gradient, the electric current density

j and the heat current density jQ are

j = L 11E− L 12∇rT, (2.65)

jQ = L 21E− L 22∇rT, (2.66)

where L 11, L 12, L 21 and L 22 are the transport tensors which, for isotropic systems, reduce to

scalars. From Eq. 2.65 the electrical conductivityσ can be extracted. Without a temperature

Table 2.1: Summary of transport tensor relations as derived by Onsager’s theory (see e.g. Refs.
[218,221]). In this theory the L i j s refer to the transport tensors as given in Eqs. 2.65
and 2.66.

Name Symbol Onsager Relation

electrical conductivity σ L 11

Seebeck coefficient S (L 11)−1 L 12

Peltier coefficient Π (L 11)−1 L 21

thermal conductivity κ L 22−
�

L 12L 21(L 11)−1
�

electronic part of thermal conductivity κ0 L 22
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gradient∇rT = 0, Eq. 2.65 yields

j= L 11E, (2.67)

which is Ohm’s law with L 11 =σ. Similarly, relations for the Seebeck coefficient S, the Peltier

coefficient Π, and the thermal conductivity κ can be derived. A summary is given in Table

2.1.

A system f (r, k, t ) out of equilibrium will automatically result in moving charge carriers

and subsequently in an electric current j. The differential electric current is given by the

product of the charge e , the velocity v, and the charge carrier density per unit volume dn

[219]

dj= e vdn , with dn = 2
1

(2π)3
f (r, k, t ) d3k . (2.68)

By considering that only the perturbation f 1(r, k, t )will have an influence on the net current

and by integrating Eq. 2.68 the electric current density is

j=
2e

~(2π)3

∫

BZ

∇kE (k) f 1(r, k, t ) d3k . (2.69)

Electrical Conductivity

In general terms, the electrical conductivity, σ, is a measure of how well a system conducts

electrons due to an applied electric field. The relation was first published by Ohm and is,

therefore, often referred to as Ohm’s law [222] as given by

j=σE. (2.70)

Assuming that there is no temperature gradient ∇rT = 0, no magnetic field B = 0, and the

system is homogeneous ∇rµ = 0, Eq. 2.64 can be rewritten in terms of f 1 and inserted into

Eq. 2.69, which yields the electric current of a single electron band i ,

ji =−
2e 2τ

~2(2π)3

�∫

BZ

∂ f 0

∂ E i
∇kE i (k)∇kE i (k) d3k

�

E, (2.71)

where∇kE i (k)∇kE i (k) is in principle a tensor product. By comparing Eq. 2.71 and Eq. 2.70,

the electrical conductivity tensor for a single electron band i is

σi =−
2e 2τ

~2(2π)3

∫

BZ

∂ f 0

∂ E i
∇kE i (k)∇kE i (k) d3k . (2.72)

The total electric current is the sum of all partial electric currents of each band. In conclu-

sion, the total electrical conductivity is

σ=
∑

i

σi . (2.73)
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Seebeck Coefficient

The Seebeck effect describes the voltage drop U that will occur if two dissimilar materials

are connected via two junctions in an open circuit and experience at the same time a tem-

perature difference ∆T at these junctions [13, 16, 182]. This temperature difference defines

the magnitude of the voltage drop via a proportionality constant, the Seebeck coefficient S,

defined by

U =S∆T. (2.74)

More generally, the Seebeck coefficient is the combination of the individual Seebeck coef-

ficients of the two involved materials. To determine a single material dependent Seebeck

coefficient, we assume for one of the two materials S = 0.

Assuming there are no external electromagnetic fields and the position dependence of the

chemical potential can be neglected, ∇rµ(r) = 0, Eq. 2.64 can be solved for the perturbation

f 1 and inserted into Eq. 2.69. Then, the electric current for a single band i is

ji =−
2eτ

~2(2π)3T
∇rT (r)

∫

BZ

∂ f 0

∂ E i
∇kE i (k) ·∇kE i (k)

�

E i (k)−µ
�

d3k . (2.75)

Additionally, with Eq. 2.65 the electric current is

j=−L 12∇rT =−σS ∇rT =−
∑

i

σi Si∇rT, (2.76)

where σi is the i -th electronic band electrical conductivity and Si the i -th band Seebeck

coefficient. By comparing Eq. 2.75 and Eq. 2.76 the i -th band Seebeck coefficient is

Si =
2eτ

~2(2π)3Tσi

∫

BZ

∂ f 0

∂ E i
∇kE i (k)∇kE i (k)

�

E i (k)−µ
�

d3k . (2.77)

From Eq. 2.76 the total Seebeck coefficient is

S =σ−1 ·
∑

i

σi Si . (2.78)

2.6.4 Boltzmann Transport by Quantum Chemical First Principles

The application of the aforementioned approximations and formulas reduces the challenge

of calculating transport tensors to a challenge of computing first and second derivatives of

the electronic bands. Modern quantum chemical solid-state codes, like VASP [207–211] or

CRYSTAL [212, 213], allow to calculate the electronic band structure of large systems very ef-

ficiently. This efficient calculation of the band structure is exploited very elegantly in the

BOLTZTRAP code by Madsen and Singh [223].
In general terms, the BOLTZTRAP code employs star functions, that maintain the space

group symmetry, to expand the band energies in a Fourier series. This Fourier expansion

is performed such that it reproduces the calculated band energies exactly and, additionally,

suppresses oscillations between data points by minimizing a roughness function (for more

details on the Fourier expansion, the reader is referred to Ref. [223] and references therein).
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This analytical representation of the band-structure allows a straightforward calculation of

band-structure related properties.

In BOLTZTRAP the integrations are completely performed within energy space. In this case,

the electrical conductivity tensor, as shown in Eq. 2.72, is expressed as

σαβ (i , k) = e 2τi ,kvα(i , k)vβ (i , k), with vα(i , k) =
1

~
∂ E i ,k

∂ kα
. (2.79)

The energy projected conductivity tensor is

σαβ (E ) =
1

N

∑

i ,k

σαβ (i , k)
δ(E −E i ,k)

dE
, (2.80)

where N is the number of sampled k-points. After projection on the energy the transport

tensors are calculated by

σαβ (T ;µ) = (L 11)αβ =
1

Ω

∫

σαβ (E )
�

−
∂ fµ(T ; E )
∂ E

�

dE , (2.81)

(L 12)αβ =
1

e TΩ

∫

σαβ (E )(E −µ)
�

−
∂ fµ(T ; E )
∂ E

�

dE , (2.82)

Sm n =
�

L−1
11

�

αm
(L 12)αn . (2.83)

For different values of T and µ, Eqs. 2.81 - 2.83 yield the transport tensors with respect to the

temperature and the chemical potential. While the electrical conductivity depends on the

relaxation-time τ, the Seebeck coefficient will be relaxation-time independent if τ is direc-

tion independent.

2.7 Local Correlation Methods in the Solid State

Electron correlation methods are computationally expensive. Already in HF, the computa-

tional effort scales formally with O (N 4), where N is the relative measure of the system size.

However, by storing integrals in memory and applying efficient implementations the scal-

ing is rather O (N 3) or even lower. O (N 3) is also in the range of formal scaling of DFT and

generally accepted as a bearable price-performance ratio. Higher-level correlation methods

often trade higher accuracy for time. Already MP2 formally scales betweenO (N 4) andO (N 5),
depending on the implementation and the number of occupied orbitals. MP3 and CCSD for-

mally scale with O (N 6) and MP4 and CCSD(T) scale between O (N 6) and O (N 7). Additional

cost-intensifying complications occur due to periodic boundaries.

To reduce computational costs, efficient electron correlation schemes often exploit the

locality of the correlation hole. They are based on localized orbitals that allow to expand

the correlation energy with respect to the distance and to apply sophisticated truncation

schemes. Additional techniques, like density-fitting, reduce the computational effort fur-

ther. An overview about state-of-the art developments has been given in the introduction

(Chapter 1). Interested readers are referred to Refs. [140, 151, 224, 225].

In this work, two local electron correlation schemes, the MoI [152–155, 226] and the peri-

odic LMP2 [149, 151, 201], are applied for surface computations. Although their main con-
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cepts will be described briefly in the following section, the focus is on the adaption of these

methods to surface energies. A more exhaustive overview on periodic LMP2 and MoI is given

elsewhere [140, 151].

2.7.1 Periodic Local MP2 for Surface Energies

The molecular orbitals obtained by solving the HF equations are in principle delocalized

and extend over the whole crystalline unit cell or the whole molecule. However, if an atomic

orbital basis is employed, the HF molecular orbitals can be localized to a limited spatial re-

gion, e.q. to bonds or to atoms, by a unitary transformation. In practice the localization is

achieved by either the Foster-Boys [227, 228] or Pipek-Mezey [229] localization scheme. The

CRYSCOR code [149, 151] is based on the localized crystalline orbitals of the the periodic HF

solution obtained by the CRYSTAL code [212,213]. Bloch functions in CRYSTAL are localized by

applying Wannier orbitals and the Boys localization scheme [230, 231].

The idea of the LMP2 method by Pulay and Saebø [144–146] is to exploit the exponen-

tial decay of Hamilton matrix elements between excited determinants and the ground state

determinant [144, 146, 232], with respect to the distance of the localized orbitals. This is

achieved by localizing and truncating the virtual space. The localized virtual space is non-

orthogonal and obtained by projecting out the occupied space directly from the atomic or-

bital basis, i.e. creating PAOs. Then, the LMP2 correction to the HF wave function is

|Ψ(1)〉 =
1

2

∑

(iii jjj )∈P

∑

(aaabbb )∈[iii jjj ]

T
iii jjj

aaabbb |Φ
aaabbb
iii jjj 〉, (2.84)

where Φaaabbb
iii jjj are doubly excited determinants and T

iii jjj
aaabbb are the corresponding amplitudes. In

Eq. (2.84), the labels (iii ,jjj ) indicate pairs of occupied Wannier functions (WFs) obtained from

a truncated list P , in which the first WF iii is located in the reference unit cell and the second

WF jjj is restricted within a given distance to the first WF iii . Bold indices combine the index

within the unit cell and the translation (lattice) vector iii=iI , according to the notation of

Ref. [149]. The labels (aaa , bbb ) indicate pairs of mutually non-orthogonal virtual PAOs. The sum

is confined to the pair-domain [iii jjj ] of PAOs that are spatially close to at least one of the WF

iii or jjj . This truncation of the virtual space reduces the computational cost of the periodic

LMP2 method to linear scaling with respect to the supercell size. A schematic illustration of

the method is given in Fig. 2.3.

Many properties, like cohesive, adsorption, or surface energies, are obtained by comput-

ing the difference of a system and its constituting parts. Constrained excitation domains,

like PAO, often bear the practical challenge to describe the different parts of a system with

an equally sized virtual space as employed for the whole system (see Fig. 2.4). In general

terms, this problem can be identified as a BSSE, which is also present in other methods, but

becomes critical within the local approximation due to the truncation of the virtual space.

The BSSE prevents a straightforward application of the LMP2 method to relaxed surfaces.

As apparent from Fig. 2.4a and 2.4b, truncating a bulk in one dimension leads automatically

to differently sized excitation domains. Domain consistency is ensured by reintroducing

atoms at their former positions and by transforming them into ghosts. Ghost atoms con-

tribute no electronic or nuclear charge but possess the same basis set as the former atoms
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Figure 2.3: Schematic illustration of the periodic LMP2 method. The procedure is as follows:
(a) First, HF orbitals (yellow) are obtained from an SCF calculation. (b) The HF
orbitals are localized (yellow clubs). (c) PAOs are created by projecting out the
occupied orbitals of an excitation domain. All orbitals (yellow clubs) that belong
to nuclei (black dots) within a certain radius of a given nuclei (large black circles)
are included in the excitation domain. (d) Pair energies are calculated for pairs of
orbitals and summed up for the total energy.

and, thus, compensate missing PAOs (shown in Fig. 2.4c). However, introducing ghost atoms

is meaningful only for unrelaxed slab structures, since ghost atoms can not be relaxed.

The following remarks demonstrate the procedure for calculating surface energies with

consistent excitation domains. In general, the surface energy, Esurface is

Esurface =
1

2Λ
(Eslab−n Ebulk) , (2.85)

where Ebulk is the bulk energy per unit cell, and Eslab is the slab energy, n is the number

of bulk units that appear in the slab unit cell and Λ is the slab surface. Eq. (2.85) can be

partitioned into a HF and a post-HF (i.e. electron correlation) term,

Esurface = E HF
surface+E corr

surface

2ΛEsurface = E HF
slab+E corr

slab −n
�

E HF
bulk+E corr

bulk

�

. (2.86)

In an LMP2 treatment the term on the right-hand side of Eq. 2.86 is

2ΛE LMP2
surface = E CP,rlx

slab −n Ebulk, (2.87)

where Ebulk is the LMP2 energy of the bulk. E CP,rlx
slab is the counterpoise corrected (CP) LMP2

energy of a relaxed slab with an equivalently sized excitation domain as in the bulk. Unfor-

tunately, E CP,rlx
slab is not directly accessible. Consequently, Eq. 2.87 is reformulated as

2ΛE LMP2
surface =∆E rlx+E CP,urlx

slab −n Ebulk, (2.88)

where E CP,urlx
slab is the CP corrected, unrelaxed slab energy corresponding to the same excita-

tion domain as in the bulk, and ∆E rlx is the relaxation energy. The relaxation energy can be

approximated as

∆E rlx ≈ E rlx
slab−E unrlx

slab , (2.89)
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Figure 2.4: Schematic view on a two-dimensional CRYSCOR domain construction. Red or-
bitals indicate the excitation domain. Starting from a bulk domain (a) a slab is
created by truncating the bulk in one dimension (b). This leads likewise to a trun-
cation of the excitation domain. (c) Inconsistencies in the excitation domains are
prevented by reintroducing orbitals at the former atom positions (ghost atoms,
blue orbitals).

where E rlx
slab and E unrlx

slab are the CP uncorrected energies of the relaxed and unrelaxed slab.

Eq. 2.89 is an approximation, since in the CP uncorrected slabs, atoms at top layers miss

coordination partners and create less PAOs. In conclusion, the BSSE corrected MP2 surface

energy in a CRYSCOR calculation of a relaxed slab is

E MP2
surface =

1

2Λ

�

E CP,unrlx
slab +E rlx

slab−E unrlx
slab −n Ebulk

�

. (2.90)

2.7.2 Method of Increments for Surface Energies

In the MoI the electron correlation energy is expanded in terms of correlation contributions

of groups of localized HF orbitals. In this context, these orbital groups are called centers and

can be localized at atoms, ions, molecules or bonds. The correlation contribution arising

from a single center is a 1-body or one-center increment,

εi = E i −EHF. (2.91)

The correlation contribution arising from two centers, subtracted by the one-center contri-

bution, is a 2-body or two-center increment,

∆εi j = E i j −EHF−εi −εj = εi j −εi −εj . (2.92)

Here, E i is the correlation energy from the localized orbitals of group i , E i j the correlation

energy from the localized orbitals of the group i and j , and EHF is the HF energy. Higher-

order increments are defined accordingly.

The total electron correlation energy is obtained by summing up the contributions of all

centers,

E solid
corr =

∑

i

εi +
1

2

∑

i 6=j

∆εi j +
1

6

∑

i 6=j 6=k

∆εi j k + ..., (2.93)

where ∆εi j k is a three-center increment. The index i sums over all atoms in the unit cell,
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Figure 2.5: Schematic illustration of the MoI in a cluster. The procedure is as follows: (a)
First, HF orbitals (yellow) are obtained from an SCF calculation. (b) The HF or-
bitals are localized (yellow clubs). (c) A group of orbitals (center) is defined. For a
one-center increment, orbitals are correlated solely at this center. (d) For a two-
center increment, orbitals of two centers are correlated. The complete sum of all
correlation contribution yields the exact correlation energy.

while indices j ,k ,. . . sum also over atoms outside the unit cell. In principle, Eq. 2.93 sums up

to the exact electron correlation energy. However, the effort to compute the complete sum

is even higher than to directly calculate the full system. Fortunately, the expansion can be

truncated because increments typically decrease rapidly with the inter-center distance and

the order of the increments. Often, a small number of one- and two-center increments is

enough to obtain more than 97 % of the total electron correlation energy. The general MoI

procedure is shown pictorially in Fig. 2.5.

The MoI is conveniently applied to compute adsorption energies by introducing so-called

interaction increments according to the adsorption energy [163, 166]. Similar to an inter-

action increment, a surface increment σ is defined as the difference of an increment in HF

the slab and an increment in the bulk. Thus, the 1-body and 2-body surface increments are

defined as

σi = εslab
i −εbulk

i , (2.94)

σi j = ∆εslab
i j −∆ε

bulk
i j . (2.95)

Higher-order increments are defined accordingly. The index i runs over all localized orbital

groups in the unit cell of a slab and the index j runs over all the other localized orbital groups,

not necessarily in the same unit cell. εslab
i is the i -th increment in the slab that corresponds to

the i -th increment in the bulk. For 1-body increments the correspondence between slab and

bulk increments is one-to-one. However, 2-body and higher order increments may vary in

their inter-center distance of bulk and slab increments, due to the different nuclear positions

in relaxed surfaces.

Thus, the incremental correlation contribution to the surface energy is the sum over all
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surface increments

E corr
surface =

∑

i

ωiσi +
∑

i j

ωi jσi j +
∑

i j k

ωi j kσi j k + . . . , (2.96)

whereω refers to the weighting factors, i.e. how often the specific increment occurs.

Equally to increments, pair-energies in LMP2 can be summed up with respect to certain

centers. Although such sums of pair-energies allow to compare results of the MoI and LMP2

directly, they are not exactly the same as increments in the MoI. The main difference is in

their embedding. While LMP2 employs full periodic boundaries, the MoI obtains increments

from embedded clusters that mimic the infinitely extended system. Although an embedding

introduces a certain embedding error compared to the periodic treatment, the advantage of

the MoI over other local correlation methods is the possibility to directly apply large basis

sets in combination with any size-extensive method.
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Chapter 3

Models and Computational

Specifications

This work combines many approaches for theoretical descriptions of solid state materials

and surfaces. The computational requirements differ for each property of interest. This sec-

tion summarizes the applied computational parameters and the applied models. For the

theoretical studies, that are presented in Papers A1 - A5, computational parameters are sum-

marized in the respective publication. This section is rather an extension than a repetition

of these parameters.

3.1 Computational Parameters

Generally, if not stated otherwise, plane wave DFT calculations were performed by employ-

ing the VASP 5.3.3 program package together with the GW projector augmented wave (PAW)

potentials [207–211]. Electronic structure properties for thermoelectric material were gener-

ally computed by applying the PBE exchange-correlation functional [188]. Electronic wave

functions were expanded to an energy cutoff of 350 eV. k-point grids were Γ-centered and

were constructed automatically via the Monkhorst-Pack scheme. Thermoelectric transport

properties and the electronic density of states were calculated on a 28x28x28 k-point mesh.

Such a dense k-point mesh is necessary to ensure converged electronic properties. For struc-

ture relaxations a 8x8x8 k-point mesh was sufficient.

The full structure relaxation was performed by applying the RMM-DIIS quasi-Newton al-

gorithm [233] together with a Gaussian smearing with a smearing factor of 0.001 eV and a

force convergence criterion of 10−2 eV/Å2. Further decreasing the smearing factor has no ef-

fect on the minimum structure. The electronic density of states were calculated by applying

the tetrahedron method with Blöchl corrections [211]. Sampling of the band structures was

performed along high-symmetry paths in the Brillouin zone. The DFT calculations were ei-

ther performed spin polarized or unpolarized. However, transport properties were obtained

from the unpolarized ground state within the limits of Boltzmann theory (see Sec. 2.6) and

the constant relaxation time approximation as implemented in the BOLTZTRAP code [223].
Self-consistent atomic basis set computations for the PbTe were performed by applying

the CRYSTAL14 program package [212,213]. Pb was described by an energy-consistent scalar-

relativistic effective core potential that simulates its chemically inactive [Kr] 4d104f14 core

[234] together with the corresponding cc-pVDZ (8s6p6d)/[4s3p2d] basis set [235]. The Te

atom was described by a core potential of similar quality that simulates the chemically in-
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Figure 3.1: Illustration of the embedding scheme that is applied in the incremental cluster
method. The scheme is as follows: Atoms in the periodic slab (a) are replaced
by formal point charges (b). The infinite array of point charges is truncated at a
certain cut-off radius (c). Subsequently the quantum mechanically treated cluster
replaces the formal point charges at the center (d).

active [Ar] 3d10 core together with the corresponding cc-pVDZ (8s6p6d)/[4s3p2d] basis set

[236]. Unfortunately, the computational demands of the LMP2 method made it necessary

to enlarge the effective core potential of Te such that it described the [Kr] 4d10 core. The

corresponding (6s6p)/[4s4p] (VQZ quality) basis set was employed [237].
Shrinking factors of 12 were employed for the Monkhorst-Pack and Gilat k-point net. Val-

ues of 12, 12, 12, 40, and 60 were applied as truncation criteria for the bielectronic integrals.

An energy convergence criterion of 10−7 a.u. was used in the self-consistent field iterations.

Localizations of periodic wave functions were performed for valence electrons only, follow-

ing the scheme in Ref. [230]. Default Boys control parameters were applied with initial and

final tolerances for the density matrix element calculation and a convergence criterion of

10−7. Density fitting was performed purely in the direct space using the aVTZ-PP_MP2F ba-

sis sets for Te and Pb, developed by Hättig et al. [238]. Domain sizes were defined manually

to ensure consistency in the LMP2 computations. Domain sizes were set to 1, including only

the atom itself, since LMP2 calculations had to be performed without symmetry for numer-

ical reasons. Without symmetry, however, larger domains become too large to handle.

In the incremental cluster calculation I adopted the embedding scheme developed by Her-

schend et al. [239] and Müller and Hermansson [240]. This scheme is illustrated in Fig. 3.1

and replaces atoms around a quantum mechanically treated cluster as formal point charges.

In the case of MgF2 these point charges were +2 and −1 for Mg2+ and F–, respectively. At

a certain distance this field of formal point charges is truncated and point charges along a

sphere mimic the long range interactions of point charges. Close to the quantum mechani-

cally treated cluster borders, positive charges are replaced by effective core potentials.

3.2 Surface Models

In Paper A3 we introduce a model to calculate the surface energy of symmetric but off-

stoichiometric slabs that is based on the extrapolation scheme proposed by Gay et al. [241].
Since we are the first to apply this approach to off-stoichiometric surface slabs, I strongly

believe a more detailed description and discussion of the method is necessary.

Typically, surface energies are calculated as shown in Eq. 2.85. However, this notation has

certain drawbacks, of which one is that the slab and bulk units have to be described on a

consistent numerical level. This comprises, for example, a consistent numerical treatment

of bielectronic integral sums in each case (e.g. thresholds) or the correctly considered in-
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Figure 3.2: Illustration of different slab types and their corresponding bulk unit. From left to
right: (a) symmetric, stoichiometric slab; (b) symmetric, off-stoichiometric slab;
(c) asymmetric, stoichiometric slab; (d) corresponding bulk unit. The dashed line
indicates a mirror plane.

fluence of the BSSE. Otherwise the subtraction leads to significant errors, since the surface

energy is generally a very small number that results from the difference of two large num-

bers. Systematic errors are canceled by a different definition of the surface energy as

Esurface =
1

2Λ
E (N )−N [E (N )−E (N −1)] , (3.1)

where E (N ) is the energy of an N -layer slab. In Eq. 3.1 the bulk energy Ebulk is exchanged for

the expression E (N )− E (N −1), which should converge to the energy of a single layer in the

bulk for large enough slabs. This notation has the advantage that every term is calculated

under the same numerical conditions (as mentioned above, e.g. treatment of bielectronic

integrals or BSSE).

The extrapolation scheme of Gay et al. [241] is based exactly on Eq. 3.1. They proposed to

rewrite Eq. 2.85 as

Eslab(N ) = 2ΛEsurface+N E N
bulk, (3.2)

where E N
bulk corresponds to the term E (N )− E (N − 1) from Eq. 3.1 and is an abstract bulk

energy per slab layer. For large enough slabs, Eslab can be plotted as a function of N and the

surface energy can be extracted directly as the y -intercept from a linear fit.

Besides the numerical errors, which I will assume to be negligible for now, all three Eqs.

2.85, 3.1, and 3.2 have the drawback of not being universally applicable. 2.85 is only well

defined for integer values of n , the number of bulk units in the slab, while Eqs. 3.1 and 3.2

require well defined layers. Fig. 3.2 illustrates schematically different types of slabs, where

Eq. 2.85 can only be applied to the stoichiometric ones. However, stoichiometric slabs are

not always symmetric (see Fig. 3.2c). This again leads to a mixture of surface terminations

and, hence, a mixture of surface energies of these two terminations. Then again, the exis-

tence of symmetric and stoichiometric slabs for complex crystalline systems – where a com-

plex system might already be one with a two-atom basis – is hardly the rule and rather the

exception. Additionally, the definition of layers is often ambiguous if possible at all (see Fig.

3.2). Usually, these two points prevent the straightforward surface energy calculation for

such systems.
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For each surface plane of CoSb3 there exist in principle stoichiometric slabs. However,

they are asymmetric. Then again there exist symmetric slabs, which are off-stoichiometric.

To nonetheless calculate the surface energies, in Paper A3 we proceed in the following way.

First we define layers in reference to the z -coordinate. Thus, all atoms with the same z -

coordinate in the slab belong to the same layer. Next, we calculate the slab energy for dif-

ferent slab sizes. The slabs were enlarged by adding complete bulk units (in Fig. 3.2b this

corresponds to a whole square). Thus, the difference between two slabs of different sizes is

always a stoichiometric unit of the bulk. Afterwards, the slab energies are plotted and fitted

to obtain the surface energies.

For these calculations the definition of the layers is crucial, because they determine where

the linear fit hits the y -axis and therefore the absolute value of the surface energy. Addi-

tionally, the layer partitioning of slabs that belong to different planes might be significantly

different and consequently the comparability might suffer. In the case of CoSb3 we confirm

consistency by comparing the fitted results with surface energies obtained from the asym-

metric but stoichiometric slabs and Eq. 2.85. Since for the latter the surface energy is con-

stituted by two different terminations we compare the sum of these two surface energies. In

the case of CoSb3 these energies add up nicely and differ by ±5 % at most.
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Chapter 4

Applications

The investigations in this thesis were performed in close cooperation with our experimental

partners. Thus, a strong motivational source of this work is the interpretation and explana-

tion of experimental results but also the prediction of not yet experimentally observed prop-

erties. At the same time this work presents and assesses widely adopted quantum chemical

methods and provides alternative schemes for calculating key properties, like surface ener-

gies. The main results and outcomes are summarized in five papers A1-A5 that are added

to this thesis. The idea of this section is to summarize important outcomes and to provide

additional results that are not yet included in publications.

Starting with its still debated electronic properties, in Paper A1 I have revisited the ground

state properties of CoSb3 skutterudites with various methods. In this first paper, special at-

tention was given to the methodical part and the peculiar electronic structure. I found that

structure parameters of all applied DFT functionals agree reasonably well with experiment,

while the bulk modulus is only sufficiently described by GGA functionals. The cohesive en-

ergy is strongly underestimated by HF which emphasizes the importance of electron corre-

lation for these materials, which has not been investigated so far. Additionally, the results in

Paper A1 show that most of the confusion of earlier studies concerning the size of the band

gap is due to its dependence on the lattice parameter and due to different DFT exchange-

correlation functionals. The electronic structure was found to be strongly influenced by the

lattice structure of the Sb4 rings. Upon deformation of the Sb4 rings the dispersion of the

highest occupied (HO) band increases or decreases significantly. Further explanations and

more details are given in Sec. 4.1. The calculations and the preparation of the manuscript for

Paper A1 were done by myself. The co-authors contributed with supervision and discussions

of results to this project.

In Paper A2, a joint theoretical and experimental investigation, I studied the electronic

transport properties of the meta-stable FeSb3 and its similarities to CoSb3. Measurements

by the co-authors Daniel et al. of the electrical conductivity of FeSb3 films revealed metallic-

like behavior and a large hole density, however, at the same time a large Seebeck coefficient.

This unusual but fortunate combination for a thermoelectric material results in a promising

power factor. The computations of the electronic band structure and of the corresponding

transport coefficient verified that the measured properties are due to the specific shape of

the FeSb3 band structure. Due to the electron deficiency compared to cobalt, the FeSb3 is a

p-type semiconductor. In fact the band structure bears striking resemblance to the typical

p-type doped skutterudite CoSb3 band structure. This description explains very nicely the

measured electronic transport properties. All theory contributions to Paper A2 were done by
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myself, including the preparation of the theory parts of the manuscript.

From the parent materials, there are two ways to further proceed the investigation on skut-

terudites, which are filling and nanostructuring. Both, in principle, aim at reducing the ther-

mal conductivity but have an influence on the electronic properties as well. While filling is

discussed in Sec. 4.2, a first step towards nanostructuring is taken in Paper A3. This work

was performed together with Marcel Quennet (co-supervised master thesis) and Kai Töpfer

(co-supervised research internship) and considers surface energies for all low-index surfaces

of CoSb3. For Paper A3, structure relaxations were performed by Marcel Quennet. The calcu-

lations of bulk band structures were performed by Kai Töpfer. My contributions to Paper A3

include the supervision of the work, the preparation of the manuscript and the calculation

of the electronic structure of the slabs. Although cubic, CoSb3 surfaces are challenging to

describe. Besides a large quantity of possible cuts through the low-index surfaces, i.e. ter-

minations, stoichiometric surface slabs are hardly ever symmetric. Therefore, in Paper A3

we propose an extrapolation scheme that allows us to calculate the surface energies in spite

of slabs being off-stoichiometric. We find one very stable (110) termination that is strongly

favored over other surfaces and their terminations. The energetic order is (110), (100) and

(111), respectively. Besides the surface energetics we have investigated the electronic struc-

ture of surfaces and reveal surface states that lead to a metallic behavior at the surface. The

metallic behavior is well reflected by measurements on CoSb3 thin films. These measure-

ments were performed by our cooperation partners, the group of Prof. Dr. E. Müller, and

showed an increased electrical conductivity and indications of a shift towards metallic be-

havior [242].
Methodical improvements on our quantum chemical description can be obtained in prin-

ciple by applying wave function based electron correlation methods. As mentioned in the

beginning of this work, electron correlation contributes quite strongly to the cohesive en-

ergy of CoSb3. This is indeed the case for PbTe too, which is shown in Sec. 4.3. However,

the application of wave function based electron correlation to complex, and, more impor-

tantly, small gap semiconductors, is a challenging task in itself. In Paper A5 we show how

to apply periodic LMP2 to group-12 fluorides. The electron correlation contribution in that

case increases with increasing atom sizes. For an increasing electron correlation contribu-

tion MP2 is insufficient to describe it accurately enough. Improvements can be obtained

in the method of increments that allows in principle the application of any size-consistent

correlation method. For Paper A5 I prepared the manuscript and performed the ab-initio

calculations. Paper A4 shows how to apply the method of increments to surface energies

and compares it for MP2 with the periodic LMP2 method. In principle, this method can be

applied to thermoelectric materials and their surfaces as well. In general terms, the results

on the test case of MgF2 show that short range electron correlation stabilizes the surface,

while, due to missing coordination partners, long range electron correlation destabilizes the

surface. The scheme proposed in Paper A4 was developed in close cooperation with Lorenzo

Maschio. All the ab-initio calculations were performed by myself as was the preparation of

the manuscript.
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4.1 Skutterudites as Thermoelectrics

Although there exists a huge variety of possible compositions – including filling and doping

– for the different types of skutterudites, as a start I focused my investigation on iron and

cobalt antimony skutterudites. With the desire for better and better performing thermoelec-

tric materials the general attention of the thermoelectric community has shifted towards

filled and doped skutterudites. However, already for the parent material CoSb3 many issues

are still unresolved. As mentioned in the introduction and as an example, investigations on

CoSb3 so far yielded ambiguous results concerning the peculiar electronic structure. Up to

now, it is still under debate, whether or not this ambiguity is due to methodical reasons or

due to “impurities” in the material.

Independent of the method, theoretical investigations so far revealed that the strongly dis-

persive HO band in CoSb3 makes it a narrow band gap semiconductor and as such makes

it difficult to characterize, both by experiment and theory. While the purity and homo-

geneity of samples are major experimental challenges, theoretical computations were found

to depend strongly on the applied method. In fact in Paper A1 I reinvestigated the CoSb3

ground state properties with various methods, including standard DFT functionals and the

HF method, with plane-wave and atomic basis set codes. I found that not only previous

results are nicely reproduced by the respective methods, but also that the energy gap de-

pends strongly on the applied exchange-correlation functional. Band gaps obtained with

GGA functionals (PBE, PW91), for example, are about 50 % smaller than obtained with the

LDA functional. Hybrid functionals yield by far the largest band gap, which is related to the

overestimation by HF and the mixing of HF exchange into the hybrid functional energies.

This deviation of the functionals makes an educated assessment of the methods very chal-

lenging. However, results are independent of the applied basis set type, plane wave or atomic

basis sets. Improved optical band gaps might be obtained from electron correlation methods

like the configuration interaction singles method (see e.g. Ref. [243] and references therein).

However, this method is still under development.

Contributing to the aforementioned ambiguous results is another important point. The

electronic structure depends also strongly on the lattice parameter. The energy gap is al-

most inverse proportional to the size of the lattice parameter. This point remains true in-

dependent of the applied method and the transition metal. In Fig. 4.1 the band gap size
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Figure 4.1: Energy gaps with respect to the lattice parameter a for CoSb3 and FeSb3.
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is plotted as a function of the lattice parameter for both parent materials CoSb3 and FeSb3.

Many previous investigations employed different lattice structures and, thus, obtained dif-

ferent band gaps, which explains many deviations published earlier. The same method, at

the experimental or the optimized lattice structure, results in significantly different energy

gaps.

In addition, the electronic structure is not only strongly influenced by the lattice param-

eter, but also by the two free inner parameters, y and z of the skutterudite lattice. Altering

these two parameters leads to a conformational change in the Sb4 rings and a change in the

dispersion of the HO band at Γ (see Paper A1 and Figs. 4.2 and 4.3). Increasing y decreases

one edge (referred to as q , see Fig. 4.2 top) of the Sb4 ring, which is directed towards the

voids. Increasing z increases the edge of the Sb4 rings in the direction parallel to the voids

(referred to as p , see Fig. 4.3 top). Experimentally, however, randomly manipulating y and

z is challenging, especially independent from each other. Filling or doping, however, can in-

fluence the Sb4 ring structure quite strongly. Thus, changing y and z in the parent material

is not only of academical interest but reflects actual experimental structures from a funda-

mental point of view. The influence of the Sb4 rings is illustrated in Figs. 4.2-4.5 by analyzing

the electronic structure and transport properties.

The ground state properties of CoSb3 and FeSb3 have been investigated and shown in de-

tail in Papers A1 and A2. By comparison with experiment, we found that for a given experi-

mental carrier concentration, transport properties obtained by PBE agree nicely with exper-

iment. Apart from that, qualitatively LDA and other GGA exchange-correlation functionals

yield very similar results for the transport properties, differing in absolute values only by a

few percent. Based on this I applied the PBE functional in further DFT computations.

Figs. 4.2-4.5b show the electronic structure and the electronic transport properties at the

optimized equilibrium structure, while Figs. 4.2-4.5a and Figs. 4.2-4.5c for increased or de-

creased q- or p -Sb4 ring edges, respectively. The figures show that, independent of the tran-

sition metal, an Sb4 shift towards or away from the voids increases or decreases the disper-

sion of the HO band at the Γ-point significantly. However, shifts parallel to the voids leave

it almost unaffected. Instead, in the latter, the dispersion at the P-point is increased or de-

creased. The same results are achieved for the FeSb3. Here, however, due to the electron

deficiency compared to CoSb3, the Fermi level is shifted into the valence bands, which leads

to a p-doped semiconductor.

Besides the apparent effect on the electronic band structure, the transport properties, with

respect to the chemical potential, are much less affected. In the following the transport co-

efficients are always discussed with respect to the chemical potential. The electrical con-

ductivity changes only slightly, compared to the equilibrium structure, for the simple reason

that the HO band contributes only very little to the electrical conductivity. The Seebeck co-

efficient is already effected more strongly. However, more interesting for the quality of the

electronic transport properties is the interplay of these two quantities, given by the power

factor. Assuming for each case an equal relaxation time τ, the power factor increases quite

strongly for larger q values (see Fig. 4.2a). This is due to an enhancement in the Seebeck

coefficient. As a reminder, according to Eq. 2.78, the total Seebeck coefficient is the sum of

the single band Seebeck coefficients weighted by the single band electrical conductivity and

divided by the total electrical conductivity, S =
�
∑

i σi Si

�

/σ. Hence, the Seebeck coefficient

is largest for a chemical potential where the weighted Seebeck coefficient of a single band is
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Figure 4.2: Variation of the free y -coordinate of Sb in CoSb3. From top to bottom: schematic
illustration of the Sb4 ring change, Co(d) and Sb(p) projected density of states and
band structure, transport properties at 300 K. The free coordinates are z = 0.159
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large and where the total conductivity is small. This is the case at band edges close to a gap.

In Fig. 4.2a the former HO band shrinks into the valence bands and two other prominent

bands become the new HO bands. They are both close to the gap and, therefore, contribute

to an enhanced Seebeck coefficient compared to the smaller one from the equilibrium struc-

ture. However, the contribution of these bands can also be seen in the equilibrium structure

in Fig. 4.2b. In this case the Seebeck coefficient shows two small maxima, one very close

to µ = 0 eV, the other close to µ = −0.4 eV. Although for both peaks the Seebeck coefficient

is of the order of 250µV/K, the electrical conductivity is much smaller for the equilibrium

structure, which results in a smaller power factor. In Fig. 4.2c the HO band reaches into the

conduction bands, which leads to a metallic character. As a result the Seebeck coefficient

weakens. In the case of an enlarged p -edge of the Sb4 rings (parallel to the voids) the elec-

tronic transport properties are much less effected. Very similar conclusions as above can be

drawn in the case of FeSb3.

The aforementioned points emphatically show how the Sb4 ring structure affects the shape

of the HO band. Indeed, this finding leads directly to another still debated point of the elec-

tronic structure of skutterudites, which is the composition of the HO band. p-projected band

structures show a strong Sb(p) character for the HO band (see e.g. Paper A1 or Figs. 4.2-4.5).

Further partitioning of the projection into px, py and pz (see Fig. 4.6) reveals that mostly only

p orbitals perpendicular to the Sb4 ring plane (p⊥) contribute to the prominent HO band.

Jung et al. [244] investigated the electronic structure of La filled FeP3 and proposed that Sb4–
4
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Figure 4.7: a) Schematic illustration of possible Sb4 molecular orbitals in energetic order. b)
The HO and c) the HO-1 molecular orbitals in half of the unit cell.
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units form molecular orbitals similar to cyclobutadien as illustrated in Fig. 4.7a. Thus, for

a Sb4–
4 unit all four molecular orbitals are occupied and the HO band is then constituted by

the highest molecular orbital. However, in my studies for the parent material CoSb3, Bader

charge analyses reveal no negative charge at the Sb atoms and instead indicate a slightly

positive charge.

Besides the charge, the theory by Jung et al. does not explain why the energy level of the

HO band changes drastically when the Sb4 rings are elongated towards the voids and al-

most not when the Sb4 rings are elongated along the voids. If we keep, however, the simple

molecular orbital picture and assume an uncharged Sb4 unit, the highest occupied molecu-

lar orbital is the second in energetic order in Fig. 4.7a. This configuration in the unit cell is

shown in Fig. 4.7b. In this case, increasing or decreasing q leads to a more favorable or less

favorable orbital energy, while increasing or decreasing p has not a large effect. The disper-

sion at Γ is then caused by the inter-ring overlap, which stays approximately the same, as is

indeed the case for the HO band in any of the elongated ring structures. In the region of −1

to−2 eV at the Γ-point (see Fig. 4.6) is another prominent band almost exclusively formed by

the p⊥ orbitals. In the above picture this corresponds to the lowest of the four Sb4 molecular

orbitals, as illustrated in Fig. 4.7c.

Despite its appealing nature, the aforementioned model is rather simple. On the one hand

Sb4 rings are considered to form independent molecular orbitals, on the other hand, hy-

bridizations of Sb(p) and Co orbitals are neglected. Pardo et al. [116] examined the transi-
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Figure 4.8: Projected DOS and projected band structure of the Fe substituted CoSb3 skut-
terudite obtained by DFT/PBE: (a) FeCo3Sb12 and (b) Fe2Co2Sb12.
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Table 4.1: Optimized lattice parameter for the gradually Fe substituted CoSb3 skutterudite,
as obtained with DFT and the PBE exchange-correlation functional and spin-
polarization.

Structure a 0 B0 / GPa B ′0

Co4Sb12 9.115 82.5 3.94

FeCo3Sb12 9.129 81.9 4.73

Fe2Co2Sb12 9.144 81.1 4.81

Fe3CoSb12 9.161 80.3 4.81

Fe4Sb12 9.167 79.7 5.22

tion of CoSb3 from the perovskite to the skutterudite structure and found that the gap only

opens when the p‖ bonding-antibonding splitting becomes strong. This is due to a mixing

of Co(3d) with Sb(5p) orbitals. However, considering the local D3d symmetry in the CoSb6

unit, mixing is symmetry allowed only if Sb atoms form molecular orbitals that again can be

classified in terms of even or odd parity. Pardo et al. claimed that 12 such molecular orbitals

are formed by the 12 π-oriented Sb(p⊥) orbitals in the primitive unit cell and are centered at

the void. How these 12 molecular orbitals look like exactly is quite challenging to determine.

However, it is sensible to assume that the strongest interaction, i.e. the biggest overlap, is

between p-orbitals within an Sb4 ring and only then followed by the Sb4-Sb4 interaction.

Hence, the strong dispersion of the HO band is more likely due to p-orbital interactions than

inter Sb4-ring interactions. A molecular orbital, out of the possible 12, that corresponds to

such a situation, and which still reproduces the peculiar behavior of the HO band, is very

likely to have the same shape as shown before for independent Sb4 rings (see Fig. 4.7b).

Thus, one of the 12 molecular orbitals might correspond to the same configuration as in the

simpler picture of independent Sb4 rings.

From an experimental point of view, FeSb3 skutterudites are often produced by substi-

tuting Co with Fe. The gradual substitution of Co with Fe has two effects on the electronic

properties. Since Fe misses one electron compared to Co, the FeSb3 is a p-type semiconduc-

tor. Gradual substitution leads therefore to a gradual p-doping of CoSb3, although the total

density of states keeps its CoSb3-typical shape. Fig. 4.8 shows the electronic structure for the

FeCo3Sb12 and Fe2Co2Sb12 cases. Additionally, Fe atoms mainly contribute to the valence

bands adding to a larger density of states close to the Fermi level. These additional states

contribute to an improved Seebeck coefficient.

Besides the changes in the electronic structure, substitution of Co with Fe increases the

lattice constants and leads to a slightly reduced bulk modulus (cf. Tab. 4.1). The Sb4 rings

gradually change towards their conformation as found in the completely filled FeSb3 struc-

ture. Thus, the substitution leads to a slightly stretched Sb4 ring towards the voids. Conse-

quently, the HO band slightly decreases and the band gap widens.
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4.2 Filled CoSb3 Skutterudites

In principle, with their vacant 2a sites, skutterudites are ideal cage compounds that allow to

be filled. Indeed, as mentioned in the introduction, many studies report filling with various

atoms and filling species. Even filling with two filler atoms is possible. However, filling of the

voids is not always thermodynamically favored over substitution of antimony atoms. Thus,

whether or not filler atoms really enter the voids, or rather substitute, is still under debate for

many filling species. A prominent example of such a species is the gallium atom. Hence, be-

sides its evident success in tuning skutterudites as thermoelectrics, filling still poses a chal-

lenging task for experiment and theory to describe.

By analyzing the lattice structure upon gradually filling of the 2a vacant sites and compar-

ing to experimental results, I show a simple relation between the structure of filled skutteru-

dites and the occupation of either Sb or void sites. For that, I consider three filler species (Y

= In, Ga, Tl) in 2x2x2 supercells that allow for nine filling fractions X , starting from 0 to 1.

In this model, lattice parameters refer to structures where filler atoms solely occupy the 2a

vacant sites. Additionally, only the most favorable configuration for each filling fraction was

considered, although there exists a huge variety of possible filling configurations. The lattice

parameters obtained in this way increase almost linearly with increasing filling fraction (cf.

Tab. 4.2), independent of the applied filling species.

Experimentally, there is a material dependent maximum of up to which a skutterudite

can be filled [102] and thus experimental data is normally available in the range of x < 0.3

only. Unfortunately, very small filling indices require unfeasibly large supercells in the com-

putations. However, if I compare experimental data with my calculated data and assume

a linearly expanding lattice parameter with respect to an increasing filling fraction, I might

easily extra- or interpolate to smaller or larger fractions, respectively. Such an extrapolation

is shown in Fig. 4.9.

Up to now, there are quite a few experimental investigations on the lattice parameter with

Table 4.2: Lattice parameters (a 0 in Å) of YXCo4Sb12 for three different filler species (Y = Ga,
In, Tl) and nine different filling fractions (X = 0, 0.125, 0.25, 0.375, 0.5, 0.625, 0.75,
0.875, 1).

X Y = Ga In Tl

a 0 / Å

0 9.11491

0.125 9.12619 9.12263 9.12767

0.25 9.13635 9.12876 9.13933

0.375 9.14559 9.13410 9.15045

0.5 9.15480 9.13905 9.16084

0.625 9.16401 9.14466 9.17260

0.75 9.17312 9.15016 9.18278

0.875 9.18189 9.15530 9.19319

1 9.19060 9.16028 9.20361
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Figure 4.9: Computed (DFT/PBE) and measured lattice parameters a 0 as functions of the
filling fraction X for YXCo4Sb12. Experimental values are taken from Refs. [31, 78,
245–248].

respect to the filling, which allows me to assess, if the above mentioned assumption is rea-

sonable. Fig. 4.9 shows the lattice parameter plotted against the filling fraction for a large

collection of measured values (taken from Refs. [31, 78, 245–248]) together with my calcu-

lated values. For both, the experimental and theoretical results, I assume a linear expansion

of the lattice parameter and simply fit a linear curve via a least square fit to the data points.

Thus, by simply comparing the slopes, one can estimate on whether or not Ga, In, or Tl oc-

cupy solely the voids.

For the In atom as a filler, theoretical values are in good agreement with experimental

values overestimating the lattice parameter by about 1 %. Comparing the two slopes of

0.075± 0.001 Å and 0.070± 0.015 Å for the theoretical and the experimental data, respec-

tively, shows that the relative prediction of the lattice parameter is in very good agreement

with experiment.

A very similar trend can be observed for the Tl filled skutterudite. Theoretical lattice pa-

rameters are again overestimated by about 1 %, however, the calculated relative increase, i.e.

the slope, (0.088± 0.001 Å) is captured in reasonable good agreement compared to experi-

ment (0.066±0.015 Å). That is true even though experimental values show a large distribution

and consequently the fit features a rather large standard deviation.

For Ga the situation changes significantly. Experiments show a much lower increase of

the lattice parameter with increasing filling (0.0046± 0.0015 Å), compared to the theoretical

model (0.0439± 0.0010 Å). This already is an indication that Ga might not occupy solely the

2a vacant sites but additionally or exclusively substitutes Sb at the 24g Wyckoff positions.

Additional support to my argument arises from recent work by Shi et al. [249], who found

further indications that Ga indeed occupies both, the voids and the Sb sites of CoSb3. Our

cooperation partners in the AG Schlecht were able to reproduce the experimental findings

of Shi et al. However, they went a step further and beyond a 50 % filling. After this percental

threshold the lattice parameter increases again linearly with the filling fraction [250]. Given

my theoretical predictions, these results indicate that Ga first substitutes the Sb atom posi-

tion, until a certain substitution limit is reached. After that, Ga atoms begin to occupy the

filling positions.
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X as obtained by applying DFT and the PBE exchange-correlation functional.
Computations were performed in a 2x2x2 supercell and for the most stable con-
figuration at each filling fraction.

Although much less than the lattice parameter, the bulk modulus is also affected by filling

of the voids. For a filling fraction of 1 the bulk moduli for Ga, In and Tl filled CoSb3 are

summarized in Tab. 4.3. The gradual filling has a surprisingly small effect on the bulk moduli

and changes them by about 1 % at maximum, keeping the linearity. Compared to the unfilled

CoSb3 skutterudite the bulk modulus decreases. However, along the group-13 elements (Ga,

In, Tl) as fillers, the bulk modulus increases again, while for indium the bulk modulus is the

same as for the unfilled CoSb3.

Besides the effect on the lattice structural properties, filling also has an influence on the

electronic properties and on the performance of CoSb3 as a thermoelectric material. Intro-

ducing a group-13 filling species leads to an electron excess and, hence, to n-doping. Dop-

ing, however, proceeds gradually upon gradual filling. This effect is shown exemplary for

indium in a 2x2x2 supercell in Fig. 4.10. With an increasing filling fraction, the n-doping in-

creases. The HO band at the Γ-point, however, remains quite unaffected, as does the density

of states close to the Fermi level. Upon increased filling, another band rises at the H-point.

Table 4.3: Optimized lattice parameter a 0 of YCo4Sb12 (Y = Ga, In, Tl) together with the
bulk modulus B0 and its pressure derivative B ′0 as obtained by DFT and the PBE
exchange-correlation functional. The bulk modulus for the unfilled CoSb3 is
80.6 GPa.

Filler / a 0 B0 / GPa B ′0

Ga 9.160 75.93 10.02

In 9.191 80.62 10.70

Tl 9.204 81.99 10.24
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Since the change in the electronic structure proceeds quite linearly, further analyses of fill-

ing can be focused solely on the single unit cell. This provides the additional advantage that

the symmetry of the unfilled CoSb3 is kept, which in turn allows for a direct comparison be-

tween these two structures and their electronic properties. The obtained results are shown

for all three filler species in Fig. 4.11. Filling of the voids leads to increased Sb4 rings. How-

ever, due to the simultaneous increase of the lattice parameter, the void to Sb4 ring distance

increases too. This leaves the shape of the former prominent HO band almost unaffected,

while its dispersion rises at the P-point. Projected band structure computations show a clear

contribution of the In orbitals in the former HO bands. This indicates a mixing of indium

p-orbitals and the 12 Sb molecular orbitals.

The electronic transport properties change only slightly with the filling, as can be seen

in Fig. 4.11. The differences between the three filling species are even less significant. The

electrical conductivity increases compared to the unfilled case, assuming an equal relaxation

time. The Seebeck coefficient does not change significantly either. The largest changes can

be seen for the power factor. In this case the peak at about µ = −0.2 eV increases for the

different filler atoms. While the power factor of the gallium filled CoSb3 still bears a strik-

ing resemblance to the unfilled case, the power factor at µ=−0.2 eV increases from indium

to thallium. Additionally, the results reveal that a 100 % filling dopes the skutterudite too

strongly, which agrees with the predictions for the unfilled case. A theoretically predicted

optimal filling fraction X at 300 K, assuming a linear dependency of the transport coefficients

upon filling, would lie at 0.70, 0.66, 0.63 for gallium, indium and thallium, respectively. How-

ever, experiments reach a filling limit of 20 % at most.

The gradual transition from the unfilled to the fully filled YXCo4Sb12 with its minor in-

fluence on the transport properties and the very small experimentally achieved filling frac-

tions, allow to estimate the transport properties with respect to the chemical potential from

the unfilled structure. The calculated transport properties of the unfilled skutterudite show

that the maximum of the Seebeck coefficient is already very close to the Fermi level. Conse-

quently, already very small n-doping should lead to a large Seebeck coefficient. Then, upon

further doping the Seebeck coefficient should decrease. Indeed, this is exactly the case in

experimental observations for InXCo4Sb12, where the Seebeck coefficient is−226,−180, and

−169µVK−1 for 5, 10, and 20 % filling [246].

Besides this nice qualitative agreement, for absolute values the situation is more complex.

In the case of In0.2Co4Sb12 (20 % filling), Hall measurements find a charge carrier concentra-

tion of 9.1·1019 cm−3 [246]. For a chemical potential that corresponds to a similar carrier con-

centration in the unfilled case, the computations reveal a Seebeck coefficient of−141µVK−1,

which is slightly smaller than what is predicted experimentally. This result is quite unusual,

since theoretical predictions generally rather overestimate the Seebeck coefficient. This un-

derestimation of the Seebeck coefficient from the unfilled skutterudite computations is most

probably due to two effects. One might be an insufficient description of the band gap. The

other, more important effect, are the changes induced by the fillers on the band structure,

which lead to an enhanced Seebeck coefficient. This fact is nicely illustrated by comparing

the Seebeck coefficient of pure CoSb3 (see Fig. 4.2b) with the one of 100 % filling 4.11b. Thus

filling with indium affects the electronic structure positively, although not very strongly.

All aforementioned transport properties were computed for T= 300 K. As can be seen in

Fig. 4.12 the electrical conductivity and the Seebeck coefficient both increase for absolute
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Figure 4.12: Electronic transport properties with respect to the temperature for CoSb3: (a)
electrical conductivity, (b) Seebeck coefficient and (c) power factor. The elec-
trical properties of InCo4Sb12 show qualitatively the same temperature depen-
dence compared to CoSb3.

values with increasing temperature, hence does the power factor. This agrees again nicely

with experimental results [246]. Consequently, Ga, In, and Tl filled skutterudites should work

optimally in high temperature applications. In conclusion, Ga, In, and Tl are ideal filling

species, since they do not deteriorate the good electronic properties and, to the contrary,

contribute to an enhanced electron transport.

4.3 Electron Correlation in Thermoelectrics: PbTe as a

Case Study

So far, all the aforementioned and presented results were obtained applying the DFT method

and the exchange-correlation functional PBE. The results are in reasonable good agreement

with experimental data. This besides the insufficient description of the electron correlation,

which is quite underestimated in CoSb3 (see Paper A1). However, including electron cor-

relation in solid state and especially in electron transport properties, is a very challenging

task. As a step into this direction, I have investigated the influence of electron correlation

by means of local correlation methods (LMP2) in thermoelectric materials and compare it to

a variety of standard density functionals and the HF method. For that case, PbTe, the pro-

totypical thermoelectric material, serves as a test candidate. Unfortunately, an extension of

the investigation to CoSb3 is difficult. CoSb3 is a narrow band gap semiconductor and as

such difficult to describe by local correlation methods. Since periodic LMP2 is still under

development, a description of CoSb3 with periodic LMP2 remains a very challenging task.

The calculated DFT results for the lattice parameter, as shown in Tab. 4.4, are quite typical

for these types of materials and these trends are reflected by results shown in Paper A1 and

Paper A4. While LDA underestimates the lattice parameter, the GGA functionals overesti-

mate it. However, with a deviation of less than 0.7 % LDA is in surprisingly good agreement

with experiments. This excellent agreement is most probably due to error cancellations. De-

viations for PBE and PW91 are about 2 % compared to experiments and both functionals

result in almost the same value. Hybrid functionals perform equally or even much worse,

due to a strong overestimation by the HF method. B3PW performs comparably to the GGA

functionals, while B3LYP overestimates the lattice parameter by about 3.6 %. The overesti-
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mation by HF is large enough that even MP2 leads to no significant improvement.

Since relativistic effects are only included via the core potentials (see Sec. 3.1), parts of the

deviations between computed and measured results are most probably due to a neglect of

spin-orbit coupling and to some extent relativistic effects. These effects account for about

0.04 Å in the lattice parameter and are much more important for the electronic structure

[258]. However, the latter is not considered here. A much bigger source of error, at least

for MP2, are the restrictions in the local treatment. This includes the insufficient size of the

excitation domain and the rather small basis set.

The trends for the bulk modulus are again very nicely reflected by earlier studies (see Paper

A1 and A5). LDA generally overestimates the bulk modulus, while GGA and hybrid function-

als rather underestimate it. All methods, however, are in quite good agreement with exper-

iment. HF performs surprisingly well, which does not change much by MP2. The pressure

derivatives of the bulk moduli for each method are in very good agreement with each other.

Unfortunately, there are no experimental values for the pressure derivative.

The trends change drastically for the cohesive energy. Here, LDA strongly overestimates

by about 40 %. GGA functionals still overestimate the cohesive energy by about 25 to 30 %.

Hybrid functionals perform already quite well with deviations compared to experiment by

about 10 to 15 %. HF underestimates the cohesive energy by 60 %, which shows a large elec-

tron correlation contribution. The best result is achieved by MP2, which underestimates the

cohesive energy by only about 5 %. These results show, on the one side, that about 50 % of the

binding energy in PbTe is due to electron correlation and, on the other side, that standard

DFT functionals describe the binding insufficiently. These trends are quite similar for the

CoSb3 skutterudite and application of electron correlation methods is an interesting task.

Table 4.4: Lattice parameter (a 0 in Å), bulk modulus (B0 in GPa) and its pressure derivative
(B ′0) together with the lattice and cohesive energy (E lat and Ecoh in eV) of PbTe for
DFT with various functionals, the HF method and the MP2 method.

Method / a 0 B0 / GPa B ′0 Ecoh / eV

Functionals

LDA 6.397 49.8 4.639 −7.75

PBE 6.582 39.0 4.466 −6.74

PW91 6.574 39.8 4.497 −6.22

B3LYP 6.679 36.5 4.554 −5.28

B3PW 6.560 41.5 4.554 −5.55

HF 6.686 48.8 3.650 −1.92

MP2 6.641 50.3 4.723 −4.44

EXP a 6.438 c 46.8 e −4.70

EXP b 6.425 d 39.8

a at 120 K [251]; b at room temperature [252]; c at ∼ 0 K [253];
d at room temperature [254]; e obtained from: cohesive

energies of the elements [255] and heats of formation of
compounds [256, 257]
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Conclusions

Although thermoelectric materials are not expected to cope with humanity’s energy turn-

around by themselves, the admirable progress in enhancing the efficiency of thermoelectric

materials cemented their share as niche products in various applications. One very promis-

ing class of thermoelectric materials are skutterudites. The presented work reviewed the

concept of skutterudites as thermoelectric materials and investigated their peculiar elec-

tronic structure and electronic transport properties by means of theoretical first-principles.

Earlier studies on the electronic structure of CoSb3 skutterudites revealed ambiguous re-

sults and left open questions concerning for example the size of the energy band gap and the

prominent HO band at the Γ-point. Based on electronic structure computations, the pre-

sented work reveals a strong dependence of the electronic structure on the lattice structure.

This dependence explains many disagreements of earlier studies. Additionally, the reevalu-

ated and extended orbital model is applied to explain the peculiar shape and dispersion of

the HO band. Besides CoSb3, the iron based parent material FeSb3 shows all the typical char-

acteristics of a skutterudite. However, due to the electron deficiency compared to the cobalt

based form, the Fermi level is shifted into the valence bands and, hence, FeSb3 bears a strik-

ing resemblance to a a p-doped skutterudite. This p-doping character explains very nicely

the surprisingly large Seebeck coefficient and the surprisingly large electrical conductivity

found in experiment.

Skutterudites allow for two ways to optimized their thermoelectric transport properties.

While the first is filling, the second is nanostructuring. Both possibilities mainly aim at

reducing the large thermal conductivity of skutterudites. However, they will both only be

practical if they leave the good electronic properties undeteriorated. In this study both opti-

mization possibilities are assessed with respect to their electronic properties. The group-13

atoms are found to be ideal doping agents that rather enhance the good electronic trans-

port properties of the parent material. From a structural analysis of filled skutterudites, the

study predicts that Ga atoms substitute Sb atoms up to a certain filling threshold. For fill-

ing beyond that threshold a comparison to preliminary experimental results shows that Ga

occupies the voids sites. Indium and thallium are found to prefer the filling position.

A step towards nanostructuring is taken by analyzing the low-index surfaces of CoSb3.

Typically, slabs of these surfaces are off-stoichiometric. Thus, a new model was developed

that allows to compute surface energies for symmetric but off-stoichiometric slabs. The

(110) surface is found to be the most stable surface, followed by (100) and (111). Bulk pro-

jected surface band structures for the three low-index surfaces show that surface states ap-

pear at the CoSb3 surfaces and lead to a metallic behavior at the surface. These results are in
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good agreement with preliminary conductivity measurements on thin films.

The methodological studies presented in this work show that electron correlation accounts

with up to 50 % for a large portion of the binding in thermoelectric materials. An improved

description of thermoelectric materials could be achieved by applying high-level wave func-

tion based electron correlation methods. Unfortunately, for solids many of these methods

are still untested or simply not applicable. This work shows how to generally apply these

methods – when they are based on local orbitals – to large and complicated test systems like

transition metal fluorides and surfaces. These methods are then applied to the PbTe thermo-

electric material and reveal a significant electron correlation contribution to the binding.
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