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Zusammenfassung

Diese Arbeit beschéftigt sich mit dem Newtonschen Limes der Allgemeinen Re-
lativitatstheorie (ART). Dabei geht es um die Frage, ob und in welcher Weise
die klassische Newtonsche Gravitationstheorie als Grenzwert fiir im Verhéltnis
zur Lichtgeschwindigkeit kleine Geschwindigkeiten aus der ART hervorgeht.
Diese Frage ist einerseits aus Konsistenzgriinden relevant, andererseits hat sie
auch praktische Griinde, wird doch die Newtonsche Gravitationstheorie auch
heute noch fiir astrophysikalische, astronomische und technische Berechnungen
und Beobachtungen eingesetzt. Des Weiteren kann ein vertieftes Verstdndnis
des Newtonschen Limes relativistische Modellierung, numerische Simulation
und physikalische Interpretation verbessern und vereinfachen. Die mathema-
tische Untersuchung des Newtonschen Limes erfolgt dabei in der Sprache der
Rahmentheorie, die in den 1980er Jahren von Jiirgen Ehlers [EhI81] vorgeschla-
gen wurde. Diese ermdoglicht eine einheitliche Beschreibung der Newtonschen
(koordinatenabhéngigen) und der (koordinatenunabhéngigen) ART.

Die vorliegende Arbeit nutzt die Ehlerssche Rahmentheorie, um speziell den
Newtonschen Limes physikalischer Gréflen wie Masse und Schwerpunkt eines
relativistischen Systems zu analysieren. Dabei beschrinkt sie sich auf die Un-
tersuchung statischer isolierter relativistischer Systeme, deren Materie einen
kompakten Tréger besitzt. Fiir diese schligt sie den Namen Geometrostatik
vor, um die Bedeutung der Geometrie hervorzuheben und die Theorie von
der allgemeineren Geometrodynamik abzugrenzen. Die Betrachtung des New-
tonschen Limes der Geometrostatik fithrt dabei durch Analogiebildung mit der
Newtonschen Theorie auch zu einem vertieften Verstiandnis der Geometrostatik
selbst. In engem Zusammenhang damit steht die pseudo-Newtonsche Gravita-
tionstheorie, die durch eine konforme Transformation aus der Geometrostatik
hervorgeht und sich besonders gut fiir die Untersuchung des Newtonschen Li-
mes derselben eignet. Mit deren Hilfe lassen sich viele Newtonsche Konzepte
auf die Geometrostatik iibertragen. So werden in dieser Arbeit beispielsweise
ein Zweites pseudo-Newtonsches Bewegungsgesetz formuliert, eine Charakte-
risierung von Aquipotentialflichen vorgenommen und Eindeutigkeitsfragen in
Bezug auf geometrische und physikalische Gréflen beantwortet.

Im Rahmen von Geometrostatik und pseudo-Newtonscher Gravitationstheo-
rie leitet diese Arbeit auflerdem neue quasi-lokale Definitionen und Formeln
fiir die Masse und den Schwerpunkt eines physikalischen Systems her. Diese
werden mit dem asymptotischen Verhalten der geometrostatischen Variablen
(vgl. bspw. [Bei80, KM95]) sowie mit den bereits in der ART vorhandenen
asymptotischen Konzepten von Masse und Schwerpunkt (vgl. bspw. [HY96,
Bar86]) in Beziehung gesetzt. Die neuen Begriffe unterscheiden sich von den
bisherigen dadurch, dass sie nicht erst asymptotisch, sondern direkt in der
unmittelbaren Umgebung der Materie bestimmt werden koénnen und stellen
damit ein neues Werkzeug zur Analyse statischer Systeme dar. Gleichzeitig
ermoglichen sie den Nachweis der Konvergenz von Masse und Schwerpunkt im
Newtonschen Limes, der im letzten Kapitel dieser Arbeit erbracht wird.
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0 Introduction

Gravity is one of the four fundamental physical forces in our universe. It gives rise to the
orbits of the planets around the sun and to many other equally omnipresent phenomena.
Starting with Isaac Newton in the 18th century, natural philosophers and physicists have
theorized on and experimented with gravity and its astronomical consequences throughout
history. Two major gravitational theories have evolved that are still relevant today. One of
them is the so-called Newtonian theory of gravity or “Newtonian gravity (NG)” for short.
It builds upon the Newtonian laws of motion and characterizes gravitation as a force field
acting instantly and at a distance. In modern language, it is often formulated in terms
of a (Newtonian) potential U that satisfies a Poisson equation AU = 4wGp relating it to
the matter density p via the gravitational constant G on the Euclidean space R3. We have
this formulation of Newtonian gravity at the back of our minds throughout this thesis.

The other major theory of gravitation that remained important and is moreover still
vividly researched on today is Albert Einstein’s theory of general relativity or “general
relativity (GR)” for short dating back to the early years of the twentieth century. It takes
a very different approach eliminating the concept of force altogether and unifying space
and time into a curved Lorentzian 4-manifold (L*,g) called spacetime. The “Einstein
equations” Ric—% Rg = 8:—4GT then relate the curvatures Ric and R of the Lorentzian
metric to an “energy-momentum” or “matter tensor field” T, also coupling them via the
gravitational constant G. In addition, however, another constant called ¢ enters the game.
¢ denotes the speed of light; it gave rise to the birth of the theory of (special) relativity in
the first place and holds responsible for the coupling of space and time in GR.

In this thesis, we are interested in shedding light on the relationship of these two theories.
This relationship has been discussed and studied by numerous scientists and philosophers
and from many different perspectives. Before we turn to its physical and mathematical
aspects, let us have a quick look at some of its philosophical facets following Jiirgen Ehlers
in [EhI81, EhlI86, EhI89]. First of all, the relationship between the theories NG and GR is
one of the most important examples of how a “finalized” theory is replaced (or not so?)
by a more comprehensive one in science. It can thus add to the theory of science debate
which tries to settle the issue of whether such change comes by revolution or rather occurs
in small steps. Secondly, and maybe even deeper, the two gravitational theories provide a
good example for studying the epistemological question whether progress in science can
at all be made or whether what we as scientists consider to be an “instant of progress” is
just a “change of taste or opinion”.

Coming back to the physical aspects of the relationship of NG and GR, it is important
to realize that many if not most empirical observations and measurements which have
been designed to test GR have been pursued in weakly coupled relatively isolated systems
moving slowly with respect to each other. Moreover, predictions and measurement metho-
dology are often devised and calculated within a Newtonian framework of thought and
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in a perturbative approach starting with Newtonian concepts and equations. This kind of
approach in fact implicitly presumes that GR “goes over to NG as ¢ — o0”. This, however,
is not a prerequisite but a claim which is intuitively convincing, suggestive, and desirable
for the purpose of perturbative methods but needs to be proven rigorously. In the last
thirty years, mathematicians and physicists have put a lot of effort into formalizing and
proving that these perturbative approaches (which go by the names of “Newtonian limit”
(¢ = 00) and “post-Newtonian expansions” (power series in 1/¢* or 1/c)) are actually ju-
stified and that there are reasonable examples for their usefulness (cf. e. g. Alan D. Rendall
[Ren92a], Todd Oliynyk [Oli07], Martin Lottermoser [Lot88], and Jiirgen Ehlers [EhI89] as
well as references therein). Their arguments rely on a mathematical frame theory devised
and named after Jiirgen Ehlers, cf. [EhI89]. This frame theory allows to not only formally
compare Newtonian and relativistic equations or specific components of relevant tensors
but empowers researchers to phrase questions on convergence of full solutions to those
equations and therewith formalizes the intuitive idea of “c — 00”.

In this thesis, we use the framework provided by Jiirgen Ehlers to study the Newtonian
limit of physical properties like mass and center of mass of given solutions to GR. To the
best of the author’s knowledge, this question has not yet obtained much attention. We
focus on the special case of static isolated relativistic systems with compactly supported
matter, a setting which we call “geometrostatic” to underline the geometric approach we
take and in accordance with the name “geometrodynamics” that GR is frequently given
when its geometric character is to be emphasized. Static isolated systems model individual
stellar bodies or groups of stars and black holes that are not changing in time (“static”)
and are not influenced from the outside world (“isolated”).

Mathematically speaking, staticity is modeled by a special timelike Killing vector field
in the spacetime while isolatedness is modeled by asymptotic flatness of the relevant ma-
thematical objects (a Riemannian 3-metric as well as additional geometric quantities). The
assumption that the matter has compact support is made for two reasons: The first one is
that many analytical arguments simplify technically in that case and much of literature is
dedicated to this situation. The second motivation for choosing to consider systems with
compactly supported matter, only, is that it is intuitively appropriate from a physical
point of view as one would not expect stars to be infinitely extended.

In order to prove that the mass and center of mass of a geometrostatic system converge
to the mass and center of mass of the Newtonian system that constitutes its Newtonian
limit, we execute a number of steps. First of all, after summarizing and contextualizing
well-known results on static and isolated relativistic systems and introducing the concept
of geometrostatic systems in Chapters 1 through 3, we prove in Theorem 3.3.1 that every
such system possesses a well-defined asymptotic (total) center of mass. This center of
mass is completely equivalent to other notions of center of mass that have been suggested
in different contexts e. g. by Gerhard Huisken and Shing-Tung Yau [HY96], by Richard
Arnowitt, Stanley Deser, and Charles W. Misner [ADM61], and by Lan-Hsuan Huang
[Hual0], cf. Theorem 3.3.3.

Our analysis builds upon earlier results on the asymptotics of static isolated relativistic
systems, e. g. by Robert Beig and Walter Simon [Bei80, BS80b] and by Daniel Kennefick
and Niall O Murchadha [KM95] and on considerations of the total mass by again Richard
Arnowitt, Stanley Deser, and Charles W. Misner [ADM61] and by Robert Bartnik [Bar86],



among others. It is formulated by means of weighted Sobolev spaces and relies on the faster
fall trick 1.4.10 which we prove in Chapter 1.

Using similar techniques as for the definition of the asymptotic center of mass, we prove
uniqueness results for the Riemannian 3-metric and the “lapse function” constituting a
geometrostatic system (cf. Section 3.4). These uniqueness assertions clarify the relationship
between the 3-metric and the lapse function. They point towards similarities as well as
towards differences between geometrostatics and static Newtonian gravity.

In a second step which we pursue in Section 4.1, we recast geometrostatics into a lan-
guage which is more similar to the Newtonian setting and which we thus call “pseudo-
Newtonian gravity (pNG)”. This recasting happens through a rescaling of the lapse func-
tion and by the aid of a conformal change of the 3-metric. Although the term “pseudo-
Newtonian” might be new, the rescaling and conformal change procedure is well-known
in the literature!. After translating the afore-made definitions and results into pseudo-
Newtonian gravity, we introduce quasi-local notions of mass and center of mass of a
pseudo-Newtonian system in Sections 4.2 and 4.3. These notions are closely analogous
to the Newtonian concepts of mass and center of mass. We prove that they asymptotically
agree with the asymptotically defined ADM-mass and asymptotic center of mass, cf. Theo-
rems 4.2.3 and 4.3.5. Moreover, other than the afore-mentioned asymptotic concepts, the
pseudo-Newtonian mass and center of mass can be read off in the vicinity of the matter
just as one would intuitively expect from everyday experience (and from NG).

In Chapter 5, we continue to pursue the approach of gaining insight into geometrostatics
and pseudo-Newtonian gravity by analogy to Newtonian gravity. In this spirit, we give a
simple proof of a static (toy) version of the positive mass theorem originally and much
more generally proven by Richard Schoen and Shing-Tung Yau [SY79]. Afterwards, we
define a concept of force acting on a test particle in a geometrostatic system and prove a
pseudo-Newtonian version of Newton’s second law of motion for it. In Section 5.3, we get
closer to the heart of Newtonian gravity and present a variational proof of a relativistic
equivalent (“surfaces of equilibrium”) of the well-known Newtonian fact that test particles
constrained to an equipotential surface do not accelerate. Combining this result with
an important result by Yvonne Choquet-Bruhat [CBJWJ80] stating that the Einstein
equations can be reformulated as a well-posed initial value problem, we reprove one of the
analytical uniqueness results asserted in Chapter 3 from a more geometric and at the same
time more physical perspective. Finally, in Section 5.4, as a by-product of our improved
understanding of geometrostatics and of surfaces of equilibrium in particular, we prove
uniqueness of so-called photon spheres — a construct intimately related to black holes —
mimicking a proof by Werner Israel [Isr67] where he proves uniqueness of black holes.

Coming back to our main thesis on the Newtonian limit of mass and center of mass in
Chapter 6, we first review the foundations of frame theory. Afterwards, we generalize the
concept of staticity from general relativity to frame theory and present, refine, and adapt
the concept of Newtonian limit to the context of static isolated systems. The quasi-local
pseudo-Newtonian notions of mass and center of mass introduced in Chapter 4 then allow
us to prove the main result of this final chapter: Convergence of mass and center of mass
under the Newtonian limit, c¢f. Theorems 6.4.1 and 6.4.2, respectively.

tand I would like to thank Bernd Schmidt for suggesting its use to me.
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1 Mathematical Preliminaries

Before we begin with a short introduction into general relativity and in particular into
geometrostatics, we need to introduce some notational conventions and to collect and
present some results from differential geometry and from geometric analysis which we will
do in this chapter. In Section 1.1, we fix notations. In Section 1.2, we quickly discuss
well-known results on submanifold geometry. In Section 1.3, we would like to remind the
reader of the concept of Lie derivatives and present a slight generalization of this concept
as a preparation for our discussion of the Newtonian limit within the framework of Ehlers’
frame theory in Chapter 6. Finally, in Section 1.4, we quote a number of facts on the
analytic tool of weighted Sobolev spaces and prove a faster fall-off trick.

1.1 Notation and Conventions

Geometrically speaking, general relativity is a theory of 4-dimensional Lorentzian mani-
folds (“spacetimes”). These 4-manifolds are frequently split into a “time direction” and a
collection of 3-dimensional spacelike hypersurfaces with induced Riemannian metrics, the
“spatial slices”. This makes it necessary to simultaneously deal with 3- and 4-dimensional
curvature and connection fields. Moreover, asymptotic flatness conditions that will be in-
troduced in Chapter 2 make it desirable to allude to connection and curvature fields of
different metrics like Euclidean and Schwarzschildian ones, simultaneously. Thus, in order
to notationally distinguish between the curvature tensors and connection fields induced
from different metrics, we will in all these cases use a label like the dimension of the
manifold or an individual letter like “E” for “Euclidean” or “S” for “Schwarzschildian”
attached to all objects from the left.

To fix notation, assume that (M",“g) is an n-dimensional pseudo-Riemannian manifold
with label “A” and that {X;},—1 . is a local frame for M™. Then let (Agz-j) stand for the
matrix (Y9(X;, X;)) and (4g%) for its inverse matrix representing the induced metric on
the dual bundle T*M™. We will continuously use (“y,;) and (“"/) to pull indices up and
to push them down — but we would like to draw the reader’s attention to the fact that we
will not do so in Section 6.1, where we discuss Jiirgen Ehlers’ frame theory in which the
position of an index is of physical significance.

Coming back to notational issues, let {w’};—1 _, denote the dual frame to {X;} and let

T be any (s,t)-tensor on M"™. We will use the expression Tfllft as a shorthand standing

for T(Xy,, ..., X, w’, ..., wi). Moreover, if g is Riemannian, we will denote the induced
norm of a tensor T by |T|x := (T23 TR Agi, . Agju, Y9 . Ag'=F) 12 where we

have used Einstein’s summation convention as we will continue to do throughout the text.
Coming back to an arbitrary pseudo-Riemannian manifold (M",4g), we will use the
symbol 4V to refer to the induced Levi-Civita connection. The Christoffel symbols corre-
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sponding to 4V will be denoted as AFZ- such that AFfj = Wk (AVy, X;). If 4 is Riemannian,
then djus or doy denote the induced area or surface measure on M™. In general, tr will
stand for the trace of a tensor with respect to g, 4div will denote the induced diver-
gence operator acting on vector fields, 4gradf the induced gradient (vector), and AV?f
the Hessian of a real-valued function f. If 4 is Riemannian, A f will denote the Laplacian
while if it is Lorentzian, we will use the symbol ACf to denote the wave operator acting
on a real-valued function f. Finally, “Rm will denote the induced Riemannian curvature
endomorphism with sign convention such that

l
ARmyjr X; = "V, "V, Xi, — " Vx, 'V, Xi — “Vix, x;) Xk € T(TM), (1.1)

where [, ] denotes the Lie bracket on M"™, TM will denote the tangent bundle over M
and I'(B) denotes the set of all smooth sections of a bundle B. If, in particular, {X;} is a
coordinate frame, this has the coordinate version

l

ARmyjp = AT, — "Thy, + 4T3 T, — T3 T, (1.2)

Jkyi ik,j
For the Ricci curvature tensor, we will use the sign convention that

Akl A k

ARicy; = g™ 49y "Ry = — “Rmy,; (1.3)

while the scalar curvature is given by 4R = “¢¥ Ric,; as usual. These curvature tensors
have special properties in low dimensions which we will exploit in this thesis. For example,
it is well-known that — in 3 dimensions —, the Ricci tensor determines the Riemannian
curvature endomorphism through the formula

. . . . 1
SRmyjp = *Ricy g — *Rici’g; — *Ricji’ga, + *Ric gy — §3R Cou’gje — %gin’gj0), (1.4)

which will be of great help to us in Sections 5.1 and 5.4. In 2 dimensions, there is a different
well-known theorem which we will frequently refer to: If we denote the Gaufs-curvature of
a 2-dimensional Riemannian manifold by K, then 2K = %R and the Gauf3-Bonnet theorem
tells us that

/szm (1.5)

holds on (topological) 2-spheres 3 with intrinsic geometrically induced measure do.

In this thesis, we will mainly encounter manifolds of dimensions 2 (“surfaces”), 3 (“spa-
tial slices”), and 4 (“spacetimes”). All appearing manifolds are tacitly assumed to be
connected. From now on, indices on surfaces will be denoted by upper case Latin letters
running from 1 to 2, those on 3-dimensional manifolds by lower case Latin letters running
from 1 to 3, and spacetime indices by lower case Greek letters running from 0 to 3.

In most of the physics and part of the mathematics literature, the 4-dimensional Lorent-
zian metric of general relativity is usually denoted by ds?. We will stick to this convention,
here, but use the label “4” on all derived quantities in order to indicate their 4-dimensional
nature. In particular, we will denote the matrix components of ds? by (‘g.s). Lorentzian
metrics will have signature (—,+,+,+). For the consideration of the center of mass in
Chapter 4 and for the asymptotic considerations in Chapters 2 through 4, we will also
need the notion of harmonic and wave harmonic coordinates.



1.2 Submanifold Geometry

Definition 1.1.1 (Harmonic Coordinates). Let (M", g) be a smooth Riemannian (Lorent-
zian) manifold. We call a system of coordinates {z'} on an open subset U C M™ harmonic

(wave harmonic) if the coordinate functions satisfy the Laplace (wave) equation YAz’ = 0
(902" = 0) in all of U.

Sometimes, in particular in Section 6.1, it will be more convenient to use abstract
index notation (cf. e. g. [Ren08]) which makes the contra- and covariant type of a given
tensor explicit. For example, g;; then does not refer to the matrix element of g at position
(,7) but to the metric tensor g understood that it is a (2,0)-tensor a priori. When we are
using abstract index notation on a pseudo-Riemannian manifold (M™", 4g), “ will be used to
denote covariant differentiation, and index (anti-)symmetrization will be indicated through
(square brackets) parenthesis. We will frequently exchange classical tensorial notation
referring for example to the metric as ¢ for abstract index notation (calling it g;;) and use
whichever is better suited. We will however draw the reader’s attention to any possible
source of confusion arising from this.

1.2 Submanifold Geometry

As already indicated above, we will frequently be dealing with submanifolds of pseudo-
Riemannian manifolds in this thesis. They appear both as spacelike slices in (Lorentzian)
spacetimes and as (2-dimensional) surfaces in these spacelike slices which will help us to
define and study the center of mass of an isolated gravitational system in Chapters 2 and
4. Let us therefore shortly review some concepts and formulae relating curvatures of a
submanifold to those of the ambient manifold.

To this end, let (M™"!, g) be a pseudo-Riemannian manifold hosting an embedded sub-
manifold X" C M"!. Assume that g has signature (o, +, ..., +) with o € {+, —} and that
) is spacelike if 0 = —. Let v denote a g-unit normal vector field for > tacitly assumed
to point outwards if there is a suitable interpretation of this term as, for example, there
is in the setting of surfaces embedded into asymptotically flat manifolds as discussed in
Chapters 2, 3, and 4. Observe that g(v,v) = -1 and fix the sign of the second fundamental
form h of 3 by

hiy = g(" 'V x v, Xg) = —g("TVx, X, v) (1.6)

on any local frame {X;};-1 _, of £. From this, we can read off the identity
n+1VXIXJ = nVXIXJ - O'h[J V. (17)

As usual, the "g-trace of h is called the (scalar) mean curvature and is denoted by
H ="g"’ h;;. We use the expression h to denote the trace-free part BU = hry— %ng of
h. Motivated by the fact that round spheres in Euclidean spaces have vanishing trace-free
part of their second fundamental forms, we call 3 extrinsically round if it satisfies h=0.

The following equations are well-known consequences of the above definitions, cf. e. g.
[Lee97]. The first one is the Gaufi-equation

n+1RmIJKL = anIJKL — 0 hILhJK +o hIKhJL- (1-8)
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Taking the n-trace of this equation over J and K, we obtain
"HRicrp — o "M Rm(X;, v, v, X1) = "Ricrp — o H by + 0 (b1, (1.9)
with (k%) = hi™ hycr. Again taking the n-trace, this leads to
"R — 20 "MRic(v,v) = "R — o H* + o|h|? (1.10)

where we have used the well-known symmetries of the Riemannian curvature tensor. Fur-
thermore, we have the Codazzi equation

g("MRm(Xk, X1, v), Xg) = ("Vixeh);, — "V, h) e - (1.11)

Moreover, if f: M™™ — R is a smooth function and if ¢ = 1, Equation (1.7) leads to
the helpful equality

"IN ="Af 4"V f(v,v) + Hu(f). (1.12)

Foliations and the Global Frobenius Theorem

In this thesis, submanifolds will frequently combine to a so-called foliation of a manifold
M". Following [Lee03], we understand a (k-dimensional) foliation of M™ to be a collection
of disjoint, connected, immersed k-dimensional submanifolds of M™ (called the leaves of the
foliation) whose union is M™ and such that in a neighborhood U of each point p € M™,
there is a smooth chart ¢ : U — R™ with the property that ¢(U) = Uy x U,_ with
Uk, U,_i open subsets of R¥ R"* respectively, and such that each leaf of the foliation
intersects U in either the empty set or a countable union of k-dimensional slices of the
form ¢! ({z € ¢(U) |2' = ¢ fori =k +1,...,n}) for constants ¢’ € R.

The question of whether a given manifold M™ is foliated by submanifolds possessing
a specific property like e. g. constant mean curvature in the case of hypersurfaces in a
pseudo-Riemannian manifold plays a central role in the geometric analysis of manifolds. It
is closely related to the concepts of “tangent distributions” and “integral submanifolds” by
Frobenius’ theorem. Here, a (smooth k-dimensional) tangent distribution D is a smooth
subbundle of the tangent bundle TM™. A tangent distribution is called involutive if it
is closed under the Lie bracket operation or in other words if the Lie bracket of any two
smooth sections X, Y € ['(D) satisfies [X,Y] € T'(D). An immersed submanifold % C M™"
is called an integral submanifold of a tangent distribution D if D = TX*. While it is
straightforward to see that the tangent space of any immersed submanifold is a smooth
involutive tangent distribution, the converse is the content of a theorem by Ferdinand
Georg Frobenius.

Theorem 1.2.1 (Global Frobenius Theorem). Let D be a smooth involutive tangent dis-
tribution on a smooth manifold M™. Then the collection of all mazimal connected integral
submanifolds of D forms a foliation of M™ and D 1is called integrable.

We will apply this theorem in Chapter 3 in order to better understand the geometric
structure of static spacetimes. It will also play a role in Section 6.2 where we study related
questions in frame theory.
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1.3 Lie Derivatives, Connections, and Killing Vectors

As we intend to consider the Newtonian limit of static spacetimes — or in other words
of spacetimes that are invariant under translation and reflection of time —, we will have
to adapt the concept of Killing vector fields and thus the idea of Lie derivatives to the
setting of frame theory, the formal unification of Newtonian gravity and general relativity
which allows for this limit, cf. Chapter 6. In particular, we need to generalize the well-
known concept of Lie derivatives of tensor fields to include the possibility of Lie derivating
connections. Before we present the generalization to connections, let us shortly review the
concept of Lie derivatives in the conventional setting. Recall that the Lie derivative of a
vector field Y in direction of another vector field X is defined as

. 9:Y|9t(17) - Y|P
vy - iy T

where 6; denotes the flow of X and the asterisk stands for the induced pull-back. Now,
it is well-known that this notion of Lie derivative of a vector field can be generalized to
general tensor fields in this straightforward fashion

;T =T
»QXT(p) — ].lm t yet(p) |p

t—0 t

such that £xT is a tensor field of the same rank as T'. There is a Leibniz rule saying that

X(T(W,....Y,w . w) = (&xT)(M,....Y,wh . W)
+ ) T, 8xY L Y wh L w) (113)
i=1,...s

+ Z T(Yy,..., Y, w', ., 8xw?, ... wh).
j=1,.t

where Y; € T'(TM) and w’ € T'(T*M) are arbitrary fields.

To put us in a position where we can define Lie derivatives of connections, recall that
an affine connection V : T'(TM) x T'(TM) — T'(TM) on a smooth manifold M™ is a map
that is linear over C°°(M) in its first and linear over R in its second argument and that
satisfies the Leibniz rule

Vx(fY) = fVxY + X(f)Y

for any vector fields X, Y € I'(TM) and any f € C*°(M). Its torsion field ¥ is defined by
T(X,)Y)=VxY —WBWX - [X,Y] (1.14)

for X, Y € I'(TM). V is called torsion free or symmetric if its torsion tensor vanishes. In the
following, we will only consider torsion free connections such as the Levi-Civita connection
of a pseudo-Riemannian metric or the Cartan connection introduced in Chapter 6. The
Riemannian curvature endomorphism of a symmetric connection V is consistently defined
by

Rm(X, Y, Z) =VxWZ2Z —\WVx2 — V[X7y]Z € F(TM) (115)
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for all X,Y,Z € I'(TM). Its components are again denoted by Rmijkl. Rm is obviously
antisymmetric in its first two indices and satisfies the first Bianchi identity Rm(X,Y, Z) +
Rm(Y,Z, X)+Rm(Z, X,Y) =0 as V is torsion free. Let us now introduce the concept of

a pull-back of a connection. Let 6, denote the push-forward through the flow 6 of a vector
field X.

Theorem and Definition 1.3.1 (Pullback of Connection). The pull-back of a symmetric
connection V : T(TM) x T'(TM) — T'(TM) along a diffeomorphism 0 : M — M is the

symmetric connection 0*V given by
(9*V)XY = (971)* (VQ*X(Q*Y)) (1.16)
for any X, Y € I'(TM).

Remark. The connection 8*V is well-defined. If we denote the components of V in a frame
{Xi} by T'f, then (0°V)§ = (0.)F (6.)3 [((071))F Thg — (0711 -

YR % J TS

Proof. For fixed X,Y € I'(TM), the right hand side of (1.16) clearly is a smooth vector
field. Tt depends R-linearly on X and Y by linearity of the differentials 6, and (671)..
Moreover,

(0"V)xY = (071)s ((f 0 O)Vox (0.Y)) = f(0"V)xY
and by the Leibniz rule for V,

O V)x(fY) = (07 ((f 2 O)Vox(6.Y) + (0.X)(f) 0.Y)
= fO"V)x(Y)

so that 0*V is indeed a connection. From
("V)xY = (0°V)y X = (07)s (Vo.x (0.Y) = Vi,y (0.X)) = (671). [0.X,60.Y] = [X,Y]

we deduce that *V has vanishing torsion. Its coordinate expression is a trivial consequence
of the above. H

It is thus possible to make the following definition.

Definition 1.3.2 (Lie Derivative of Connection). The Lie derivative of a connection V :
D(TM) x T'(TM) — T'(TM) along a vector field X with flow (6;) is the (2, 1)-tensor field
£xV given by

(6:V) -V

£V := lim (1.17)

Proposition 1.3.3. The tensor field £xV is well-defined, symmetric, and satisfies

gx(VyZ) = (SXV)(Y, Z) + Vgxyz + Vy(gxz) and (118)
(ExV)(Y,Z) = WWVzX +Rm(X,Y,Z) — Vg, 2 X. (1.19)

10
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Proof. We have seen in the above remark that 0;V is a symmetric connection so that its
difference from V and hence £xV must be a tensor field as the limit £ — 0 exists by
smoothness. To prove Equation (1.18), let us argue that

(exV)(Y,Z) = lim OV)yZ —WZ

t—0 t
_ 111’1(1) Vat*y (et* Z)t_ et* (VYZ)
t—

= %g% VQt*y(S_XZ> + VgixyZ + Sx(VyZ)
= —Vy(SXZ) — VQXYZ + Sx<VyZ)

where we have used the linearity properties of V and the fact that 6;.|,—0 = idgy,. Equation
(1.19) holds because

EV)(Y,2) "L e (WZ) - Very Z — W (Lx2)
= VxWZ — Vvsz — VngZ —WVxZ +WVz X

= Rm(X, Y, Z) — Vvyzx + VYVZX

by £xY = [X,Y] (recall that V is symmetric). Finally, £xV is symmetric as

(ExV)(Y, Z2) — (£xV)(2,Y) "2 Rm(X, Y, Z) + Rm(Y, Z, X) + Rm(Z, X, Y) P2 0. O
Now recall that a Killing vector field in a pseudo-Riemannian manifold (M, g) is a vector

field X satisfying £xg = 0. It will be important for the generalization of the concept of

Killing vector fields to the setting of frame theory to be aware of the following fact.

Proposition 1.3.4. Let (M™,g) be a pseudo-Riemannian manifold possessing a Killing

vector field X. Then if V is the induced Levi-Civita connection, g~ is the induced metric
on T*M, and Rm, Ric, R are the induced curvature tensors, one finds

SXg_l = SXV = ngm = ngiC = SxR =0.

Proof. A direct computation gives £x(w?) = (£xw)? — (Lxg) (W, ) = (Lxw)? for every
w € I(T*M) as X is Killing. Thus, for any w, 7 € I'(T*M)

(Exg w,7) = X(¢ (W ) =g (Lxw,T) — g (w, £xT)
= X(g(wuﬂ_ﬁ)) _g_l(SvaT) _g_1<W7£XT)
XKi:lling 0.

For the proof of £xV = 0, we make use of the fact that V is the Levi-Civita connection
of g. As the Riemannian curvature tensor stems from the Levi-Civitd connection of a
pseudo-Riemannian metric, it possesses the additional symmetry g(Rm(Y,Z, W), A) =
g(Rm(W, A, Y),Z) for any Y, Z, W, A € I'(TM). Thus, by the Killing equation for X,

11
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g(WX,Z)+ g(VzX,Y) =0, we deduce

(1.19)

9(EXV)(Y)Y), Z) IWWX — Vg, vy X + Rm(X,Y)Y), Z)

Y(g(WX,2)) = g(WX, WZ) — g(Ve,v X, Z)

+9(Rm(Y, Z, X),Y)

PR Y(gHXY) - g(W X, WZ) + g(Ve XY ]
+9(MVZX - VWX, Y) + 9g(WX, £y 7)

evi-Civita 0
VEEENR (WX, VYY) — Z(g(B6T)) + g(W X, ViY)
= 0

V Levi-Civita

forany Y, Z € T'(TM), so that symmetry of £xV implies £xV = 0 by polarization. To show
L£xRm =0, let {X;},—1, . be a coordinate frame on M" (i. e. satisfying [X;, X;] = 0 for
alli,7=1,...,n) with X = Xj. Such a frame exists by ODE theory, cf. e. g. Proposition
1.53 in [War83]. Then

(ExRm)(X;, X;, X;,)  "PE™M g (Rm(X, X, X))
= Lx(ViVi Xy — V; Vi X},)

ExV=0=[X,X;] VZEX(VJX’C) — Vjﬂx(szk)

iterate
= 0.

By the Leibniz rule for Lie derivatives (1.13), Ric and R also have vanishing Lie derivatives
in direction X. O

1.4 Weighted Sobolev Spaces

In this section, we collect some well-known results on weighted Sobolev spaces defined on
R™ and subsets thereof. We follow the exposition in [Bar86], but adapt the results slightly
so that it fits with our notation and conventions. Although we only apply these results
in dimension n = 3, we state the theorems for arbitrary n > 3 for convenience of the
reader. We use the following notation: If R > 0, Bg := Bg(0) C R™ denotes the closed ball
of radius R around 0 and Fr := R" \ Bg denotes the associated (open) exterior region.
Abusing notation, we will denote R™ \ {0} by Ey and also call it an exterior region. We
refer to a fixed Cartesian coordinate system (2%);—; _, on R™ and denote the Cartesian
radius by r := |z| := /(2!)2 + - - + (2)2. The Euclidean metric on R" will be denoted
by 6 and ¢g will denote an arbitrary smooth Riemannian metric on R™ or subsets thereof.
Using the weight functions o : R" \ {0} — R : z — 1+ 7r? and r|g,, we define the
so-called “weighted Lebesgue” and “weighted Sobolev spaces”.

Definition 1.4.1. Let £ € N, 1 < ¢ < 00, and ¢ € R. Let dus denote the ordinary
Lebesgue measure on R". The weighted Lebesgue space L? := LI(R"™) is defined as the

12
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space of all measurable functions v € L] (R™) such that the norm

loc
1/q

lallae = | ] fuftoer-" dus
R

is finite. Similarly, the weighted Sobolev space W4 := Wk4(R") is given as the subspace of
L4(R™) consisting of all those functions u : R” — R which have weak (partial) derivatives
of order j < k in LI ;(R™). The weighted Sobolev norm on this space is defined as

k
[l = Z [ D7ul[ge—-
=0

Similarly, the weighted Lebesgue space on the exterior region Ey = R™\ {0}, ig = LI(E)y),

is defined as the space of all measurable functions u € Lj, .(Ey) such that the norm

1/q

e W A
Ey

is finite. The weighted Sobolev space on the exterior region Ey, Wf’q = Wka(Ey), is defined
as the subspace of LI(Ey) consisting of all those functions u : R" — R which have weak
(partial) derivatives of order j <k in L{ ;(Ep). The weighted Sobolev norm on this space
is then given by

k
[ullfgc = D 1D ull} .-
§=0

Observe that the weight function r used on Fy = R™\ {0} differs from the one used
on all of R, namely from o, but that they are asymptotically identical at infinity. Note
furthermore that C°(R"), C>°(Ey) are dense in Wk, Wk, respectively, and that LI =
Li(R™) for e = —n/q.

The following theorems correspond to Theorem 1.2, Theorem 1.3, Lemma 1.4, Theorem
1.7, and Corollary 1.9 in [Bar86]. They will help us prove the faster fall-off trick Theorem
1.4.10 and will be helpful for our center of mass considerations in Chapter 3.

Theorem 1.4.2. Let n,k € N, n > 2. The following claims hold true:

1. If1 < q1 < go <00 and & > €3, then LE continuously embeds into LI via inclusion.

2. If 1 < q1,q2,9 < o0 satisfy 1/q = 1/q1 + 1/q2 and if in addition € = €1 + £4, then for
allu e LT, v e LY we have the weighted Holder inequality

luvllge < flullgel|v]]gs.co (1.20)

3. If1 < q < q1 <nga/(n—kg) < oo andn—kqy > 0, then there is a constant C' > 0
such that any u € WF® satisfies the weighted Sobolev inequality

Hu||nq2/(n—kq2),€ < CHquﬂhE (1.21)

and in fact |u(z)|r—= — 0 as r — 0.

13
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4. Let C? consist of all continuous functions u : R™ — R such that
ullco == sup {0 (x)|u()|} < oo
TER™

If1<g<ooand0 < k—n/q <1, there is a constant C > 0 such that for any
u € Wk we have
lullce < Cllullkg.e-

We will also frequently apply the following multiplication theorem which we quote from
p. 153 in [KM95].

Theorem 1.4.3 (Multiplication Theorem). For all ki, ke, k € N, ky + ko > k + 3/2, and
all € > €1 + 9, pointwise multiplication is a continuous bilinear map

C WER(R?) x W2 (R?) — WE(RY).

Before we continue to list facts on weighted Sobolev spaces, we quote the following
definition from [Bar86].

Definition 1.4.4. ¢ € R is said to be an exceptional weight parameter if it is an integer
which satisfies ¢ #£ —1, -2, ..., n — 3; otherwise it is called non-exceptional. We set ¢ :=
max{pu exceptional | u < €} for any weight parameter ¢ € R.

Observe that £ € Z and that precisely all € € Z are exceptional for the case n = 3 which
will be of most concern to us in geometrostatics. The exceptional values of the weight
parameter correspond to the orders of growth of harmonic functions in R™ \ Bj. The
following theorem shows the relevance of these exceptional weight parameters. It refers to
the Laplacian A which is induced from the flat metric 6 and we quote it from [McOT79].

Theorem 1.4.5 (Robert McOwen). Suppose that € is non-exceptional, 1 < q < oo and
k € No. Then the map . .
A W2 Wf_’%

18 a bounded isomorphism with bounded inverse.

O-notation

In order to simplify notation, we will use the O-notation as an abbreviation for a preci-
se statement in the language of weighted Sobolev spaces when the precise statement is
straightforward. For example, we say that a smooth function f : M"™ — R on an asympto-
tically flat manifold (M™, g) with radial coordinate r lies in the class O(r=") as r — oo if
there exists a constant C' > 0 such that

[f(p)] < Cr*

holds for all p € M™ or all p in a specified neighborhood of infinity within M". In addition,
we say that f lies in the class O(r=") with | derivatives if

0°f € O(r~*1°)

for all multi-indices o with || < I. Compare this to item number 4 in Theorem 1.4.2.

14
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1.4.1 The Faster Fall-Off Trick

The above results on differential operators asymptotic to A can and will be used to show
faster fall-off for the solutions of the static metric equations of general relativity which we
will do in Chapter 3. To this end, we will now prove a more general faster fall-off trick
making use of the above results and of the Kelvin transform. We refer the reader to the
book [ABR92] for an introductory exposition of the Kelvin transform.

We begin by giving the definition of the Kelvin transform. Let n > 3 in all of this
section.

Definition 1.4.6 (Kelvin Transform). Set R" := R"™ U {oo} where oo is considered as the
topological one point compactification. For any = € R, we set

# if z # 0,00
¥ =140 if v =00

00 ifz=0

If E C R", we set B* := {z*|2 € E} C R" and endow both E and E* with the induced
topology. We define the Kelvin transform of a continuous function v : £ — R to be the
function K [u] : E* — R given by

K lu] () = [2[*"u(2").

The Kelvin transform is a higher dimensional analog of inversion in a sphere. It is a
very useful technique for transporting the “point at infinity” of R™ to the interior and
thus makes power series expansions at infinity and related harmonicity questions more
approachable as we will see in the following lemmata.

Lemma 1.4.7. The Kelvin transform is a linear transform from C°(E) to C°(E*) that
preserves uniform convergence on compact subsets of R™\ {0}. K is its own inverse in
the sense that K [K [u]] = u for all w € C°(E). It maps positive homogeneous functions
on R™ \ {0} of degree k € Z to positive homogeneous functions on R™ \ {0} of degree
2 —n — k. Moreover, it maps harmonic functions on E onto harmonic functions on E* if
E C R"\ {0} is open.

Definition 1.4.8. Let £ C R™ be compact and let u € C°(R" \ E) be harmonic. We call
u harmonic at oo provided that K [u] has a removable singularity at 0, i. e. if there exists
a harmonic function © € C°((R™ \ E)* U {0}) with u = K [u] on (R"\ E)*.

Lemma 1.4.9. Let E C R™ be compact. Then a harmonic function v : R*\ E — R is
harmonic at infinity if and only if lim, . u(x) = 0.

Let us now turn our attention to the faster fall-off trick announced above. For easiness
of notation, we change the name of weight parameter from ¢ to —7 from now on.

Theorem 1.4.10 (Faster Fall-Off Trick). Let n,k € Ny, n >3, 1 < q < oo, 7 > 0 such
that —7 is non-exceptional, and let f : R™ — R be a smooth function satisfying

feWr2a and Af e Wh,.

Then there is a harmonic polynomial p of degree d < [T] such that for any radius R > 0 and
any smooth cut-off function n : R™ — R with support in Eg, n(f—K [p]) € W Inwri24,

15
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Remark. The behavior of f is of interest to us only in a neighborhood of infinity, where the
faster fall-off trick gives us precise fall-off information. We can interpret this informally as
saying that if f = O(r~*1) and Af = O(r=""2) as r — oo, then f — K[p] = O(r7!) as
r — oo for all decay orders [ € N.

Proof. Let n be a smooth cut-off function with support in E for some R > 0 and without
loss of generality n = 1 in Esg. Set g :=nf and h := Ag so that h € Wff,g N C*(R™) by
the assumptions that f,n be smooth, n =1 in Fsr, and Af € W]ff_z. Since g = 0 in Bg,
it also holds that h € Wff_Q. Robert McOwen’s result 1.4.5 now tells us that there exists
a unique solution f;, € V'Vlfizq satisfying Af, = h in R™\ {0} as —7 is non-exceptional.
This means that the two functions f;, and g both satisfy the Poisson equation with right
hand side h on R™\ {0} and in consequence, g — f3, is a harmonic function on Ey = R™\ {0}
with respect to the flat Laplacian.

By construction, we find that g € Wff - Jn € Wffﬂ follows from the first item in
Theorem 1.4.2 and thus we also know that g — f, € Wffﬂ. Cutting g — f5, off with the
cut-off function 7, we obtain a function n(g — f,) € Wffﬂ. This helps us seeing that
n(g — f») and thus also g — fj, falls off to 0 as » — oo by the weighted Sobolev inequality
(1.21). (g9 — fn)|m, is thus harmonic at co by Lemma 1.4.9 and thus its Kelvin transform
K = K[(g — fu)|g] : R" — R is harmonic and hence real analytic at 0. We define a
polynomial p on R™ by

|o|=[7] o
ply):= > 9aF(0) y*

al
|a|=0

and deduce that p is in fact a harmonic! polynomial of degree d < [7]. This implies that
K — p is a harmonic function on R™. K then splits into

K@) =py) + Y W (1.22)

laf=Tr]+1

in a neighborhood B, of 0 by harmonic function theory, where the series converges abso-
lutely and uniformly?. We can therefore calculate an explicit expression for the harmonic
function (g — fn — K [p]) |5__, using the different assertions of Lemma 1.4.7 and the defi-
nition of the Kelvin transform. For z € E_-1, we obtain:

(g—fo—Kpl) () = KK -p)](x)
122 i 9o K (0) y° (2)
|
la=[T]+1 '
_ i 9. K (0) K[y*] (z)
al
lal=[]+1

B = 0. K(0) z~
N

Lef. pp. 22-24 in [ABR92].
2cf. again pp. 22-24 in [ABR92].
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This explicit expression now allows us to estimate

= 0. K (0) 2~
- h-KpI@l < |3 R

< ¥ |aOéK'(0)|‘x’2no¢|
|lal=[7]+1

< i |aaK'(0)||x’1nm€m1+|a
jal=T71+1

< C ‘x|17n7(7']

for all x € E.-1 as the power series converges absolutely in F.-:. Similarly, one can show
by induction that
103(g — [ — K [p])(2)| < C|z| = 71-18]

for all x € E.-1 and all multi-indices § with || < k + 2. Since by assumption f and 7
(and hence g = nf) are smooth on R" and since g — fj is harmonic and thus smooth on
R™\ {0}, fr must be smooth on R™\ {0}. This implies that n(g — f — KC[p]) is smooth
on R™ and vanishes in a neighborhood of the origin so that — together with the above
estimates —, we can deduce that

n(g — fn — K[p]) € WEPT ke

As fy € W’jjlq and thus also nf;, € W’f;’Q’qﬂWfilq by construction, it follows by linearity
that n(g—K [p]) € WFINIW* 4 Now g = nf differs from g only in the compact annulus
Egr \ By where 1, f, and K[p] are smooth so that 1(g — f) € W40 W4 and hence
again by linearity n(f — K [p]) € W*I7 0 W*% which proves the theorem. O
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2 lIsolated Relativistic Systems

In this chapter, we will provide a short introduction into general relativity, focusing on
isolated systems. It is structured as follows: In Section 2.1, we introduce the main variables
and equations. In Section 2.2, we shortly discuss the initial value formulation of general
relativity (the so-called Cauchy problem) while in Section 2.3, we give a short overview over
boundary conditions insuring isolatedness of the systems under consideration. In Sections
2.4 and 2.5, we present definitions and a small number of results on the concepts of mass
and center of mass of isolated systems, respectively. As one of the main goals of this thesis
is to prove that mass and center of mass converge to Newtonian mass and center of mass
in the Newtonian limit, these concepts lie at the heart of our considerations.

2.1 Setting and Notation

When modeling a relativistic system in GR as a smooth! spacetime? (L?, ds?), one usually
has to specify a matter model, cf. e. g. [Ren08]. This matter model is usually defined
in terms of a matter Lagrangian depending on both the metric ds? and the appropriate
matter fields. One can then derive a symmetric (0, 2)-tensor field 7 on L* by variation of
the matter Lagrangian. T' is called the energy-momentum tensor or stress-energy tensor of
the system. If V' € T,,L* is a future-pointing timelike unit vector (or an observer) situated
at the spacetime event p, one can introduce the observed mass density p(p) := T,(V,V)/c?,
where c the speed of light. The observed momentum density is given by J,(X) := —T,(V, X)
in the spatial direction X € T,L* with dsi(V, X) = 0, and the observed stress is defined
as Sp(X1, Xz) := T,(X1, X,) in spatial directions X; € T,L* with ds2(V, X;) =0, 1 =1,2.
The vector P, := (T,(V,-))# can be interpreted as the 4-momentum vector observed by
V. Note that we have defined p to be a mass and not an energy density as this will be
more suitable for tackling the Newtonian limit in Chapter 6.

Besides suitable energy conditions like the weak energy condition T'(V, V) > 0 for any
future-directed causal (timelike or lightlike) vector field V' € T'(TL*) that one usually
expects to hold, the energy-momentum tensor is required to satisfy the equation of motion
div T = 0 which is designed to assure (differential) energy conservation, cf. e. g. [Wal84,
SWT77]. Some sorts of matter, for example perfect fluids, will also be required to satisfy
an appropriate equation of state. We will, however, not focus on specific matter models
in this thesis as we are mainly interested in the behavior in the vacuum region outside a
given matter distribution.

A relativistic spacetime or relativistic system then is formally represented by a triple

"'We will not discuss the regularity of general dynamical relativistic solutions as we will focus on static
solutions in this thesis. For these, regularity issues will be discussed in Chapter 3.
2We are not assuming any orientability or hyperbolicity conditions on spacetimes, a priori.
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2.2 341 Decomposition and Cauchy Problem

(L*, ds?,T) consisting of a spacetime (L* ds* = g) and an energy-momentum tensor T
that satisfy the equation of motion and FEinstein’s equation

81G

4

1
Ric—éRg: T (2.1)

c
with ¢ again the speed of light and G the (Newtonian) gravitational constant. Observe that
Einstein’s equation relates the metric ds? to the (2, 0)-variant of T'. This is of no significance
in general relativity but will become important when we “unify” general relativity and
Newtonian gravity in Chapter 6.

2.2 341 Decomposition and Cauchy Problem

It is often useful (and gives deep insight) to rewrite Einstein’s equation as an initial value
problem (“Cauchy problem”). Yvonne Choquet-Bruhat’s famous theorem 2.2.2 essentially
states that this is possible, and we will apply this theorem in order to prove a uniqueness
result for the lapse function on page 62. Before we can cite the theorem, we have to
introduce a few notions which we will now begin with. We follow the approaches taken in
[Wal84, HE08, CBJWJ80, Bar95].

First of all, a spacetime is said to be time orientable if it possesses a smooth global
timelike vector field (which automatically induces a time orientation). In this case, the
chronal future of ¢ € L* is defined via

I'(q) :== {p € L*| There is a smooth timelike future directed curve from ¢ to p.}

A set S C L* is called achronal if it satisfies S N IT(S) = 0, where IT(S) := UyesIT(q).
Furthermore, the future/past domain of dependence of an achronal set S C L* is given by

D*(S) := {p € L*| Every past/future inextensible curve through p intersects S.},

where a smooth timelike curve x : (sg, s1) — L* is past/future inextensible if and only if it
has no limit as s — sq/s1, respectively. The domain of dependence of S then is the union
D(S) := D*(S)UD~(S). A closed achronal set S C L* which fulfills D(S) = L* is called
a Cauchy surface and indeed can be seen to be a 3-dimensional spatial submanifold® of L*.
L* is said to be globally hyperbolic* if it possesses a Cauchy surface. It can be shown (cf.
Theorem 8.3.14 in [Wal84] and references therein) that every globally hyperbolic spacetime
possesses a global time function t (i. e. a function having gradt past directed timelike),
the level sets of which are smooth Cauchy surfaces. Thus every globally hyperbolic L* can
be foliated by Cauchy surfaces and thus has the differential topology of R x M3, where
M? denotes any such Cauchy surface.

Now let (L%, ds®) be a globally hyperbolic spacetime with time function ¢. We think of
a point p € L* as representing a spacetime incident (t,x) with coordinate representation

3As the remainder of this thesis is not severely depending on this section, we will not take regularity
questions into account.

4This definition is unconventional but equivalent to the traditional one, cf. p. 209 in [Wal84]. As we are
not primarily concerned with the Cauchy problem, this just seems the least cumbersome approach.
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(t(p), z*(p)) with respect to some coordinate system {z'};_1 23 on an open neighborhood
of x € M3 (which is then transported along the integral curves of gradt). Clearly, there
is a unique future-pointing timelike unit normal vector field v € T'(TL*) ds*-orthogonal
to the leaves {t} x M3. We can therefore uniquely decompose the coordinate vector field
0; € T(TL*) into its normal and tangential components, meaning that

0, =cNv+ X

with N : I x M3 — R the lapse function and X : I x M3 — TM? the shift vector field of
the foliation. Moreover, ds? induces a Riemannian metric %(t) on each of its (spacelike)
submanifolds {t} x M3 which we sloppily understand to be a time-dependent metric on
M3. One can then see that ds? can be rewritten as

ds® = —c*N*dt* +7g;;(da’ + X'dt)(dz’ + X dt). (22)

In this setting, the second fundamental form h(t) of the slice {t} x M3 C (I x M3, ds*) with
respect to the chosen normal is often referred to as its extrinsic curvature (and is usually
denoted by K in the physics literature). Just as 3, h is understood to be a time-dependent
symmetric (2,0)-tensor field on M?3. It is straight forward from the definition of h that

L,% = 2h. (2.3)

Besides the GauB- and Codazzi equations (1.8) through (1.11), there is another subma-
nifold equation induced by the decomposition of the normal v. It is called the Mainard:
identity and reads®

ds*(*Bm(X;, v,v), X;) = (1/N)*VEN + b — L hy; (2.4)

on any frame {X;}i—123 of M 3. As a consequence of these submanifold equations, the
Einstein tensor G := *Ric — %4R ds? can be decomposed into its normal and mixed parts

2G(v,v) = °R+H®—|hf3 (2.5)
G(v,0;)) = SV]’ hij - H; (2.6)

while the remaining information leads to

4t . 3 2N
ﬁ3g —3Ric + 2h* — Hh + VN : (2.7)

If combined with Einstein’s equation (2.1), equations (2.5) and (2.6) lead to constraints
on the geometry of the spatial hypersurface M3, the so-called energy or Hamiltonian and
momentum constraints

167G

SR+ H2— |h2 = ; T(v,v) (2.8)
| e

b — H; = :4 T(v,8,). (2.9)

SRecall that the label 4 corresponds to fields derived from ds? = 4.
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2.2 341 Decomposition and Cauchy Problem

Equations (2.1) and (2.7) lead to the dynamical equation

SVEIN  8n@G r T
+— (T|rarsxrars — 5 %). (2.10)

L,h = —3Ric + 2h? — Hh +

Before we proceed to the initial value formulation of Einstein’s equation, we wish to put
down explicitly its 341 version using the timelike unit normal v as an observer, i. e. the
341 decomposed Finstein equations

: 167Gp
‘R+H”— |0} = >
Wikl —Hi = - 724 (2.11)
V2N 8@ 3trS i@
Loh+ Ric —20° — Hh — —— = :4 (5 - ; %) + 7;2'039.

Following Yvonne Choquet-Bruhat (and James W. York, Jr. in [CBJWJ80]), we will
now proceed to reformulate Einstein’s equation (2.1) as an initial value problem®. To this
end, let an initial data set be a triple (M3,3%, h) with (M3, %) a 3-dimensional Riemannian
manifold and h a symmetric (2, 0)-tensor field on M3, satisfying the constraint equations
(2.8) and (2.9) in vacuum. A development of an initial data set (M?,%, h) then is a triple
(L*, ds? A) consisting of a spacetime (L?, ds?) satisfying the vacuum Einstein equation
(2.1) and an isometric embedding A : (M3,%) — (L*, ds?) being such that the induced
second fundamental form of A(M?) agrees with the push-forward of h under A. A develop-
ment (L, ds? A) is called a globally hyperbolic development if A(M?) is a Cauchy surface
in (L, ds?) (which then automatically implies that (L%, ds?) is a globally hyperbolic space-
time).

A development (f4, ds?, A) of an initial data set (M?,%, h) is said to be an extension of a
development (L?, ds2, A) if (L*, ds?) can be isometrically embedded into (I, ds?) through
a time-orientation preserving diffeomorphism D satisfying D o A = A or in sloppy terms
“with (M?3,3%) sitting inside (L%, ds?) in the same way as inside (L', ds?) when compared
via D”. Two developments are considered identical if they are extensions of each other and
a globally hyperbolic development is considered mazimal if it extends any other globally
hyperbolic development. The following theorems answer the question of well-posedness of
the Einsteinian Initial Value Problem (the Cauchy problem) in the affirmative.

Theorem 2.2.1 (Yvonne Choquet-Bruhat). Let (M3,%, h) be an initial data set for which
there are two developments D; = (L}, ds?, A;) (i = 1,2) (not necessarily globally hyperbo-
lic). Then there is a globally hyperbolic development (L*, ds*, A) which is extended by both
developments Dy, D.

Theorem 2.2.2 (Yvonne Choquet-Bruhat & Robert Geroch). Every initial data set ad-
mits a mazximal globally hyperbolic development. This maximal globally hyperbolic develop-
ment 1S unique up to isometry.

SWe follow the exposition in [Rin09)].
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2 Isolated Relativistic Systems

Remarks. There also exist versions of both of these theorems where initial data sets and
developments need not be vacuum but satisfy the constraints and Einstein equations with
respect to some matter tensor, respectively. In this thesis, we are only going to apply the
first of these theorems (in vacuum) to prove a uniqueness property of static systems in
Section 5.3 and therefore prefer not to discuss to any detail what conditions the chosen
matter model must obey in order for these theorems to be true also in the presence of
matter. Details can be found e. g. in [CBJWJ80, Wal84] and references cited therein.

2.3 Asymptotically Flat Ends and Their Properties

So far, we have not explicitly discussed boundary data or asymptotics of the Lorentzian
metric of a spacetime. We will do so now. In this thesis, we focus on isolated systems
— spacetimes modeling stars or black holes that do not interact with other systems and
cannot be reached by intruding gravitational waves, either. Isolated systems are mathe-
matically modeled by so-called asymptotically flat Lorentzian manifolds, i. e. by specifying
the fall-off of the metric on the boundary “at spatial infinity”.

More concretely, we assume that for a decomposed spacetime (L*, ds?) with time func-
tion ¢, each of the diffeomorphic time slices M? = {t = const} can be decomposed into a
(possibly empty) compact interior K C M? and a finite number of ends, i. e. unbounded
components of M3\ K in which both %(¢) and h(t) satisfy certain fall-off conditions “at
spatial infinity” which we will describe below.

As we will see in Chapter 3, static spacetimes can be decomposed canonically such that
the second fundamental forms h(t) vanish for all times ¢. We will therefore only discuss
the asymptotics of %(t) in more detail. Moreover, although we will only need and apply
the asymptotic flatness conditions in dimension n = 3, we will state them for arbitrary
n > 3 for convenience of the reader.

Let (M™, g) now be a Riemannian manifold that can be decomposed into a compact
K C M™ and a finite number of unbounded ends. In order to ensure isolatedness, we
require these ends to be asymptotically flat in the sense that they are each diffeomorphic
to R™\ B for some closed balls B and such that the pushed forward metrics in these ends
behave as those of the flat (Euclidean) metric on R™ \ B plus error terms which decay
as O(r~!) as r — oo, combined with suitable decay conditions on the derivatives; for a
more precise definition please see below. As above, r is the radial coordinate r := |z| :=
V(@1)2 + -+ 4 (27)? associated to the system of asymptotically flat coordinates given by
the chosen diffeomorphism in the given end.

We remind the reader of the following notation introduced in Section 1.4: If R > 0,
Br := Bgr(0) C R™ denotes the closed ball of radius R around 0 and Fr := R"\ Bg
denotes the associated (open) exterior region. Following Robert Bartnik [Bar86] and Daniel
Kennefick and Niall O Murchadha [KM95]", we make the following more precise definition.

7Other than these authors, we allow the manifold to have several ends. We require the metric to be
smooth as this will be the case anyway when we consider static systems later on. This allows us to
drop the g € Wllz’cq condition stated in [Bar86]. Moreover, we include orders k > 1 for later ease of
formulation, where for k£ > 2, we extend Robert Bartnik’s condition to suitable ¢ < 3.
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2.3 Asymptotically Flat Ends and Their Properties

Definition 2.3.1. Let n,k € N, n > 3,1 < ¢ < oo, and 7 > 0 be such that Wff(ER) —
WhI(ER) for some § > n and all R > 1. A smooth Riemannian manifold (E”, g) is then
called a (k, q, 7)-asymptotically flat end if it carries a structure of infinity of type (k,q,T),
i. e. if there is a radius R > 1 and a smooth diffeomorphism & : E™ — Eg such that

(i) there exists pu > 1 such that u=|¢]? < (D.9)|.(&,&) < plé]? for all z € Eg, £ € R®
uniform positive definiteness and uniform boundedness of ®.g), and

t
(

(11) ((I)*g>lj — 5ij € Wff(ER) for ,j=1,....n
(asymptotic decay of order k and decay rate 7).

We will call (E", g) an asymptotically flat end for short if k, ¢, 7 are either clear from
context or arbitrary. A smooth connected Riemannian manifold (M",g) is then called
(k,q, T)-asymptotically flat if there is a (possibly empty) compact K C M™ such that
M™\ K is a disjoint union of finitely many (k, ¢, 7)-asymptotically flat ends. In particular,
asymptotically flat ends are asymptotically flat manifolds in their own right. However, if
K is non-empty, we additionally assume that (M", g) is geodesically complete. Observe
that the diffeomorphsims @ define the announced coordinates at infinity (in the end E™)
or asymptotically flat coordinates for g (also in the end E™).

Moreover, we say that a sequence of points {p;},en C M™ tends to infinity as | — oo
if it is ultimately contained in one of the ends of M™ and if r(®(p;)) — oo holds there.
Conversely, a subset S C M™ will be called bounded away from infinity if there is a constant
C > 0 such that [®(SNE™)| < C for all ends E™ of M™ and corresponding diffeomorphisms
®. Finally, S will be called a standardized compact interior if it is relatively compact with
respect to M"™, contains K, and if for each standardized exterior E™\ S of (M™, g) there is
a radius R; > R such that ®7'(Eg,) = E™\ S. A standardized compact interior is called
non-trivial if Ry > R for at least one standardized exterior.

We will frequently replace a given compact interior K by one of its standardized compact
interiors when we are not interested in the behavior of the metric in a neighborhood of K.
The notion of standardized compact interior then ensures that the standardized exteriors
(E™\ S, ®|gms) again qualify as asymptotically flat ends so that with the notion of a
standardized exterior we can formalize the idea of an “end of an end” having certain
properties. In Sections 3.2, 3.4, 3.3 we will see that static asymptotically flat solutions of
the Einstein equations in fact automatically possess better fall-off properties.

Remark. There also exist other notions of asymptotic flatness in the literature, for exam-
ple the so-called Regge-Teitelboim conditions and asymptotic Schwarzschildian behavior,
cf. e. g. [KM95], [HualO] as well as Section 3.3. Other approaches to define asymptotic
flatness include methods of conformal compactification, an approach initiated by Robert
Geroch in [Ger72], cf. e. g. Abhay Ashtekar and Rolf Hansen’s paper [AHT7S|.

Before we continue by introducing the notions of mass and center of mass of asym-
ptotically flat manifolds, we need to shortly discuss specific geometric coordinate systems
available on and useful for our study of asymptotically flat ends. They are called “harmonic
coordinates”. The following existence theorem for asymptotically flat harmonic coordina-
tes has been established by Niall O Murchadha [Mur86] and Robert Bartnik [Bar86],

independently. We quote it from [Bar86|, here, adapting the statement to our notation.
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2 Isolated Relativistic Systems

Theorem 2.3.2 (Niall O Murchadha, Robert Bartnik). Let (M™, g) be a (k, q, T)-asympto-
tically flat manifold with one end E™. Let the structure of infinity of E™ be denoted by
® : E" — Eg, let (28 = @) be the associated asymptotically flat coordinates, and fix
1 < n < 2. Then there are functions y' € L%(M"), i=1,...,n, such that 9\y* = 0 and
A = Wfle’q. If (M™, g) is geodesically complete, these harmonic coordinates are unique
up to a Euclidean motion at infinity in the sense that for any other global harmonic and
asymptotically flat system of coordinates (2*) there exist a vector b € R3 and an orthogonal
matriz O € O(R™) such that
2= O;'-yj + 0.

2.4 Mass and Energy

Starting from the famous formula F = mc? discovered by Albert Einstein in his (special)
theory of relativity [Ein05], “mass” m and “energy” E are usually treated as interchange-
able concepts in the general theory of relativity (where the speed of light ¢ is usually set to
1 by the choice of units). This is, however, interfering with our attempt of understanding
the behavior of physical properties under the Newtonian limit (¢ — oo) as the coupling of
energy and mass will certainly not persist in this limit. We therefore do not interchange-
ably use these terms but restrict our attention to the mass of a system. As we shall see in
Chapter 6, the (suitably defined) mass will have a finite Newtonian limit which obviously
implies that the Einsteinian energy E diverges.

In contrast to Newtonian gravity, where local (and thus also global) mass can straight-
forwardly be defined as

m(Q) = /p qv (2.12)

in a region Q C R3 with (Newtonian) mass density p, it is not very well understood how to
define how much mass/energy exists in a given region Q C M? of a spatial slice in general
relativity. This difficulty is due to the existence of vacuum spacetimes (which in particular
satisfy p = 0) with positive total mass implying invalidity of (2.12) even globally: a
relativistic phenomenon usually explained by the existence of extra “gravitational energy”
and intimately related to the existence of gravitational waves and/or black holes.

As an attempt to circumvent this problem of local mass in general relativity, several
concepts of “quasi-local mass” have been proposed, for example by Robert Bartnik [Bar89],
Robert Geroch [Ger73|, Gerhard Huisken [Hui09], Arthur Komar [Kom63], Roger Penrose
and Wolfgang Rindler [PR84, PR86|, and Stephen Hawking [Haw68] — some of them only
for spacetimes with certain symmetries —, cf. [Sza09] for a review. The adjective “quasi-
local” indicates that a mass/energy is assigned to the 2-surface enclosing a region instead
of to the region itself as one would classically expect.

When defining such a quasi-local mass, one has to make sure that it converges to the
“total mass” (ADM-mass) of the system along a suitably chosen sequence of 2-surfaces.
Demetrios Christodoulou and Shing-Tung Yau [CY88] and Robert Bartnik [Bar02] pro-
posed lists of additional properties a quasi-local notion of mass should possess. We will
come back to these in Section 4.2, where we will describe a new notion of quasi-local mass
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2.4 Mass and Energy

for static spacetimes. This notion is inspired by a Newtonian construction and will be of
central importance for our study of the Newtonian limit of mass. Let us now recall the
notion of “total mass” of asymptotically flat manifolds, the so-called “ADM-mass”.

ADM-Mass

In 1961, Richard Arnowitt, Stanley Deser, and Charles W. Misner [ADM61] have sug-
gested a notion of total mass of asymptotically flat manifolds. This notion is nowadays
referred to as the ADM-mass. It is closely related to the Hamiltonian formulation of ge-
neral relativity where it appears as the surface or flux integral “at infinity” corresponding
to a divergence term appearing in the variation®. Robert Bartnik [Bar86|, Piotr Chrusciel
[Chr88], and Niall O Murchadha [Mur86] have shown that the ADM-mass is a well-defined
and geometrically invariant property of the Riemannian 3-metric on an asymptotically flat
slice. Their proofs rely on the use of asymptotically flat harmonic coordinates. We refer
the reader to John M. Lee and Thomas H. Parker’s survey article [LP87] for an overview
and a list of references on asymptotically flat manifolds and their masses. The ADM-mass
is defined as follows.

Definition 2.4.1 (Formal). The ADM-mass of an asymptotically flat end (E™, g) is for-
mally defined as

mADM(Enag>: 167TG T_)QQ / Z Giig — gzjz v dU

Snlzl

where S"~1 are coordinate spheres in a given system of asymptotically flat coordinates for
g, indices are pulled down with the flat metric in this system of coordinates, and v and o
are the normal vector to and surface element of S?! w. r. t. this flat background metric.

We cite the following theorem from p. 682 in [Bar86]. Variants of it can be found in
[Chr88, Mur86.

Theorem 2.4.2 (Robert Bartnik). Let n > 0, k > 2, and q¢ > n. Suppose that a complete
Riemannian manifold (M", g) has a structure of infinity ® : M"\ K — Egr of type (k,q,n)
for some R > 1 and K C M"™ compact, and suppose that the Ricci tensor of (M",g)
satisfies

Ric € L, __(M™) for some non-exceptional T > 1.

Then if T > (n—2)/2, the ADM-mass exists and is unique. Moreover, it is zero if T > n—2.

Remarks. In our setting, the metric is always going to be smooth (as a direct consequence
of being static and solving the Einstein equations). The condition on the Ricci tensor
therefore reduces to a pure fall-off condition. Moreover, although the theorem is only stated
for manifolds with one end, it can be straightforwardly generalized to include complete
asymptotically flat manifolds with a finite number of ends. The statement of the theorem
then holds true in each end, individually.

8cf. [ADM61, Bar86].
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2 Isolated Relativistic Systems

In simple terms, Theorem 2.4.2 states that the ADM-mass is a geometric quantity.

Observe that this is a necessary requirement for a concept of mass as the mass of an
object should not depend on the observer (at infinity). From now on, we will therefore
assume that all asymptotically flat manifolds fall off at least as fast as required by Theorem
2.4.2. Besides being a geometric quantity (or differently put “being generally covariant”),
one of the most important other physical requirements of a concept of total mass is that
it is non-negative. This has been proven by Richard M. Schoen and Shing-Tung Yau in
[SY79] in the “positive mass theorem”?.
Theorem 2.4.3 (Richard M. Schoen and Shing-Tung Yau). If (M3, g) is an asymptotically
flat Riemannian 3-manifold with non-negative scalar curvature, then the mass of each end
1s non-negative. If the manifold is geodesically complete and if the mass is zero in one end,
then (M3, g) is isometric to flat space (R3,6).

The positive mass theorem has been proved under many different sets of additional
assumptions, cf. [SY79] and [Bek75] for an exposition. In particular, Piotr Chrusciel and
Gregory Galloway [CG04] proved a stationary version with a technique very different from
the original one by Richard M. Schoen and Shing-Tung Yau. To the author’s knowledge,
however, there is as yet no specific proof for the static realm. We will prove such a static
version of the positive mass theorem in Section 5.1 using again a different method which
relies on the quasi-local concept of pseudo-Newtonian mass introduced in Chapter 4. This
pseudo-Newtonian mass agrees with the ADM-mass at infinity and will also be useful to
study the Newtonian limit of mass. It will help us to prove that the Newtonian limit of
mass is the mass of the Newtonian limit along any family of static relativistic systems
which has a Newtonian limit, cf. Theorem 6.4.1.

2.5 The Center of Mass

Asymptotically flat manifolds model isolated systems like stars or galaxies. Therefore, if
they have non-vanishing mass, one would expect that they can also be attributed a “center
of gravity” or differently said a “center of mass (CoM)”. Intuitively, one might expect that
this center corresponds to a point in the manifold (at least in case the manifold is geode-
sically complete and thus does not haphazardly miss this point). However, asymptotically
flat manifolds can contain black holes and can moreover display a very involved topology
in their interiors even if no black holes are present. In addition, they can possess multiple
ends with different ADM-masses.

It thus seems more adequate to define individual centers of mass for each of the ends of
an asymptotically flat manifold and to formulate these centers in terms of asymptotically
flat coordinates instead of defining them as points in the manifold. Differently put, the
center of mass of an end F then does not lie in the manifold itself but in the linear space
R3 which extends the image ®(F) = Ep of the coordinate diffeomorphism ® : £ — Ej
mapping the end to an exterior domain Er C R3. It will therefore depend on the specific

9We cite the positive mass theorem from [Hui98]. where we have added the implicit assumption of
geodesic completeness explicitly. As we are not going to apply the theorem, we do not specify exact
fall-off conditions.
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2.5 The Center of Mass

system of coordinates chosen. Alternatively, one can interpret the center of mass as a point
in the affine space corresponding to the tangent space to M? at the point at infinity.

Several definitions for such a center of mass have been put forward, namely (possibly
among others) by Tullio Regge and Claudio Teitelboim [RT74], by Gerhard Huisken and
Shing-Tung Yau [HY96] with a generalization by Jan Metzger [Met07], and by Lan-Hsuan
Huang [Hua08|. Some of these centers of mass are defined for general asymptotically flat
ends while others are only coined for asymptotically flat solutions of the vacuum Einstein
constraint, see below. We will give a very short overview over these definitions and their
interrelations and would like to refer the interested reader to the references cited above and
to the overview article [CP11] by Justin Corvino and Daniel Pollack for more information.
The different concepts of center of mass are devised as follows!C.

In analogy to the definition of the ADM-mass, Tullio Regge and Claudio Teitelboim
define an ADM center of mass with the help of a surface integral “at infinity”.

Definition 2.5.1 (Formal). The ADM center of mass Zapy(E®, g) € R? of an asymptoti-
cally flat end (E3, g) with non-vanishing ADM-mass m is formally defined in components
as

c? ) 3 . 3 .
<o (B’ g) = 167mG TILIEO/ Zxk(gz‘j,i = gii )V — Z(qu — g V") | do
Sg =1 =1

where S? are coordinate spheres in a given system of asymptotically flat coordinates for g.
Indices are pushed up and pulled down with the flat “background” metric in this system of
coordinates, and v and ¢ are the normal vector to and surface element of S? with respect
to this background metric.

Observe that, just as for the ADM-mass, it is not a priori obvious that the above
definition is a geometric quantity, i. e. independent of the chosen system of asymptotically
flat coordinates. Neither is it obvious how fast the asymptotic decay has to be in order
that the integral expression in the definition converges as r — oo. This issue is settled for
solutions of the vacuum Hamiltonian constraint having a specific kind of fall-off.

Proposition 2.5.2 (Tullio Regge and Claudio Teitelboim). Suppose (E?, g, h) is an asym-
ptotically flat solution of the vacuum Hamiltonian constraint (2.8) with positive ADM-mass
m which satisfies the Regge-Teitelboim conditions

8lgij = O(T’_Z_T) with 0<1<2

O'gt =0 T) with 0<1<1
(2.13)

Ohyy =0T with 0<1<2

Oh" =0@*"T)  with 0<1<1

10We cite these definitions from [Hua08, Hual0, CP11, CW08, HY96]. The definitions are given in di-
mension 3 only, as some of them assume that the metric satisfies the 3-dimensional vacuum Einstein
constraints and others rely on the Gaufl-Bonnet and 2-dimensional Sobolev embedding theorems. Mo-
reover, we have introduced the constants ¢ (speed of light) and G (gravitational constant) for later
convenience; in the quoted references, they are set to 1 by choice of units as usual in the literature.
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2 Isolated Relativistic Systems

for some T € (1/2,1], where f°% and f" denote the odd and even parts fo%(x) =
f(z) = f(=z) and f"(z) = f(z) + f(—=x) of a given function f, respectively. Then
Zapm (E3,g) € R3 given by Definition 2.5.1 is well-defined.

In the static setting in focus in this thesis, we have h = 0 and the vacuum Hamiltonian
constraint (2.8) reduces to R = 0 for the 3-metric g. Moreover, we will recall in Section
3.2 that asymptotically flat static metrics automatically possess better (asymptotically
Schwarzschildian'') fall-off behavior, a well-known result in static general relativity first
proven by Daniel Kennefick and Niall O Murchadha. In other words, they assert that

al mG ! 5 —2—Il—T1
9ij = (1+ﬂ) ij +O(r )
so that the Regge-Teitelboim conditions are automatically satisfied and thus the ADM
center of mass is well-defined in the static realm.

A very different, geometric approach is taken by Gerhard Huisken and Shing-Tung
Yau who define the center of mass of a general asymptotically flat end by an intricate
construction using a foliation of the end by constant mean curvature (CMC) surfaces. They
prove existence and uniqueness results on these CMC-surfaces as asymptotic roundness
and convergence of the Euclidean centers of mass of these CMC-surfaces as r — oo thus
intrinsically and geometrically defining a unique center of mass of the end itself. More
concretely said, they prove the following quantitative theorem.

Theorem 2.5.3 (Gerhard Huisken and Shing-Tung Yau). Let (E?, g) be an asymptotically
flat end with positive ADM-mass m. Assume furthermore that (E®,g) is asymptotically
Schwarzschildian in the sense that there is an asymptotically flat system of coordinates
such that

4
mG , .
g”: (1—|—E> 61]+PZ with |8lPU| SC[Jrlr ! 2f07’0§l§4

for some constants Cy, ..., C5. Then there is a constant py > 0 depending only on m and on
Co := max{1,m,Cy,...Cs}, and a foliation {3,},>,, of a standardized exterior of E* by
strictly stable constant mean curvature spheres. Furthermore, there exist constants Dy, Do
depending only on Cy,m and not on p such that radial coordinate r satisfies |r — p| < Dy
and |H, — % + i’;;?\ < Dyp™® on ¥,, where H, denotes the mean curvature on ,. Finally,
there is a vector Zoye = Zuy (E®,g) € R® depending only on the end (E®,g) such that
the Euclidean centers of mass of the surfaces 3,

fz,, Tdo
fzp do

converge to Zgy (E3,g) as p — oo, where do is the surface element with respect to the flat
(Euclidean) background. We call Zyy the constant mean curvature (CMC) or Huisken-Yau
center of mass.

Z(%,) =

HMetrics of this type are also sometimes referred to as asymptotically spherically round.
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2.5 The Center of Mass

The surfaces ¥, are unique (in a certain class). They arise as solutions to the curvature
flow F* : S? — E3,

d pr(52 9 Hdo
—Fpt) = (F———— = H)v(p,t), forallt=0,pe S
dt pr(Szi) do

F*(0,p) = F{(p) for all p € S*

where H(p,t), p, and v denote the mean curvature, the surface measure, and the outer
unit normal of F*(S?,t) at p with respect to the background 3-metric g.

Jan Metzger has generalized this theorem to general asymptotically flat ends (E?3, g, h)
also allowing for a symmetric tensor field A thought of as a second fundamental form from
a 3 + l-perspective. At the same time, he has significantly weakened the assumptions on
the fall-off of ¢g; namely, it suffices to assume

sup (r|g —g| +r*|V —°V| +r? [9Ric — ®Ric|) <7
RS\BU(O)

for some 1 > 0 sufficiently small where | - | denotes the norm with respect to either g
or %g and g denotes the Schwarzschild metric'? of the same (positive) ADM-mass as g.
Other authors like Rugang Ye [Ye96] and Lan-Hsuan Huang [Hua08] have proven similar
existence, uniqueness, and asymptotic roundness statements with different methods and
under different asymptotic flatness assumptions; in particular, the latter work relaxes
the asymptotic Schwarzschildian condition to the Regge-Teitelboim conditions provided
the vacuum Einstein constraints (2.8) and (2.9) are both satisfied. Anticipating again the
well-known asymptotic Schwarzschildness of asymptotically flat static metrics (cf. Theorem
3.2.5), Jan Metzger and Lan-Hsuan Huang’s results will in fact apply to the geometrostatic
setting we will study in the remainder of this thesis.

Having looked at two very different definitions of center of mass, it is natural to ask
whether or in what circumstances these centers agree. This question is addressed in Justin
Corvino and Haotian Wu’s paper [CWO08] where they prove that — in case of sufficiently
fast fall-off — both centers coincide: Zapy = Zry .

Theorem 2.5.4 (Justin Corvino and Haotian Wu). Consider an asymptotically flat end
(E3,g) with positive ADM-mass m which satisfies

mG N S Bk

22 L——)"0;; + Py with 9Py = O(r—*™") for 0 <1 <5

9ij(x) = (1
in some asymptotically flat chart for some constants B¥ € R. Then, in this chart,

2¢2 Bk
mC = ZQDM(EB, q)

ZIk:TY(Ega g) =

holds for all k = 1,2, 3.

12¢f. page 35ff for a short introduction into Schwarzschild metrics..
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Observe that this theorem does not request that the vacuum Hamiltonian constraint
is satisfied; instead, convergence of the surface integrals in the formal Definition 2.5.1 is
secured by the stronger fall-off assumption. In her paper [Hua08], Lan-Hsuan Huang proves
a different version of this result for solutions of the full vacuum Einstein constraints.

Theorem 2.5.5 (Lan-Hsuan Huang). If (E3,g,h) is an asymptotically flat end solving
the vacuum FEinstein constraints with positive ADM-mass m and satisfying the Regge-
Teitelboim conditions, then there exists a foliation by surfaces X, with constant mean
curvature H, = % + O(p~77) in some standardized exterior of E*. Each leaf ¥, is a

cop'~T-graph over S>(Zapm(E®, g)) C R? and is strictly stable.

Again, both of these theorems apply in the static setting though this time, this is not
obvious from our previous understanding of the fall-off of static metrics. In fact, we will
prove in Chapter 3 that asymptotically flat static metrics (with positive ADM-mass) can
always be put into the form assumed in Theorems 2.5.4 or 2.5.5, cf. Theorem 3.3.1. We
will also illustrate what systems of asymptotically flat coordinates bring the metric into
this form. In the proof of Theorem 2.5.5, Lan-Hsuan proves the following formula which
will become useful for our purposes in Chapter 4.

Proposition 2.5.6 (Lan-Hsuan Huang). Under the conditions of Theorem 2.5.5, there is
a radius rog > 1 such that

[ = (H - _) do = ST0C (4 — (B2, g)) + OG)

r c2
SZ(p)

holds as r — oo for any vector p= (p',p?,p*)t € R3, any radius r > ro, and all k = 1,2, 3.
In this formula, H denotes the mean curvature of the surface S?(p) with respect to the
metric g and do 1s the surface element with respect to the flat metric. The coordinates are
chosen such that the assumed Regge-Teitelboim conditions are fulfilled.

In [Hual0], Lan-Hsuan Huang gives'® another “intrinsic” definition of center of mass.
In the same paper, she proves that this intrinsic center of mass Z;(E®,g) agrees with
Zapu (E3, g) under the conditions of Theorem 2.5.5 and thus also with Zxy (E®, g) in each
suitably asymptotically flat end.

Theorem and Definition 2.5.7 (Lan-Hsuan Huang). Under the conditions of Theorem
2.5.5, the intrinsic center of mass z; € R® of an asymptotically flat end (E3, g, h) is
defined as

2 (E%, g) =

/Rlc——Rg)( kj@—Qx’“ﬂ@,u)da,

167rmG r—>oo

where the Ricci and scalar curvatures, the normal v, and the surface element do correspond
to g. o, r, and O; are the coordinate functions, the coordinate radius and the partial
derivative with respect to the given chart at infinity, respectively. The intrinsic center of
mass of the end (E3, g, h) agrees with its ADM and HY centers.

13She states to have studied this expression on suggestion of Richard Schoen.
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2.5 The Center of Mass

Remark. The field Y* := r2¢g"9; — 22%279; is a conformal Killing vector field of the
Euclidean background metric in the coordinates described in the theorem.

In Chapter 4, we will present a new quasi-local notion of center of mass in the static
setting and prove that it agrees with the centers of mass described above whenever the
considered manifolds are static solutions of the Einstein equations. This new notion will
allow us to show that the Newtonian limit of the center of mass converges to the Newtonian
center of mass of the limit along any family of static relativistic systems which has a
Newtonian limit, cf. Theorem 6.4.2.
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3 Geometrostatics

In this chapter, we will introduce and discuss geometrostatic systems and the equations
governing them. They model static asymptotically flat spacetimes with compactly suppor-
ted matter as we will explain in Section 3.1. For convenience of the reader, we will then
collect some well-known facts about geometrostatic systems (known as “static solutions”
in the literature) in Section 3.2. In Sections 3.3 and 3.4, we will analyze the fall-off beha-
vior of these systems repeatedly using the faster fall-off trick introduced on page 15ff. We
begin by defining staticity and deriving the static version of the Einstein equations, the
“static metric equations”.

3.1 The Static Metric Equations

A spacetime (L%, ds?) is called static if there exists a timelike Killing vector field X that
is wrrotational or hypersurface-orthogonal, i. e. that satisfies X [Q4V5X 4 = 0. Now let D be
the distribution given by

D:= | J{Y € T,L*|ds*(Y, X)|, = 0} C TL*

peL*

and equipped with the smooth bundle structure inherited from the tangent bundle. Then
D is clearly a smooth tangent distribution. D is involutive as

ds*([Y, Z],X) = ds*(Y,*'VyX) —ds*(Z,* W X)
= 6X,,'VgX ) YZF =0

and hence by the global Frobenius theorem 1.2.1, L* is foliated by maximal connected
integral submanifolds. Let M? be any of these maximal connected submanifolds. Then
M3 is spacelike as its tangent bundle is the orthogonal complement of the timelike vector
field X and therefore ds? induces a Riemannian 3-metric on M? which we denote by %.
Let h denote the induced second fundamental form and v := X/|X]| the associated unit
normal vector field, where |X| := \/—ds?(X, X). Then symmetry of h and the Killing
equation for X give us that for all vector fields Y, Z € T'(TM?3)

2
hY,Z) = m‘*v(axﬁ)yazﬂ =0

so that M? is a totally geodesic submanifold. Observe that although L* possess this natural
foliation, it needs not in general be a product manifold. And even if so, the metric ds?
must not necessarily globally split into a product metric. In this thesis, however, we will
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3.1 The Static Metric Equations

assume! that any static spacetime is standard static which means that it can be globally
decomposed as

L* = Rx M3 (3.1)
ds? = —N2Pdt* +% (3.2)

with N := |X| = /—ds?(X, X)c™? > 0, t a global time function, X = ;, and % the
3-metric induced on the spatial slices arising as the integral manifolds of the above dis-
tribution D. For a discussion of when a given static metric is standard static we refer
the interested reader to Miguel Sénchez’ articles [San05, SS07]. Now observe furthermore
that even a standard static metric needs not in general be globally hyperbolic, cf. [San05]
and references cited therein. A very simple example for a non-globally hyperbolic stan-
dard static spacetime would be a restriction of the Minkowski spacetime (R* 7) with
n = —c*dt*+ 4, § the flat metric on R3, to the submanifold L* := R*\ (R x B), where B is
a closed ball in R?. However, an asymptotically flat standard static spacetime (M3,%, N)
is globally hyperbolic if and only if (M?3,3%) is geodesically complete. The reason for this
is that the lapse function and 3-metric are uniformly bounded by asymptotic flatness,
cf. Spiros Cotsakis [Cot04].

Having discussed the spacetime structure of static metrics let us now study the asso-
ciated symmetry reduction of Einstein’s equation (2.11). If (L%, ds?) is a static spacetime
and T an energy-momentum tensor, the 3+1 decomposed Einstein equations applied to
Y, Z € T(TM?) reduce to

167G
R o= P (3.3)
0 = 5 (3.4)

ct

AnGp
+ = (Y, 7).

In these equations, the mass density p, the momentum density .J, and the stress tensor S
are defined as explained on p. 18. Taking the trace of Equation (3.5), we see that

4G 3trS
SAN = > N <,0—|— —) ) (3.6)

c c?

(3.6) and (3.5) imply (3.3) and combine to the static metric equations®
V2N 8nG 3trS 4rGp
3R; 3 3
Ric N +7(S_Tg)+ 2 I

3
SAN = —47T2GN (p—i— trS)'
c

(3.7)

c2

IThis assumption is conventional but usually hidden in the terminology that a static spacetime is given
by a Riemannian 3-metric and a lapse function both defined on a common 3-manifold.

2The equation J = 0 is not usually included in the static metric equations but it must be added in order
to obtain the full Einstein equations.

33



3 Geometrostatics

In vacuum (7" = 0), the static metric equations read

N3Ric = 3V2N
\ (3.8)
AN = 0.

For standard static spacetimes (L%, ds?), the lapse function N and the 3-metric % with
respect to the described canonical 3+1 decomposition characterize ds® uniquely by (3.2).
In what follows, we will therefore sloppily refer to (M?,%, N) as a static spacetime and/or
as a solution to the static metric equations. We remark that this terminology implicitly
requires that N be positive.

In dynamical GR, it is well-known that the equation of motion *divl’ = 0 is a direct
consequence of Einstein’s equation (cf. p. 18). The following proposition states that this
feature persists in the static setting.

Proposition 3.1.1. The equation of motion *divI’ = 0 is an automatic consequence of
the static metric equations (3.7).

Proof. Suppose that (M3,%, N, p, S) satisfy the static metric equations (3.7) with 7" in-
duced from p, S and J = 0 as usual (cf. p. 18) and compute that (div7"); = 0 by staticity.
(*divT); = (3divS + N1 S(®gradN, -) + ¢*pN 1 dN); holds for a general static spacetime.
Taking the exterior derivative of both the trace of the first and of the second static metric
equation as well as the covariant divergence of the first, we obtain the equations

RdAN + Nd(°R) = d(°AN)+ 4:4(; ([pc® =°trS] dN + Nd[p? —*txS])
4
dPAN) = %G ([pc® +>xS] AN + Nd[pc® + *trS])
N(*diviRic) = d(*AN) + 8:4(; (S(gradN,-) + N *divS)
4
%F ([,002 — 3trS] dN + Nd[ch — 3trSD

where we have used the definition of Ricci curvature. Applying Schur’s lemma (or in other
words the contracted second Bianchi identity) ®div *Ric = d(*R)/2, we obtain

167G

3 —
RAN = ——

(S(gradN, ) + N *divS)

by a substraction of twice the last equation from the first one. Using (3.3) which is a simple
consequence of the static metric equations (3.7), we therefore recover ‘divl = 0. O]

Asymptotically flat solutions of the static metric equations are the main objects to be
studied in this thesis. Let us therefore continue by giving the definition of “geometrostatic
systems”, a term collecting a set of appropriate assumptions.

Definition 3.1.2 (Geometrostatic Systems). Let S = (M?3,%, N, p,S) be a solution of
the static metric equations (3.7) and let £ € N, k > 3, and 7 > 1/2 such that —7 is
non-exceptional (i. e. 7 ¢ Z). We call S a (k, 7)-geometrostatic system if, in addition, the
following conditions hold:
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3.1 The Static Metric Equations

(i) (M3,%) is a (k,q = 2, 7)-asymptotically flat manifold.
(i) N > 0in M? and N(p) — 1 as p — oo in each end of M?.
(iii) p > 0,5 >0, and the supports of p and S are bounded away from infinity.

As before, we will call S a geometrostatic system for short if £ and 7 are either clear from
context or arbitrary. Moreover, if we are concerned with a vacuum solution (i. e. if p =0,
S =0), we call (M3,%, N) a vacuum geometrostatic system for simplicity.

Remarks. T > 1/2 and k > 3 ensure that the ADM-masses of all ends are well-defined by
Theorem 2.4.2 and the embedding theorems?® stated in Section 1.4. The restrictions ¢ = 2
and k > 3 relate to better a priori decay results for ¢ and N which have been obtained by
Daniel Kennefick and Niall O Murchadha, cf. Theorem 3.2.5. Clearly, the static spacetime
(L*, ds®) constructed from a geometrostatic system (M3,%, N, p, S) via (3.1) and (3.2) is
a standard static spacetime.

The following lemma will be very useful in the sequel. It is implicit in many papers
on static metrics and the metric v appearing in it will be very important in Chapters 4
and 6 where it will be called the “pseudo-Newtonian metric” corresponding to the given
geometrostatic system.

Lemma 3.1.3. Let (M3 g, N, p,S) be a geometrostatic system and let (z') be local coordi-
nates for M?. Then (x') are wave harmonic with respect to the induced Lorentzian metric
ds? (i. e. satisfying ' O’ = 0) if and only if they satisfy

BA 4 — Ny 3t

N

Equivalently put, (x%) are wave harmonic with respect to ds® if and only if they are har-

monic with respect to the conformally transformed metric v := N??j.

Proof. Straightforward computation. O

Example: Schwarzschild Solutions

The most important example for an asymptotically flat solution of the vacuum static metric
equations is the family of (spatial) Schwarzschild metrics named after their discoverer Karl

Schwarzschild [Sch16]:
4
™S = (1 + —mG) ) (3.9)

2rc?

on R?\ {0} where r denotes the radial coordinate on R*\ {0}, m € R is called the “mass
parameter” of the family, and J denotes the Euclidean metric on R?\ {0}. Schwarzschild
metrics model the (spatial) exterior of rotationally symmetric static stars or blackholes
in general relativity. They are rotationally symmetric, conformal to the flat metric §, and
asymptotically flat with decay rate 0 < 7 < 1 with respect to Euclidean coordinates on

3To be concrete, observe that in particular W?(Eg) < W2>%(Eg) for § = 6 > 3 by the Sobolev
inequality (1.21).
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3 Geometrostatics

R?\ {0}. We have %% = § and m coincides with the ADM-mass of ™%. Together with
the Schwarzschild lapse functions

m’SN:R3\{O}—>R:pI—><1—%pC;CQ) (1+%§§)_1, (3.10)

m:5g solves the vacuum static metric equations on its domain of definition. As moreover
N — 1 at infinity, (R?®\ {0}, ™%, ™°N,0,0) is a geometrostatic system as defined above.
For later use, let us introduce the abbreviation

mG

so that the Schwarzschild metrics obtain the more familiar form ™% = (1 + %)4 0. When
the mass m is implicitly understood, we also write %y and °N instead of the lengthy but
more precise terms "% and ™ N, respectively.

The coordinates used in (3.9) are called isotropic coordinates. They are very useful for
computations relying on rotational symmetry but they are not wave harmonic with respect
to the corresponding 4-metric ™°ds? = —"™5N2c2dt?> + ™%. As our considerations of the
center of mass of an asymptotically flat manifold will rely on such wave harmonic systems
of coordinates, we will now introduce such a system for the Schwarzschild metrics. If (z%)
are the isotropic coordinates for a Schwarzschild metric °g, set

) M? ,

sto= W) =Vu)?2+ @22+ (7)?

which implies

52

s(r) = <1 + %) r and 7r(s)= g (1 +4/1— %2> . (3.13)

A straightforward computation shows that (y’) is indeed a smooth system of coordinates

on R*\ Bj/2(0) with values in R? \ By(0). The transformation reads

Yy’ <1 M2>i M?z'z;

i = 15 )0 (3.14)

J ord

where 0} denotes the Kronecker delta symbol. With the abbreviations ¢(r) := 14 M/2r

and (s) := (1 + M?/4r(s)?)™' = (1 + /1 — M?/s?))/2, one finds that r(s) = ¢ (s)s and

k.
8yz' = ’(/)ami+@/)/y y’(‘)xk,

S
Y0 0) = (por) (vooy + 250y L0 4 2(p)2) (3.15)
SN(s) = (1—%)1/2(1+g)1/2. (3.16)
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3.1 The Static Metric Equations

Moreover, for later convenience, let us summarize the explicit expressions for the Christoffel
symbols, curvature tensors, and derivatives of the lapse for the Schwarzschild family both
in isotropic

M [z T "
Sk i ok j sk
'Y, = ——— | —07+—0; — —0;; 3.17
T G ) (3.17)
: M 3,1
SRICZ']' = 7“3_@2 (52J - 2 j) (318)
Mz;
Ny = o (3.19)
ree

and in wave harmonic coordinates

sk M Yi ok &k_y_k 1Yok Yok M?2y*o;
I = 82¢2§0O7“|:(85j+85i S5zy)¢+3¢(85j+85i)+ 543
W) vyt MPyyy* 22, Y SHW)?
e - (1+s(¢)+7— 2 )] (3.20)
M 197 / /
SRic; = P (Waij _ ysg (302 + 4sy’ + 252(v )2}) (3.21)
Sar Mwyl /
Nﬂ - Sgwg(@ ° T)2 (7»0 + 377/1 ) : (322)

Having derived these expressions, it is straightforward to see that “g is asymptotically
flat with respect to both (z°) and (y"):

Lemma 3.1.4. Let m > 0 and let M = mG/c* as before. Let 5g := ™% be given in
isotropic coordinates with v > M/2. Then % is (k, q, T)-asymptotically flat in Ey/o for all
keN, 1<g<oo,and <7<

Proof. As for m = 0 the claim must trivially hold, we assume that m > 0 without loss of
generality. We can then immediately see that g € I/Vll:;f (R*\ Bar/2) by smoothness and that
Sg is uniformly positive and bounded as 1 < ¢ < 2 for r > M/2. An induction over the
order of (weak) differentiability combined with the chain rule and the well-known fact that
fﬂoj/g redr < oo iff & < —1 ensures that 5g;; —&;; € W4(R3\ By /2(0)). Hence by Definition

2.3.1, % is (k, q, 7)-asymptotically flat with respect to its isotropic coordinates. O

Lemma 3.1.5. Let m > 0 and let M = mG/c* as before. Let 5g := ™% be given in
the wave harmonic coordinates (y*) described in (3.12) with s > M* > M. Then g is
(k,q, T)-asymptotically flat in Eyp for allk € N, 1 < g < o0, and 0 <7 < 1.

Proof. For m = 0, we have that 2° = ¢ so that the claim follows from Lemma 3.1.4. Let
us therefore assume that m > 0 without loss of generality. Again, 5 € W, %(R3 \ By)

loc
must hold by smoothness and % is uniformly positive and bounded as 1 < por < 2,

1/2 < <1,and 0 < sy’ < M?/2M*\/(M*)2 — M? for s > M*. An argument similar to
the one in Lemma 3.1.4 using the decay behavior of ¥(s) = (1 + /1 — M?/s?)/2 and its
derivatives leads to %g;; — 6;; € W"4(R? \ By-(0)) in wave harmonic coordinates. Hence
by Definition 2.3.1, % is (k, ¢, 7)-asymptotically flat with respect to these coordinates. [
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3 Geometrostatics

Using these lemmata, it is immediate that the Schwarzschild metrics and lapse functions
constitute vacuum geometrostatic systems outside suitable balls.

Proposition 3.1.6. Let m > 0, k € N, k > 3, 1/2 < 7 < 1, M* > M, and set
M :=mG/c* as before. Then the Schwarzschild systems Siso := (Eas2(0), ™%, ™ N) and
Shar = (Eu+(0),™5g,™5N) are (k,T)-geometrostatic systems (with structures of infinity
given by the isotropic coordinates and the wave harmonic coordinates, respectively). If
m # 0, the ADM center of mass vanishes in these wave harmonic coordinates.

Proof. Lemmata 3.1.4 and 3.1.5 assert the asymptotics of the metric in the respective
systems of coordinates. The lapse function ™“N satisfies ™°N(p) — 1 as p — oo because
r(p) = oo and r(s(p)) — 0o as p — oo, cf. (3.13). The embedding statements from Section
1.4 ensure property (ii). The center of mass claim follows from a direct computation. [

For later reference, we quickly summarize the asymptotic expansions of “N and Sgij in
wave harmonic coordinates using analyticity at infinity of the relevant expressions:

M M?
S -3
N = 1——+ — 2
. + 52 +O(s77) (3.23)
oM M? 2M 2y,
Sgij — (1 + ? + ?> 52‘3’ + % -+ O(S_g) (324)

Let us close our introduction into the topic of Schwarzschild metrics by mentioning that
although the spacetimes corresponding to the Schwarzschild 3-metric and lapse are well-
defined and satisfy the static vacuum Einstein equations even inside the (pointed) balls
cut out in the above proposition, they cannot be understood as geometrostatic systems,
there, as the lapse N = y/—ds?(X, X) passes through zero at the so-called “horizon”, a
surface which is located at » = M /2 in isotropic coordinates, cf. the remark on page 58.
For reasons that will become clear later?, the condition N > 0 will however be vital and
cannot be dropped in the definition of geometrostatic systems.

3.2 Well-Known Properties of Geometrostatic Systems

(Standard) static spacetimes that satisfy the static metric equations (3.7) (with a suitable
matter model) have been studied in abundance. For convenience of the reader, we will
now collect some of their well-known and very useful properties like regularity and fall-off
behavior. Most of these properties will be stated in their vacuum versions, which means
that T' = 0 or equivalently in the static setting that S = 0 and p = 0. In these versions, the
theorems apply to the vacuum regions outside the compactly supported matter in the case
of non-vacuum geometrostatic systems. We will state them in their original formulation
for the purpose of recognition by the knowledgeable reader.

Let us begin with a regularity result. Surely, classical solutions (M?3,%, N > 0) of the
vacuum static metric equations will have some assumed a priori regularity. The weakest
possible assumption will probably be that N and % be C? assuring existence and continuity
of the curvature and derivative terms on which the equations rely. Assuming slightly more

4One of them being the fact that we will use N2 as a factor for a conformal transform in Chapter 4.

38



3.2 Well-Known Properties of Geometrostatic Systems

regularity, Henning Miiller zum Hagen [zH70] showed a remarkable automatic analyticity
property of static vacuum metrics. Observe that this analyticity property is local and does
not assume or imply specific boundary behavior on the spatial slice M?3.

Theorem 3.2.1 (Henning Miiller zum Hagen). Let L* be manifold of class C°, ds* a
Lorentzian metric on L* of class C® and assume that there is a irrotational timelike Kil-
ling vector field X of class C* making (L*,ds?) a static spacetime. Assume that (L*,ds?)
satisfies the vacuum static metric equations. Then M? is analytic and its analytic atlas
is generated by wave harmonic coordinates’ charts. Moreover, the induced 3-metric % is
analytic with respect to any analytic chart.

Having this result in mind, we will not be concerned with interior regularity issues® in
the remainder of this thesis. In harmony with the positive mass theorem 2.4.3, there can
only be trivial geodesically complete vacuum solutions as André Lichnerowicz ([Lich5],
chapter VIII) showed using the maximum principle for the Laplace equation and the fact
that M? is 3-dimensional (in terms of formula (1.4)).

Theorem 3.2.2 (André Lichnerowicz). If (M?, g, N) is a (geodesically) complete solution
of the vacuum static metric equations with N > 0 everywhere, then either M? is compact,
N is constant, and g is flat or M? admits a domain of infinity in the sense of possessing
arbitrarily remote points from a given point p € M3 (with respect to the Riemannian
distance function dist). If in that case there exists a constant Ny € R such that N(q) —
Ny as dist(p, q) — oo, it follows that N = Ny and that g is flat on all of M?>.

Michael T. Anderson [And99] has generalized this result using geometric PDE techni-
ques and again the 3-dimensionality in form of formula (1.4) to get rid of the constant
asymptotic behavior assumption.

Theorem 3.2.3 (Michael T. Anderson). If (M3, g, N) is a (geodesically) complete solution
of the vacuum static metric equations with N > 0 everywhere, then N is constant and g
is flat. Moreover, M3 is diffeomorphic to R® or a quotient thereof.

Following Michael T. Anderson in [And00], a solution (M3, g, N) of the vacuum static

metric equations is called mazimal if there is no solution (M?3,g, N) of the vacuum static
metric equations properly extending (M3, g, N) in the sense that M3 C M3, N|us = N,
and g|mysxmys = g. Furthermore, if M? is not complete we denote its metrical completion
by M? and its metrical boundary by M3 and extend the Riemannian distance function to
M? — without assuming that M be a smooth manifold with boundary or for that matter
that ¢ and N can be smoothly extended to OM?3. OM? is called pseudo-compact if there
is a tubular neighborhood U C M? of M? whose boundary OU has compact intersection
with M3. If d : M3 — R : p — dist(p, 9M3) denotes the metric distance to the boundary,

°In [zH70], these coordinates are referred to as harmonic coordinates with respect to the conformally
transformed metric v := N2 %, cf. Lemma 3.1.3.

6Tt is well-known that singularities do arise even in static spacetimes — e. g. in the Schwarzschild spacetime
of page 35ff — but these are not interior points of the manifold and therefore do not destroy interior
regularity.
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3 Geometrostatics

then pseudo-compactness of OM? is equivalent to the level sets of d being compact. An
end of M? then in this context is an unbounded component of M?\ U. Tt is called small if

o0

/ (c(d'(s)N E))f1 ds = 00

S0
where o denotes the induced surface measure. As above, an end is called asymptotically
flat if it possesses a structure of infinity with respect to the induced metric. The following
theorem gives insight into the behavior of static vacuum solutions in an end E using’

2
my(E) := lim ¢ / g(9gradlog N, 9grad d) do.
d=1(s)NE

s—oo 47

Theorem 3.2.4 (Michael T. Anderson). Let (M3, g3, N) be a mazimal solution of the
vacuum static metric equations with N > 0 everywhere and suppose that OM? is pseudo-
compact with corresponding tubular neighborhood U. Then M® \ U is a union of finitely
many ends. If E is one of the ends and if there is a sequence {p;} C M? with d(p;) — oo
as i — oo and a constant Ny > 0 such that N(p;) > Ny for all i € N, E is either
asymptotically flat or small. If the mass m,(F) is positive and if N is bounded above on
E, E must be asymptotically flat.

Thus, for the physically very reasonable class of vacuum solutions (M3, g, N) having
pseudo-compact boundary OM?3, possessing a bounded lapse function N > 0 which is not
tending to 0 in any end, and which satisfy that all ends of M? have positive *-mass m,,
all ends are automatically asymptotically flat. We therefore do not restrict our attention
severely when focussing on asymptotically flat solutions of the static metric equations®.

There might be even more to say. Asymptotic flatness could be a generic behavior among
the class of ends for which both ¢ and the conformally transformed metric v := N2g are
complete up to the boundary in the metric sense, cf. Martin Reiris [Reil0]. Observe that
this conformally transformed metric v reappears in Section 4.1 where we reformulate static
relativity in a pseudo-Newtonian form.

Adding to the above facts, static asymptotically flat solutions of the vacuum Einstein
equation (2.1) have very specific fall-off at infinity. Well-known results on this fall-off go
back to Robert Geroch [Ger70a, Ger70b], Rolf Hansen [Han74], Robert Beig [Bei80], Ro-
bert Beig and Walter Simon [BS80b, BS80a, BS81, SB83], Prasun Kundu [Kun81] as well
as Daniel Kennefick and Niall O Murchadha [KMO95] among others. In particular, it was
asserted by Robert Beig and Walter Simon that asymptotically flat static vacuum soluti-
ons are analytic at infinity® approximately Schwarzschildian at spatial infinity assuming
specific fall-off rates at infinity.

"For more details, especially on why this limit is well-defined, cf. [And00]. The author has introduced
the constants ¢ and G in order to make m, a physical mass and thus comparable with other notions
of mass discussed in this thesis.

8 As announced earlier, we will focus our attention on situations where the matter has compact support
and thus the static spacetimes under consideration in fact satisfy the vacuum static metric equations
outside some compact set. This means that we can apply Michael T. Anderson’s theorem 3.2.4 to our
situation statically extending the spacetime to be maximal.

9This analyticity at infinity is defined by conformal compactification. It thus in principle differs from the
analyticity at infinity we will assume in Theorems 5.3.5 and 3.4.2.
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Daniel Kennefick and Niall O Murchadha generalized these results to solutions satisfying
weaker fall-off assumptions. We will apply their result when studying higher order terms of
the expansion in Sections 3.4, 3.3. Their result constitutes the reason for our assumptions
that ¢ = 2 and £ > 3 in the definition of geometrostatic systems. In fact, it would allow
us to drop the assumption 7 > 1/2 which we have denoted in the definition to make it
obvious that the ADM-mass is well-defined for geometrostatic systems.

Theorem 3.2.5 (Daniel Kennefick & Niall O Murchadha). Let g be a Riemannian 3-
metric on some exterior set Er C R® R > 1, such that gi; — 0y € W"?(Eg) with
differentiability order k > 3 and decay rate T > 0 and assume that (g, N) solves the
vacuum static metric equations for some N : Er — R*. Then if N goes to 1 at infinity,
(M3, g, N) must be Schwarzschildian at infinity, i. e. such that N and g satisfy

M 2M
N-—-1 +— € Wktl-fl (ER) and 9ij — (1 + T) (51] S W (7'—}—1 (ER) (325)

for some constant M € R with respect to wave harmonic coordinates'’

Proposition 3.2.6. Under the assumptions of Theorem 3.2.5, the constant M in the above
theorem equals

mapm(Er,9) G
c2 ’

M=

Proof. By definition of ADM-mass and by the asymptotics proven in Theorem 3.2.5, we
find

? ;
mapy(Er,g) = 167G T_m/(gzu 9iji) Vs dos
SQ
c? . 2Mx 2Mx; _ x’
= TorG ( SO = =50 +Olr 3)) 7 4
S?
2 2
& 1 Mc
= 60 rlggo (167M + O(r7 1)) = o

]

Robert Geroch, Rolf Hansen, Prasun Kundu, Robert Beig and Walter Simon have also
defined and studied multipole moments of asymptotically flat solutions to the vacuum
static metric equations'! using a conformal compactification of the asymptotically flat
ends. Moreover, they asserted that these multipoles give rise to an analytic expansion
of the lapse function and the 3-metric at spatial infinity and discussed to what extent
the moments determine the metric. Thomas Béckdahl [Béc08] has considered the inverse
problem of when specified moments lead to a solution of the equations. As the statement
of these so-called Geroch-Hansen multipole moments is quite involved and as we will not
recur to them, we refer the interested reader directly to the articles mentioned above.

0Tn [KM95], the condition on the coordinates is formulated through harmonicity with respect to the
conformally transformed metric v := N2g which is equivalent to wave harmonicity, cf. Lemma 3.1.3
above.

1Some of these results also continue to hold for stationary solutions to the vacuum Einstein equations.
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Foliation by Levels of V

Before we go on and study the center of mass, let us quickly state and prove a small
lemma we will frequently make use of for both technical (uniqueness of photon spheres,
cf. Section 5.4) and physical (surfaces of equilibrium, cf. Section 5.3) reasons. A more
elaborate analysis of these surfaces will be presented at the end of the next section.

Lemma 3.2.7. Let (E3, g, N, p,S) be a geometrostatic end with non-vanishing ADM-mass
m. Then there exists a standardized compact interior K C E® such that N foliates E3\ K
with spherical level sets enclosing the support of the matter.

Proof. Daniel Kennefick and Niall O Murchadha’s theorem 3.2.5 tells us that

oxt r3

e WE? ,(E?)

holds in wave harmonic asymptotically flat coordinates. Therefore, by Corollary 3.2.6
(i. e. by M = mG/c*), dN # 0 holds in a neighbourhood of infinity. By the implicit
function theorem, N thus locally foliates E® \ K for a suitable standardized compact
interior K. The leaves of the foliation must be spherical as N = 1— M /r+O(r~?) is radial
up to second order again by Theorem 3.2.5. O

3.3 The Asymptotic Center of Mass

As we have just seen, Daniel Kennefick and Niall O Murchadha have used the static
metric equations (and their pseudo-Newtonian equivalents which we are going to discuss
in Chapter 4) to establish that both the Riemannian 3-metric g and the lapse function
N constituting a geometrostatic system can be split into a term proportional to M /r and
lower order terms in wave harmonic coordinates — a fact they formulate in the language of
weighted Sobolev spaces. We will now head in the same direction and expand both N and
g one order further thereby relying on the faster fall-off trick Theorem 1.4.10. Our result
is summarized in Theorem 3.3.1.

The specific form the next order term displays, namely M Z4-7/r3 with 24 = (2}, 2%, 23)¢
a vector in R3, suggests we can read off the center of mass of the system at this order of
the expansion'?, though this will surely only be possible if M # 0. We will see that the
behavior of the moment z4 under Euclidean rigid body changes of coordinates endorses
this interpretation and we will call Z4 the “asymptotic center of mass” of the system. In
fact, using the results presented, we will prove that 4 coincides with the ADM and the
CMC centers of masses Z4py and Zope of the system described in Chapter 2.

Recall that a (k, T)-geometrostatic end consists of a 3-dimensional manifold E? diffeo-
morphic to an exterior domain Er C R3, a (k, 2, 7)-asymptotically flat Riemannian metric
g on E3, a lapse function N : E3 — R* normalized by 1 at infinity, a mass density p,
and a symmetric stress tensor S. Together, these fields satisfy the static metric equations
(3.7). We begin by proving the following theorem. For convenience, we use the suggestive

notation fi; = fo + W52(E3) for f1 — fo € WH2(E?).

12¢f. Theorem 2.5.4, which, however, assumes k > 5.
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3.3 The Asymptotic Center of Mass

Theorem and Definition 3.3.1 (Asymptotic Center of Mass). Let S := (E3,g, N, p, S)
be a (k, T)-geometrostatic end with 7 > 1/2, and and let (z*) be a system of wave harmonic
asymptotically flat coordinates in E3. If the ADM-mass m of (E3,g) is non-zero, there
exists a unique vector 74 € R3 such that

m,S k+1,2
N N+—3 € Wi (E%) (3.26)
9ij — Sgl] r3 51] W_(T £+2) (E3) (327)

foralli,j=1,2,3 and all0 < ¢ < 7—1/2. Here, ™ N and ™% denotes the Schwarzschild
lapse and metric of ADM-mass m corresponding to the given system of coordinates and we
have M = mG/c?, as usual. We call Z5 the asymptotic center of mass of the system.

Proof. First of all, let us drop the label m on the Schwarzschild notions for simplicity and
let p, S = 0 without loss of generality (shrinking the end to a standardized exterior domain
if necessary). From Theorem 3.2.5, we know that

M
N- N=N-1+— ¢ WEER (B9 (3.28)
IM
9 — S0 = g — (1 + 7)5@- c wWh iH (E®). (3.29)

Writing 6N := N —“N and using the vacuum static metric equation for the Schwarzschild
case, *A°N = 0, the vacuum static metric equations AN = 0 can be rewritten as

0 = 9AN=g" (N —TENE) = g9 (6Ny; — TEON k) + g7 (PN, — 9T5°N )
— gA(SN 4 glj(SNU _ SF’C SN’ ) + gZJ(SFZ _ QI‘Z)S]\]’}C

— 9NON + M + (g7 = %g7) (N 55 — STESN ) +¢7 (ST — 918 )N,
ewri b2 (B ) by Theorem 1.4.3
_ gA5N+s ’LJ(SFZ _ gl—wi‘c‘)S]V:k + (g -5 w)(st a7k )SN +W* Tl 25+4)(E3)
ewri b2, (E3;oy Theorem 1.4.3
= INON + WL (B?) = g7 (6N — IT5ON ) + WE 2 (EP)

= %gY(6N; — 50N ) + (g7 — °97) (0N 45 — T5ON, )+W’“ b2 (B

(T—e+4)
= SASN + 5 ”(Srfj —9TE)ON . + (g7 — °97)(6Ni; — “T50N k)

k—1,2
Wl (B

+(913 S z])(SFk grk )5Nk+Wk

[

P
3) by Theorem 1.4.3

(r—e+4) (E3)

-~

ew! 12, (E3) by Theorem 1.4.3

= SASN + W2 (EP)

(r—e+4

In the above calculation, we have used the specific fall-off of the Schwarzschild lapse and
metric (3.23) and (3.24), the a priori fall-off (3.28) and (3.29) as well as Theorems 1.4.2 and
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3 Geometrostatics

1.4.3 in order to see that the respective terms lie in Wk (e s+4) (E3) (recall T—e > 1/2 so that
2(T—¢) > 1). The ¢ arises from the condition e1(= —(742))+e2(= —2) < e(= —(1—e+4))
in the multiplication theorem 1.4.3.
In other words, we have shown that
SAGN € WE 12

(t—e+4)

(E°).
By definition of the Schwarzschild metric °g, this is equivalent to

"ASN e WEL2 | (E).

(r— 5—1—4)

The faster fall-off trick Theorem 1.4.10 now tells us that there is a harmonic polynomial

p of degree d < [7—¢] such that SN — K [p] € Wktl 2€+2)(E3). By Theorem 2.4.2; we know
that 7 — e > 1 implies m = 0. Therefore, as 7 — ¢ > 1/2 by definition of geometrostatic
systems, we know that d < 1. Moreover, our a priori knowledge ensures that p has no
constant term. p must thus be a (possibly vanishing) homogeneous linear polynomial or

in other words there must exist a vector 74 € R? such that
p(Z) = —MZs- &

for all coordinate vectors ¥ € R3. The choice of normalization will become clear in the
course of this proof. The Kelvin transform of p then reads

MzZy-%
r3

Kpl (7) = -

where as usual r = |Z| so that we have proven Equation (3.26).

Uniqueness of Z4 directly follows from the fact that the difference between two terms
of the form MZ4 - Z/r® does not lie in VV’“Jrl 2 +2)(E3) unless it vanishes. In particular,
Equation (3.26) implies that

M(r?z; — 37 - Tx;)

N; = SN, - — + W (E?) (3.30)
3M(r?zix; + r’zm; + 2+ iy — 5Z - Tayx;) b 19
N,ij = SN,ij + J ] 7 J I W_(T_’E+4)(E3), (3.31)

where we have suppressed the label A on Z4 for abbreviation. Now write

2MZ-%
— S _.
0Gij = 9ij — "9ij — T5ij =1 Gij — Pij-

Observe that p;; is an asymptotically flat metric, and that a priori dg;; € e wh 27 +1) (E3) by

Equation (3.29). Using the multiplication theorem 1.4.3, we compute from thls that

g7 = pI— kg + W2 e (E°) (3.32)

Gijk = Pijk T 0Gijk (3.33)
1 k

Ty = Ty =5 (00 + 095 — 09y ") + WEL ) (BY) (3.34)

. ) 1
gRlCij = pRlCij — 5(&((59”) + (tI‘ 69),@')’ — 5gik’jk — (5gjk i ) + Wk 2.2 (E3) (3 35)

7' €+4

44



3.3 The Asymptotic Center of Mass

where we have raised indices, calculated traces and taken Laplacians with respect to the
flat metric ;5. Recalling the specific form of *N and “g discussed on pages 35ff, we obtain

SN o= 1- % + 2%; +WE2 (B (3.36)
Ni = J\ﬁ S Mr WL (B (3.37)
Ny = M<r26¢jr5_ i) MQ(rQ(SiG_ Arity) +WEL ) (E?) (3.38)
9y = (1 + g + Af—j) gy + My WhE (B (3.39)
pij = (1 + % + Af—; + %Z;f) dij + Mi?% WEE 5 (E®)  (3.40)
TE = (% B Af—f 3M:§ f) (20" + 2,0 — a*6,))
—l—j\fﬁxk (r?6;; — 2miz;) + i/[ (2:0% + 208 — 2*6;5) (3.41)
T ) (B7)
PRicy — M (r? 5ZJT5— 3z,x;) N M2(3xl~$r]é— r26i5) N 3M(miz?f5+ ;%)
+3M§- f(?‘jiij — bx;x5) + Wk T2 2€+4)(E3) (3.42)

The remaining vacuum static metric equations N 9Ric;; =9 V%N then amount to

A((Sgw) + (tI’ 59)71']' — (Sgikhjk — 59]'192 c Wk 2,2 (Eg) (343)

(T—e+4)

while the wave harmonic coordinate condition (cf. Lemma 3.1.3) and its first derivatives
give us

290" —trég; € WE (B (3.44)
25gjl7il —tr (5971‘]‘ - Wk(f 2a+4)(E3) (345)

which implies
(tr69) 45 — Ogin ;" — Ogsni* € WE 22 (E®) (3.46)

for all 4, j = 1,2,3. Equations (3.45) and (3.46) combine to A(dg;;) € Wk >2 A (E?) so

(t—e+4)
that the faster fall-off trick Theorem 1.4.10 gives us the desired dg;; € W“T €+2)(E3). O

Next, we prove that the asymptotic center of mass defined within the above theorem
transforms adequately under changes of wave harmonic asymptotically flat coordinates.
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3 Geometrostatics

Proposition 3.3.2. Let S := (E3,g,N,p,S) be a (k,T)-geometrostatic end with non-
vanishing ADM-mass m and 7 > 1/2, and let (z*), (') be two systems of wave harmonic
asymptotically flat coordinates' in E® such that y* = Ok’ +-b" for some orthogonal matriz

O € O(R?), some vector be R3, and all i = 1,2,3. Then the centers of mass *Z4 and Y24
with respect to the coordinates (z') and (y*) satisfy

ui _ yiad g
2y = 0% + b

Proof. Let € be as in Theorem 3.3.1. Theorem 3.3.1 holds true for 7 — ¢ =: 7. Dropping
the bar for ease of notation, we have

M M? M%7 o ,

N — (]. - T + ﬁ - 3 > S W_E:__;_2) (E3) with respect to (Ik) (347)
M  M?* MYy k1.2 .

N — (1 - + 52 T 3 ) € W_Z;J’FQ)(E3) with respect to (y*), (3.48)

where r := |Z| and s := |y], M = mG/c?, and where we have again dropped the label A
in order to simplify notation. But by assumption y* = O}z7 + b’ so that in particular

— —

= 21712 _ = \2
s—r <1+ Oz -b bl = (OF ) ) e WH2 (B9 (3.49)

r2 4 —(7+1)

with respect to (z¥). This shows that the weighted Sobolev space with respect to the
coordinates (z*) agree with the corresponding weighted Sobolev spaces with respect to
the coordinates (y*). We can thus work in either of them.

By Equation (3.49) and binomial expansion, we derive

k41,2 3
P P r2 r4 € W—(T+p+2)(E )

1 1 (1_p05~5+2p2(05-5)2—pr2]5|2>

for all p € N. Inserted into (3.48), this leads to

Z.b 2 v (OF + b
N_<1_%(1_Ox b>+[%_]\/[z (OF + b)

r r2 272 r3 —(7+2)

) 6 Wk+1,2 (ES)
which is equivalent to

- — c Wk+1,2 (E3)

M®=Z.# (MOZ-b M¥-0F M2+ Ol — O%%) -
- - r3 —(742)

r3 r3 r3

by (3.47). We therefore get that 7+ O'b— Oz = 0 or in other words that %7 = O *Z+b. O

We are now going to prove the promised coincidence of the centers of mass defined in
Section 2.5.

13Observe that Niall O Murchadha and Robert Bartnik’s result 2.3.2 ensures that two wave harmonic
asymptotically flat systems of coordinates behave can only asymptotically differ by such a rigid motion.
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3.3 The Asymptotic Center of Mass

Theorem 3.3.3. Let S := (E3,g,N,p,S) be a (k,T)-geometrostatic end with ADM-mass
m # 0 and 7 > 1/2, let (2%) be a wave harmonic asymptotically flat system of coordinates
in B3, and let Za, Zapu, Zove, Zr € R3 be the asymptotic, ADM, CMC, and intrinsic
centers of mass of g in these coordinates, respectively. Then Zx = Zapy = Zovc = Z1-

Proof. From Theorem 2.5.7, we know that both Z4spy and Zopeo agree with the intrinsic
center of mass defined by Lan-Hsuan Huang as geometrostatic metrics automatically sa-
tisfy the Regge-Teiltelboim conditions (2.13) as we can deduce from Theorem 3.2.5. To
conclude the theorem, it thus suffices to show that /vecza = Zapy which we will now do.
To this end, we will use the well-known and easy to calculate fact that

J .
/” dos = —7T(5”. (3.50)
I
52

Inserting the expansion (3.29) into the definition of the ADM center of mass and using
M = mG/c?, the claimed result follows as follows from the definition of the asymptotic
center of mass and the fall-off proven in Theorem 3.3.1: Let € be as in Theorem 3.3.1 and

set pij == gij — °gij — 2MZy - T/1° € W - E+2)(E3). We find
2
. c
ZADM(g) = 167G T_}QQ/Z Giji — gu,])x V& (gu(s] V& gnl/(s)] dU(g
52 i=1
QMZy - &
= +——79 i
167er—>oo/Z[< 3 +0)ij,
2Mz ;
2MZ 2MZ4 - %
= (Co+ 22T o - o BT k)| o
3 L S
linearity g S I .. AT RA T k. J
=" zZipu(79) +§ Tlggo/z {((T)z% - (T‘S),ﬂsz’i) Vs
—0by 3.1.6 g2 =1
- (%@k”ﬁ - %@i’ﬂ?)} dos + “Zipa(p)”
r r —
=0 (p,JGW_(T E_~_2)(E3),7—75>0)
(3.50)
=" 2i(g).

Note that we have put 2% ,,,(p) in quotation marks as p is not really an asymptotically flat
metric with non-vanishing mass; however, the notation obviously suggests that we mean
to apply the formula for Z4py to p (with respect to the mass of g). O

Alternatively, one could use Lan-Hsuan Huang’s formulas 2.5.6 or 2.5.7 in order to
obtain the above theorem from the asymptotics proven in Theorem 3.3.1. The assumption
7 > 1/2 which was stipulated throughout this section can actually be relaxed with the aid
of Theorem 3.2.5.
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3 Geometrostatics

Levels of N as Graphs over Round Spheres around 2

Recall that N foliates a neighbourhood of infinity in each end of a geometrostatic system
with non-vanishing ADM-mass (cf. Lemma 3.2.7). Having gained a better understanding
of the asymptotics of N and g, this information can now be made quantitative by saying
that its levels are in fact graphs over round (coordinate) spheres close to infinity. For the
remainder of this subsection, let us relax our notation to the more suggestive O-notation
for simplicity.

Corollary 3.3.4 (Levels of N as Graphs over Round Spheres). Let (E3, g, N, p,S) be a
geometrostatic end with positive ADM-mass m and let (z') be an asymptotically flat wave
harmonic system of coordinates for E* as provided by Theorem 2.3.2. Then each level set
Y of N outside some compact interior K can be written as a graph

-7z

F:S3(2)CR =R i+ f(7)= ek
r—z

2'(¥) = F'(Si(2)
over suitable coordinate spheres S%(Z) with Z € R® the center of mass of the system and
f:5%(2) = R a smooth function. It furthermore holds that

f= 067,

dffs = O(1),
R = r4+0@™h,

_ ) -3
H = roor2 + r3 +00™),

ON M 2M® 2MZ-7F »
W - om e T

1 ) :

E/lﬂd(f{; = Zl‘i‘O(Til)
5
)

as r — oo where again M = mG/c?.

Proof. By Proposition 3.3.2, we can assume that 2’ = 0 without loss of generality by trans-
lating the coordinates (observing that |# — 2| = r + O(1) and |Z;" [, 2° dos = 2*). From
Theorem 3.3.1, we then know that N = SN 4+ O(r=3) and g;; = °g;; + O(r~?3), where the
Schwarzschild notions refer to the mass m of the end E3. Using spherical symmetry of the
Schwarzschild solutions and the fact that the radial derivative of °N is strictly positive in
a neighborhood of infinity, this fall-off ensures that for any given level set ¥ with N = N
which lies suitably close to infinity there is a radius R such that “N(R) = N with a slight
abuse of notation. This, the above fall-off behavior, the mean value theorem of calculus,
techniques related to tubular neighborhoods and the exponential map of Riemannian geo-
metry, well-known explicit formulae for the mean curvature of a level set as well as the
transformation formula for integrals are the main ingredients for the proof of the corollary
which is very technical but straightforward and which we will thus spare the reader. [J

We will apply this corollary when treating photon spheres in Section 5.4 but only in a
lower order version (H = 2/r + O(r=2) and ON/dv = M/r* + O(r~3)).
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3.4 Asymptotic Uniqueness in Geometrostatics

3.4 Asymptotic Uniqueness in Geometrostatics

The classic result of Theorem 3.2.5 states that static solutions to the vacuum Einstein
equations possess very specific fall-off properties — a result which we have improved in the
last section by extracting a higher order term in the “expansion at infinity”. Our proof
relied on methods including the theory of harmonic polynomials, the Kelvin transform,
and the faster fall-off trick Theorem 1.4.10. In this section, we will extend these techniques
and use them to prove two uniqueness results for geometrostatic systems.

The first theorem we will prove states that the lapse function N of a geometrostatic
system S := (M3, g, N, p, S) is unique given all other data. We will give an analytic proof
of this theorem, here, and a geometric and/or physical proof in Chapter 5. The second
theorem is in some sense complementary; it states that the metric is unique when all
other data is given and a system of wave-harmonic coordinates is specified. Fixing these
coordinates trivializes the isometry relating two equivalent geometrostatic systems and
therefore simplifies concepts and notations.

We will make use of the theory of harmonic homogeneous polynomials Hj, = 7Y,
I =0,1,2,..., m = —I,...,l (where the Y}, denote spherical harmonics) and of the
Kelvin transform which we have already met in Section 1.4. We refer the interested reader
to [ABR92] for an introduction into this field. Within this section, we say that a function
f: M3 — R on a manifold M3 with asymptotically flat coordinates (2*) is analytic at
infinity with respect to the coordinates (z*) if the Kelvin transform K[f o ®71] is analytic
at the origin. Here, ® denotes the diffeomorphism corresponding to the coordinates (z*).

Theorem 3.4.1 (Uniqueness of N). Let S := (M3,¢,N,p,S) and S := (M3, ¢, N, p, S) be
geometrostatic systems. Assume that both N and N are analytic at infinity with respect to
a system of wave harmonic and asymptotically flat coordinates (x') outside some compact
K C M? containing the support of the matter. Then N = N in M3 \ K. If, in addition,
(M3, g) is geodesically complete and int K is diffeomorphic to a bounded domain in R?
having smooth boundary#, then N = N holds in all of M?3.

Remark. Analyticity at infinity of both N and g;; is a property geometrostatic systems
are generally expected!® to possess in wave harmonic coordinates when the support of the
matter is bounded away from infinity. Note that wave harmonic coordinates are natural
candidates for analyticity statements by Theorem 3.2.1. We remark that this proof works
whether or not the ADM-masses of the systems vanish — other than the geometric proof
of the same fact which we will present in Chapter 5.

Proof. By Theorem 3.2.5, we know that N, N = 1—M/r+O(r~2) as r — oo in each end Ep
of M3, where M = mapy(Er)G/c* by Proposition 3.2.6. This implies N — N = O(r—2).
We will show by induction that in fact

N—N=0@"2") for all n € Ny

14We need these conditions on K in order to deduce that elliptic Dirichlet boundary value problems are
uniquely solvable in int K.

15¢f, [KM95] and several remarks in the series of papers by Robert Beig and Walter Simon [Bei80, BS80a,
BS81].
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3 Geometrostatics

as r — oo. This then allows to give an argument based on the assumed analyticity at
infinity and on ellipticity of the curvilinear Poisson equation to show that this indeed
gives us N = N. B

So assume from now on that N — N = O(r for some 0 < n*, set [* :=n*+ 1, and
work in a fixed but arbitrary end of M?\ K. The vacuum static metric equations (3.8) in
the given end for both N and N imply

INGN = 0 (3.51)
SN9Ric = 9IV?*SN (3.52)

—2—n*)

where 6N := N — N. Inserting the given asymptotics SN = O(r~"+1)) into the first one
of these equations, we obtain

INBN) = O~ E+) (3.53)
as r — oo in the given end. By the faster fall-off trick Theorem 1.4.10, there must exist a
harmonic polynomial p of degree d < [* such that 6N = K [p] + O(r~""+2)), where K [p]
denotes the Kelvin transform of p, cf. page 15. It therefore suffices to show that K[p|] =
or, equivalently, that p = 0. By harmonicity, we can expand p into the canonical harmonic
homogeneous polynomials {Hjm,}m——;. ; which form a basis for the space of harmonic
polynomials. This means we can write

p=3 3 A, wd Kpl=Y Y Tl

=0 m=—1 =0 m=—1

for some constants o!™ € R by definition of the Kelvin transform and homogeneity of the
polynomials. It is easy to see that the induction hypothesis in fact ensures that only basis
polynomials of degree [* appear in the linear combination. Thus, the above expressions
simplify to

p=a"H,, and Klp|=——

where we have dropped the asterisk and the index [ on the constants for convenience.
Moreover, we have abused Einstein’s summation convention by implicitly summing over
pairs of one lower and one upper index m. Equation (3.52) can then be rephrased into

o™ (T4Hlm,z'j + (2l + 1) [((2[ + 3>ZEZZL‘] - T’Q(Sij)Hlm - T‘Q(Hlm,il’j + Hlm,jxiﬂ) =0 (354)

for all i, j = 1,2, 3, where we have dropped the lower order terms as analytic expansions of
identical functions must coincide at each order, individually. Before we go on, let us recall
that homogeneity of the basis polynomials implies Hlm,kxk = [Hy,, and thus by induction

Himiy ipk® = (I = p)Hym, i, for all p € N. (3.55)
Now multiply Equation (3.65) by z‘z7 and obtain
0=((1—1)+@Q+1)[2(01+1)—=2l)a™Hy, = (> +1+2)a™Hyy,.

In consequence, we find o™ Hy,, = 0. By linear independence of the Hj,, we see that
a™ = 0 must hold for all m = —I,...,l. By construction, this implies p = K [p] = 0 and
thus the desired fall-off 6N = O(r~ l*”))
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3.4 Asymptotic Uniqueness in Geometrostatics

This fall-off translates into the fall-off K[ON] = O(r!"*1). Analyticity of 6N now allows
us to deduce that [6N] =0 and thus N = N in M3\ K. In case (M3, g) is geodesically
complete and K satisfies the regularity conditions stated in the theorem, (linear) ellipticity
of the static metric Equation (3.6) in wave harmonic asymptotically flat coordinates and
N = N on 0K ensure uniqueness on the entire manifold M3 by classical PDE theory'¢. [

Before we go on to formulate and prove uniqueness of the metric, let us remark that
although we make use of ellipticity of the static metric equations for both theorems to
extend uniqueness into the interior, uniqueness in a neighborhood of infinity is actually
proven without recurrence to a Dirichlet boundary problem; in fact, we do not prescribe
any data at the inner boundaries of the asymptotically flat ends but obtain uniqueness
directly from the structure of the equations combined with asymptotic behavior. This
will become even more clear in the geometric proof of the uniqueness of N which we will
present in Chapter 5. Back to the analytic approach, let us continue by stating the second
uniqueness theorem.

Theorem 3.4.2 (Uniqueness of g). Let S = (M3,¢,N,p,S), S := (M3,§,N,p,S) be
geometrostatic systems with a common wave harmonic and asymptotically flat system of
coordinates (x%) outside some compact K C M?> containing the support of the matter.
Assume furthermore that both g and g are analytic at infinity with respect to these coordi-
nates outside K. Then g;; = gi; in all of M®\ K (possibly) unless the ADM-masses of both
metrics vanish. If, in addition, g and g are geodesically complete and the coordinates (z°)
can be extended into K as a global wave harmonic system of coordinates and if int K is
diffeomorphic to a bounded domain in R® having smooth boundary'”, then g;; = gi; holds
in all of M3 whether or not the ADM-mass vanishes.

Remark. The formulation that S and S should have a common wave harmonic and asym-
ptotically flat system of coordinates (z*) outside K, we mean that these coordinates make

both systems asymptotically flat and that they satisfy Oyt = 0 = S° g,

Proof. We first show that the claim holds in the case where m := mapy(g9) = 0. By
Theorems 3.2.5 and 3.2.6, we obtain N = 1+ O(r~2) and thus also mapy(g) = 0.
By rigidity of the positive mass theorem 2.4.3 and geodesic completeness, both (M3, g)
and (M?3,g) must be isometric to (R?,4), where § denotes the Euclidean metric on R3.
Here, U : (M3, g) — (R3,6) and U : (M3,§) (R3,0) denote the respective isometries.
Moreover, as we will see in theorem'® 5.1.1, the lapse function must satisfy N = 1 and
therefore Of = Af and Df Af for all f: M3 — R in all of M3, where the [J and O
operators correspond to the associated static Lorentzian metrics ds? and ds2, respectively.
The wave harmonic coordinates (z°) are thus in fact harmonic coordinates with respect
to both g and g by Lemma 3.1.3. The coordinate functions y =2t o U7l R = R,
= a'o U~1 : R3 — R must thus be harmonic and asymptotlc to each other in the
Euclidean space (R?,¢§). This implies that there must exist a translation b € R® and a

16¢f. e. g. theorem 6.14 on p. 107 in [GT70].

17 Again, we only need these conditions on K in order to deduce that elliptic Dirichlet boundary value
problems in K are uniquely solvable.

18Note that Theorem 5.1.1 does not logically rely on the theorem under consideration and can thus be
applied, here.
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3 Geometrostatics

rotation O € O(R?) such that §* = O}y’ + V' — in complete analogy to the uniqueness
statement in Theorem 2.3.2. This gives us

:(jij = 9(0yi, O0pi) = 5(8@1, agj) = 5(071(%1‘, Oflayj) = 5((%1, 8yj) = 9(0pi, 0pi) = Gij

in the case of vanishing ADM-mass.

Now assume m > 0 for the rest of this proof. Observe that by 3.2.5 and 3.2.6, g and g
have the same ADM-mass m just as in the case where m = 0, and thus ¢;; — g;; = O(r™?)
in every end of M?3. We now intend to argue by induction that in fact

gij — Gij = O(r—>7") for all n € Ny

as r — oo. Combined with analyticity at infinity of both g;; and g,;; and ellipticity of the
static metric equations, this will give the desired result as we will see at the end of this
proof.

So assume for what follows that the induction hypothesis is true for some 0 < n* € N
and work in an arbitrary but fixed component of M3\ K. By induction hypothesis, we
know that the difference g;; — g;; must a priori fall of as g;; — gi; = O(r=>=""). We set
I* == n* + 1 and 6gi; == gij — Gij- Then 8g;; € O(r~"+Y). We can thus compute the
quantities listed below in the common wave harmonic coordinates given by assumption
and using Lemma 3.1.3. We obtain

g7 = "4 5% gy, + O~ ) (3.56)
o~ 1 — *
PZ = FZ — §5kp (59@,]‘ + 6gjp,i — 5gz-j,p) -+ O(T‘ U +3)) (357)
—~ ) 1 e
RlCZ’j = RICi]’ +§5kp (5gkp7ij + (Sgi%kp — (5gip,jk — (5gjk7ip) + O(T (¢ +4)> (358)

~ 1 ... *
Oz = OzF + 55”5"3’3 (209ip.; — 0gip) + O(r~ T H) (3.59)

where the tilde is used suggestively to distinguish the geometric quantities referring to ¢
and g, respectively. Working in a vacuum exterior region now gives us the static metric
and wave harmonic coordinates equations (cf. Lemma 3.1.3 and Equations (3.8))

AN = AN (3.60)
NRic;; =VZN  and N Ric; = VN (3.61)
Ozf = O2F (3.62)

Using our asymptotic considerations (3.56) through (3.59), these transform into

20g;;72" — (trég) ;o' + 2trdg — 60g;x'air =2 = O(r~"2) (3.63)
(tI‘ 59)@‘ + 6&(59”) - 5gik,jk - 5gj}m'k == O(T_(l*+4)) (364)
20gi;7 — (trég); = O ) (3.65)

where we have used the Kennefick-O Murchadha result N = 1 — M 4+ O(r=?) from 3.2.5
and our above assumption M # 0 (and where indices have been raised and lowered and
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3.4 Asymptotic Uniqueness in Geometrostatics

traces are taken with respect to the flat background metric §). Contracting (3.65) by z?,
inserting the result into (3.63), and rewriting (3.64) using (3.65) leads to

trdg — 30g;;x'alr? = O@r~"12) (3.66)
N(ogy) = 06T+, (3.67)
respectively. By the faster fall-off trick 1.4.10, the latter of these implies that dg;; can be

rewritten as dg;; = K [pi;] + O(r~+2) (with at least one derivative) for some harmonic
polynomials p;; of degrees d;; < [* and satisfying p;; = p;;. Thus, we find that

gii — 9 — K [pij) = 0~ ") (3.68)

(with at least one derivative). To finish the induction step, we need to show that K[p;;] = 0
for all 4,5 = 1,2,3. We do this now.

As in the proof of Theorem 3.4.1, we can write p;; as a linear combination of the canonical
basis { H;, } of harmonic homogeneous polynomials of degree [ so that

Z Z o/mHlm and thus IC[p;;] = Z Z a; ZTI,

=0 m=—1 =0 m=—1

for constants ozé’]” € R with ag-” = ozé-’f by definition of the Kelvin transform 1.4.6. By our
induction hypothesis, however, aﬁ}” =0foralll < [t—14n*| =n*—2=1[* all associated
m, and all indices i, 5 = 1,2, 3, and thus the linear combination reduces to

l*
mHl*m
Klpgl= D, off 515 (3.69)

m=—1*

where we have dropped the index [* on the constants « in order to simplify notation.
Similarly, we will also drop the asterisk in what follows. Moreover, we will abuse Einstein’s
summation convention as in the proof of Theorem 3.4.1. In the same spirit as there,
Equations (3.65) and (3.66) can be converted into the equations

27’20422?}[1%" — 1’0" Hymy = (2L+1) [2amHlmx —« Hlmxj} (3.70)
305?}Hlml‘iilj'j = r’a™H,, (3.71)

using (3.68) and (3.69). In these equations, indices were again raised and lowered by 6%
and 0;;, respectively, and o™ := a?}&“ abbreviates the trace of the symmetric tensor
(af})ij=12,3- Multiplying Equation (3.70) by 27 then gives

22 o Hip, ‘27 =202l + 1 mHlmxixj — (I 4+ Dr*a™Hyy,
which combines with (3.71) to the useful equation
6041-?Hlmij =(l —1)a™Hyp,. (3.72)
We now take the Laplacian of Equation (3.71) and calculate with the aid of (3.55) that

m ) m
3o Hi, ) =1la™Hy,,
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3 Geometrostatics

so that, using Equation (3.72) as well as linear independence of { Hyy, }im——i....1, We obtain
a™ =0 for all m = —I,...,l. We can thus simplify equations (3.70) and (3.71) to

Pl Hy,! = (204 1)a)l Hyna' (3.73)
&?;Hlmxixj = 0. (3.74)
Let us now abbreviate a;; := &%‘Hlm so that a;; is a a symmetric and trace-free tensor

field on R? with entries that are harmonic homogeneous polynomials of degree [. In the
new notation, (3.73) and (3.74) read

T2az‘j’i = (2l + 1)aija7i (375)
ar'z? = 0 (3.76)
for all j = 1,2,3 and all € R®. These equations imply a;; = 0 by a symmetrization

technique which we will now describe. First of all, the above two equations have the
simple consequences that

CLij7i.’L'j =0 (377)
aijpt’ +ag' = 0 (3.78)
Qijp' ¥ + Q' + A’ = 0 (3.79)

for all j,k,p = 1,2,3 and all x € R?® which arise through multiplying (3.75) by 27/ and
using (3.76) as well as taking derivatives of the result in directions 0y and 9,, subsequently.
Taking the k-th derivative of both (3.75) and (3.76), we obtain

2ai; ' wk + 7 = (2L+1) (aijpr’ + ajy) (3.80)
aijpr's! + 2a32" = 0 (3.81)
for all j,k =1,2,3 and all z € R3. Antisymmetrization of (3.80) w. r. t. j and k implies
2 (i, mp — am,'z;) + 17 (a’ — aiwy’) = U+ 1) (aijp — ajiy) 2 (3.82)
which we derivate in direction 8, and afterwards multiply by 27 to obtain
Wi kp' 0 = =2 (a2’ + agipz’ — (1 — 1)agy) (3.83)

where we have used (3.75) through (3.80). Multiplying (3.83) by 2 and using again (3.75)
as well as (3.81), this leads to (21 + 3)a;zz’ = 0 so that
ai;’ = 0 (3.85)
hold for all j = 1,2,3 and all € R3, where we have again made use of (3.75). In other
words, we have “taken the gradient” of equations (3.75) and (3.76). To finish proving
a;; = 0, observe that the k-th derivative of Equation (3.84), the p-th derivative of the
result multiplied by 27, and a subsequent use of (3.83) imply that
aijrpt’ +ajg = 0 (3.86)

aiijp:L‘il‘j = — (apj,k + aj]w;) C(Zj (326) 2apk (387)
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3.4 Asymptotic Uniqueness in Geometrostatics

Together with (3.83), this gives a;; = 0 for all i, = 1,2,3 and all x € R*® which in
turn — by definition of a;; and again linear independence of {Hyy, }pm=—;,.; — ensures also
aip =0 forall 4,5 =1,2,3, m = —[,...,l. In consequence, we find K [pi;] = 0 and hence
gi; — Gij = O(r~2=" 1) in every end of M?.

By induction and by the assumed analyticity of g;; — g;; at infinity, we deduce that
gij = gy iIn M?\ K. Now assume that int K is diffeomorphic to a domain in R?® with
smooth boundary 0 K. Then the above results can be reinterpreted to say that the Dirichlet
boundary data for the functions g;; and g;; on 0K must agree and it thus suffices to show
that the Dirichlet problem for the static metric equations on K is uniquely solvable for
the variables (g;;)ij=12,3. Again making use of the fact that the chosen coordinates are
wave harmonic, Lemma 3.1.3 tells us that —g"I'}; = 9Az* = N ;g /N and thus ¢TI}, can
be seen to only depend on g;; and g;;, and not on second derivatives of the ends of the
metric. It is then straightforward to see that

1
IRic;; = —égA (gij) + zeroth and first order terms
and that the static metric equations (3.5) become a quasi-linear elliptic system for the g;;.

The associated Dirichlet problem then has a unique C%“(int K') (and thus unique smooth)
solution (g;;)i j=1,2,3 inside int K by classical PDE theory!® which completes our proof. [

9¢f. e. g. theorem 6.14 on p. 107 in [GT70].
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4 Pseudo-Newtonian Gravity

In the last chapter, we have introduced and studied the theory of geometrostatics mo-
deling static isolated gravitational systems. In this chapter, we will now introduce the
so-called “pseudo-Newtonian gravity”, a conformal variant of geometrostatics very useful
for physical considerations and for the Newtonian limit as we will see in this chapter and
the following ones. In Section 4.1, we will define pseudo-Newtonian systems, study their
elementary properties, and translate the well-known facts on geometrostatics as well as
the asymptotic considerations concerning uniqueness and the center of mass from geome-
trostatics to the pseudo-Newtonian setting.

In Sections 4.2 and 4.3, we will prove explicit quasi-local formulae for the asymptotic
quantities of ADM-mass and ADM/CMC/intrinsic/asymptotic center of mass, respective-
ly. As they resemble the quasi-local Newtonian expressions for mass and its center, we
will call them pseudo-Newtonian mass and center of mass, respectively. These notions
will allow for simple addition formulae which are analog to the well-known Newtonian
ones (Theorems 4.2.5, 4.3.6) and many more physicogeometric insights which we will pre-
sent in Chapter 5. Moreover, these formulae tremendously facilitate the Newtonian limit
considerations we are aiming at and will therefore be reencountered in Chapter 6.

4.1 Pseudo-Newtonian Gravity

The lapse function N appearing in geometrostatics is in many respects similar to the
(Newtonian) potential U in the Newtonian theory of gravity: It satisfies a Poisson equation
relating it to the matter content of the system (cf. Equation (3.6)), its level sets foliate
the end(s) of 3-space (cf. Lemma 3.2.7) and are asymptotically approaching round spheres
centered at the center of mass (cf. Corollary 3.3.4), and its asymptotics allow to read off
the total mass and the center of mass of the system (cf. Theorems 3.2.5 and 3.3.1). In this
and the following chapters, we will encounter even more similarities in spirit between N
and U like e. g. the fact that their level sets are surfaces of equilibrium (cf. Section 5.3).
These analogies could now lead one to the hypothesis that N might be a good relativistic
replacement of the Newtonian potential U and “converge” to it in the Newtonian limit!
— a hypothesis that is not fully valid but will lead us to the study of so-called “pseudo-
Newtonian systems”.

As an intuitive example of why N cannot converge to the Newtonian potential in the
Newtonian limit consider the Schwarzschild metric with positive mass m in isotropic coor-

dinates such that .
mG mG
Np) = (1 N 27“(p)c2> (1 i 27"(19)02)

'For a more precise formulation of the Newtonian limit, cf. Chapter 6.
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4.1 Pseudo-Newtonian Gravity

as calculated on page 35ff. Now the Newtonian limit ¢ — oo would imply N — 1 globally
in the domain of the coordinates which does not contain any information and should thus
not be considered as the Newtonian potential of any Newtonian system “corresponding”
to the Schwarzschild system under consideration. In fact, a simple unit comparison already
shows that the lapse function must have unit 1 while the Newtonian potential must have
unit velocity squared.

However, we will see in Chapter 6 that the related function U := ¢?In N does converge
to the Newtonian potential of a “corresponding” system under the Newtonian limit and
we remark that U does indeed have the appropriate unit of velocity squared. Obviously, U
has the same level sets as N and in fact inherits all analogies to the Newtonian potential
described above from N. In particular, the fall-off behavior of U is even more similar to
the one of the Newtonian potential, as we will see below.

The function U = ¢?In N is well-known in the study of static relativistic systems and
is usually referred to as the “potential” of the system. We will follow this convention but
will add the qualifier pseudo-Newtonian to prevent misunderstandings. Together with this
potential, both mathematicians and physicists commonly study the conformally transfor-
med 3-metric v defined by v := N2g, which we have already encountered when dealing
with wave harmonic coordinates, cf. e. g. [KM95, Reil0] and Lemma 3.1.3. We will call v
the pseudo-Newtonian metric of the geometrostatic system in what follows. As N — 1 in
the Newtonian limit?, we can reasonably expect that « and ¢ have the same Newtonian
limits and thus information is neither lost nor gained by this transform.

Returning to the geometrostatic setting, let us now study how the relevant facts and
equations transform under a change from the geometrostatic perspective to the pseudo-
Newtonian one. A straightforward computation tells us that if S = (M3, g, N, p,S) is a
geometrostatic system, the corresponding pseudo-Newtonian quantities U and v satisfy a
conformally transformed version of the static metric equations (3.7) which reads

v

AU

2¢—2U c2 (4 1)
. 2 8rG
"Ric = gdU®ﬂH~%—@—%ﬁwy
In vacuum, these equations reduce to

2
"Ric = —dU ®dU.
Cc

We call these equations the pseudo-Newtonian static metric equations or the equations of
pseudo-Newtonian gravity (pNG) for U and . We choose the name “pseudo-Newtonian”
(and consider just this transform) mainly by reason of the similarity of the first of the
pseudo-Newtonian equations to the Newtonian equation AU = 47Gp and because the
metric v singles out the wave harmonic coordinates of the Lorentzian 4-metric as its own

2a fact which we have explained above for the Schwarzschild example and which will follow in general
from our considerations in Chapter 6.
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4 Pseudo-Newtonian Gravity

harmonic coordinates (cf. Lemma 3.1.3) which — together with some facts we will prove
in Chapter 5 like the second pseudo-Newtonian law of motion 5.2.4 — also suggests that v
has physical relevance. Moreover, the behavior of (4.1) under the Newtonian limit which
we will discuss in Chapter 6 indicates that it is worthwhile and physically significant to
study this conformal transform. Heuristically speaking, the system (4.1) indeed reduces to
the Newtonian equation AU = 47Gp when we take its Newtonian limit anticipating that
~v and U will converge to the flat metric and the Newtonian potential, respectively.

From an analytic point of view, observe that while the original static metric equations
(3.7) are linear in N both in vacuum and in the presence of matter, the pseudo-Newtonian
ones contain the quadratic expression dU ® dU even in vacuum. In addition, the Ricci
tensor, which is coupled to the Hessian of /V in the original equations, is only coupled to
first order derivatives of U after the conformal transformation. This is another important
reason for considering the pseudo-Newtonian version of the static metric equations.

Having discussed the transformation behavior of the equations, let us now for conveni-
ence define a notion of “pseudo-Newtonian systems”.

Definition 4.1.1. Let Spy := (M3,v,U, p,S) be a solution of the equations of pseudo-
Newtonian gravity (4.1) and let k¥ € N, k£ > 3, and 7 > 1/2 such that —7 is non-exceptional
(i. e. 7 ¢ Z). We call Spx a (k, 7)-pseudo-Newtonian system if, in addition, the following
conditions hold:

(i) (M3,7)is a (k,q = 2,7)-asymptotically flat manifold
(ii) U(p) — 0 as p — oo in each end of M?3.
(iii) p >0, S >0, and the supports of p and S are bounded away from infinity.

As always, we will call Spy a pseudo-Newtonian system for short if £ and 7 are either clear
from context or arbitrary. Moreover, if we are concerned with a vacuum solution (i. e. if
p =208 =0), we call (M3 ~v,U) a vacuum pseudo-Newtonian system for simplicity.
Pseudo-Newtonian ends are defined accordingly.

The following proposition describes the relation between geometrostatic and pseudo-
Newtonian systems and therewith justifies the above definition. It will implicitly accom-
pany us throughout the remainder of this thesis.

Proposition 4.1.2. Let k € N, k > 3 and let T > 1/2 such that —7 is non-exceptional. Let
(M3, g) be a smooth Riemannian 3-dimensional manifold, N : M3 — R a smooth positive
function, p : M3 — R a smooth non-negative function, and S a smooth and positive semi-
definite (0,2)-tensor field on M3. Assume furthermore that 0 < K~! < N < K < o0 on
M3 for some K € R. Sety := N?g andU := c*InN. Then S = (M3,9,N,p,S) is a (k,T)-
geometrostatic system if and only if the corresponding system Spy := (M3, ~,U, p,S)
is a (k,T)-pseudo-Newtonian system. In particular, the asymptotic flatness is exhibited in
the same systems of coordinates (if it is exhibited).

Remark. By definition, the Riemannian manifold (M3, g) coming from a geometrostatic
system must either be geodesically complete or an individual end and thus diffeomorphic
to a cylinder R\ B where one end of the cylinder corresponds to “infinity” while the
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4.1 Pseudo-Newtonian Gravity

other one corresponds to the “inner boundary” 0B. From the boundary values N — 1
as r — oo and the requirement that N > 0 in M3, we know that N is automatically
bounded below if the metric is complete. Moreover, by the maximum principle® for the
elliptic partial differential inequality

9
AN — 47TGN (p+ trS) >0,

c? c?

arising from the static metric equations (3.7) and in view of the boundary values N — 1 as
r — 0o, N is also bounded from above in that case. If, however, the system is an individual
end, the assumption 0 < K~! < N < K < oo does impose a restriction. Namely, as N > 0
in M3 and N — 1 as r — oo also in that case, the assumption excludes ends where
N(p) — 0 or N(p) — oo as p approaches the inner boundary.

This is not only technical but also has physical meaning: Recall that N was defined as the
length of the timelike Killing vector field X providing staticity. A surface on which N =0
holds thus constitutes a so-called “Killing horizon” in the sense that the static Killing
vector field becomes lightlike there. Killing Horizons are closely related to black holes. An
example for a static spacetime with a Killing horizon is provided by the Schwarzschild
metrics, cf. page 35ff. We are thus assuming here that possible horizons have been cut out
when we are performing the conformal transform. In other words, the pseudo-Newtonian
approach breaks down in a neighborhood of a horizon.

Proof. First of all, it follows from a straightforward computation relying on the well-known
formulae for conformal transformations® that S satisfies the static metric equations on
M3 if and only if Spy satisfies the pseudo-Newtonian ones there. Also, as N > K~ > 0,
(M3,7) is geodesically complete if and only if (M?,g) is. Furthermore, —oo < —In K <
U <InK < oo holds on M?. Assume now that () is a system of coordinates for an end
E3 of M3. Then (g;;) is uniformly positive definite and bounded for some constant p > 0
or in other words

pHER < (Dag)](&,6) < plél?

for all £ € R3 holds on E? if and only if the same is true for (v;;) and the constant 1 := Kp.

Moreover, we have g;; — 0;; € W*2(E3) for all 4,5 = 1,2,3 if and only if Yij — 0ij €
W*2(E3) for alli,j = 1,2,3 as N —1 € W""?(E?) by 3.2.5 and by the Holder inequality
1.20 and because U € W*2(E3) follows from the pseudo-Newtonian equations (4.1) and
the boundary condition U — 0 as 7 — oo just as N — 1 € W*2(E?) follows from the
static metric equations (3.7) and the boundary condition N — 1 as r — oo, a fact which
is proven and explained in Daniel Kennefick and Niall O Murchadha’s article [KM95]. We
therefore see from Definition 2.3.1 that (E3,g) is a (k,q = 2, 7)-asymptotically flat end
with respect to the coordinates (z') if and only if (E3,~) is (where we have suppressed the
associated diffeomorphisms ® for ease of notation). Secondly, from In1 = 0 we see that
N — 1 is equivalent to U — 0 in any end of M? and this finishes our proof of the desired
equivalence. O

3cf. Theorem 17.1 in [GT70].
4cf. e. g. pp. 105 in [Wil93].

99



4 Pseudo-Newtonian Gravity

Example: Pseudo-Newtonian Schwarzschild Solutions

Before we go on by carrying over the well-known facts on and the asymptotic properties
of geometrostatic systems collected in Chapter 3, it is useful to calculate the pseudo-
Newtonian equivalent of the Schwarzschild example introduced on page 35ff which we will
now do. So let us summarize the explicit expressions for the pseudo-Newtonian potential
mSU = 2In(™°N) and the associated metric ™%y := ™SN2™5; for the Schwarzschild
family in wave harmonic coordinates (y') with s := \/(y')2 + (y2)2 + (y3)2. Dropping the
explicit reference to the mass parameter m, we find that

Sy = %(1n(1—¥)—1n(1+¥)) (4.3)
1-M or)t iYj n29idj
Sy, = 113\)4(771 r) <¢25ij+28¢¢/%+52(w)2%> (4.4)

from (3.12) through (3.22), where again M = mG/c?, p(r) = 1+ M/2r, r(s) = si(s), and
P(s) = (1++/1—M?/s?))/2. It is now immediate that the pseudo-Newtonian versions of
the members of the Schwarzschild family constitute vacuum pseudo-Newtonian systems.

Proposition 4.1.3. Let m >0, k € N, k > 3, 7 > 1/2 such that —7 is non-exceptional.
Let M* > M where M := mG/c* as before. Then the pseudo-Newtonian Schwarzschild
system Spy := (Ep+(0), ™%, ™5U) is a (k, T)-pseudo-Newtonian system with structure of
infinity given by the ™y-harmonic coordinates ().

Proof. This follows from Propositions 3.1.6 and 4.1.2 using Lemma 3.1.3. O]

As before, we will drop the label m on the Schwarzschild metrics whenever no confusion
can arise. In what follows, we will be happy to be able to make use of the asymptotics

U = _mTG’ +O(r™?) (4.5)
M? 2M?z;2.; B
S%‘j = (1 — 7"_2) (5@' + 7"—4] + O(T 3) (4.6)

which can be straightforwardly computed from (4.3) and (4.4) using harmonic coordi-
nates and analyticity at infinity of the relevant expressions. They directly correspond to
the geometrostatic expansions (3.23) and (3.24). Moreover, they suggest that “y has va-
nishing ADM-mass. The expansions are very similar to the Newtonian situation where
U= —-mG/r+ O(r?) (“no gravitational dipoles”) and 7;; = d;; in Cartesian (and thus
v-harmonic) coordinates.

Properties of Pseudo-Newtonian Systems

Let us now return our attention to general pseudo-Newtonian systems and first of all define
their mass and center of mass in consistence with the ADM-mass and the ADM/CMC/
intrinsic/asymptotic center of mass discussed in Sections 2.5 and 3.3.
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4.1 Pseudo-Newtonian Gravity

Definition 4.1.4 (Mass and Center of Mass). Let Spy = (E3,7,U,p,S) be a (k,7)-
pseudo-Newtonian end. Then the physical mass m(Spy) of Spy is defined as the ADM-
mass of the corresponding geometrostatic system S = (E3, g, N, p, S),

m(SPN) = mADM(EBa 9)-

If m(Spn) #0, 7> 1/2, and (z') is a system of asymptotically flat harmonic coordinates
for 7, then the physical center of mass with respect to these coordinates, Z(Spy) € R?, is
defined as

5'(‘S‘PN) = ZA(Ega g)a

where the latter is the asymptotic center of mass defined in 3.3.1.

We can now characterize the fall-off behavior of pseudo-Newtonian systems by carrying
over that of geometrostatic systems to the present situation. This gives the following
theorem.

Theorem 4.1.5. Let Spy = (E3,v,U,p,S) be a (k,T)-pseudo-Newtonian end, and let
(z%) be a system of ~y-harmonic asymptotically flat coordinates in E3. Let m denote its
physical mass. Then we have

mG k+,2 3
Ut — e W (‘r—i-l)(E ) (47)
k.2
Vig = 5z‘j € Wi, (£
for all i,5 = 1,2,3. Moreover, if m # 0, 7 > 1/2, and Z denotes the physical center of
mass of Spy, it holds that

G- i
U-5U+ m—ix < WHTI 2€+2 (E°)
r (4.8)
Y =Sy € WEL 5 (E?)

foralli,j =1,2,3 and all 0 < e < 7 —1/2, where >y and U are the pseudo-Newtonian
Schwarzschild metric of physical mass m and the associated potential, respectively.

Remarks. There are two points which we would like to remark. Firstly, the fall—off in (4.7)

could equally well be written as U — U € WX2_ | (E%) and 4;; — %y;; € W2 (E®) by

the above expansions (4.5) of “U and (4.6) of %y although the version printed above is
more explicit. Secondly, it is worth noting that v;; actually does not contain a center of
mass term. Differently put, the physical center of mass only shows in the potential in the
pseudo-Newtonian setting.

Proof. The first claim follows from Theorem 3.2.5, Proposition 4.1.2, the Schwarzschild
fall-off (4.6), and from analyticity of the logarithm in a neighborhood of the number 1
with power series

a f _ a 28 —a?
{1+ —+ 5+ 0 ) =—+

as  — oo when we apply the Holder inequality (1.20) and the embedding theorems listed
in Section 1.4. The second statement follows in a similar manner from Theorem 3.3.1. O
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4 Pseudo-Newtonian Gravity

In analogy to the expansion (4.6) for the Schwarzschild example, the above theorem
suggests that the ADM-mass of any pseudo-Newtonian metric vy should vanish. Intuitively,
we can restate this as saying that the ADM-mass of the given end is “transported away
from infinity” by the conformal transform. This idea is accurate as the next lemma states.
Observe that the lemma does not contradict the fact that the geometrostatic (physical)
metric g can have non-vanishing (physical) mass which indeed shows in the —mTG term
of the expansion of the pseudo-Newtonian potential U as it would do in the Newtonian
setting. In contrast, the lemma just claims that the physical mass does not show in the
first order term of the expansion of v as it does in the first order term of the expansion of

g.

Lemma 4.1.6. Let Spy = (E*,7,U, p,S) be a pseudo-Newtonian end. Then its ADM-
mass mapar(E3,7y) vanishes.

Proof. The ADM-mass of (E3,~) is well-defined by Lemma 4.1.5 and by Theorem 2.4.2.
Now use asymptotically flat v-harmonic coordinates (z%), set p;; := v; — d;;, and note
that p;; € VV]’C(2 H)(Eg) by Theorem 4.1.5 for all 4,5 = 1,2,3. Then by definition of the
ADM-mass, we have

2
. ,
mapu(E*,7) = Torc Jm (Viig — Vija) V3 dos
SQ

C xj
= 1 i1 ij,i) d
167TG T%w/(p \J p.]7 ) r s
Sz

ew* (Tlfm (E3)

Lemma $1.5,T>0

Pseudo-Newtonian Uniqueness Properties

In Newtonian gravity, the potential U of a compactly supported matter distribution is
uniquely determined by the matter density and the normalization U — 0 as r — oo, a
well-known fact which follows from elliptic PDE theory. Just as for geometrostatic systems
(cf. Theorems 3.4.1 and 3.4.2), the “same” actually holds true in pseudo-Newtonian gravity
in the following sense.

Theorem 4.1.7 (Uniqueness of U). Let Spy := (M3,~,U, p,S), Spy 1= (M3, ﬁ,p, S)
be geodesically complete pseudo-Newtonian systems. Then U = U in all of M3.

Remark. 1f the systems in Theorem 4.1.7 consisted of individual ends, only, a similar
argument shows that U = U if we assume that both U (p), U(p) — —oc as p approaches any
inner boundary — an assumption which is reasonable as it corresponds to N(p), N(p) — 0,

making the boundary a Killing horizon®.

SRecall that N is the length of the static Killing vector field and cf. the remark on page 58.
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4.2 The Pseudo-Newtonian Mass

Proof. The equations of pNG (4.1) imply that dU ® dU = dU ® dU in all of M3 so
that U = +U + const. The constant must vanish as both U and_ U are normalized to 0
at infinity and thus U = +U. Assume U # U (so that U = —U) and let m,m denote
the respective physical masses. Observe that the asymptotics of U, U given by Lemma
4.1.5 imply m = —m. The positive mass theorem 2.4.3 applied to the corresponding
geometrostatic systems now gives us® m = m = 0 so that by rigidity g and g must be flat
and M3 must be diffeomorphic to R3. In particular, we must have p = 0 by the trace of
the static metric equation 0 = YR = 167Gp/c?. By the pseudo-Newtonian equations, it
follows that AU :N—VAﬁ' = +47G "trS and therefore we know that 7trS = 0 and thus
U (and hence also U) must be y-harmonic on all of M?. As M? is diffeomorphic to R?, v
is asymptotically flat, and U — 0 as r — oo, it follows from Section 1.4 that U = 0 and
thus also U = U = 0, a contradiction. O

WM

Just as in the geometrostatic setting, the “complementary” statement also holds true.

Theorem 4.1.8 (Uniqueness of v). Let Spy := (M?3,7,U, p, S), Spy = (M3,5,U, p,S) be
pseudo-Newtonian systems with a common global harmonic and asymptotically flat system
of coordinates (z') outside some compact K C M3 containing the support of the matter.
Assume furthermore that v, 7, and U are analytic at infinity with respect to these coordi-
nates outside K. Then ~y;; = i in all of M? \ K (possibly) unless the physical masses of
both metrics vanish. If, in addition, v and v are geodesically complete and the coordinates
(z%) can be extended into K as a global harmonic system of coordinates and if int K is
diffeomorphic to a bounded domain in R having smooth boundary’, then ~;; = 7i; holds
in all of M3 whether or not the ADM-mass vanishes.

Proof. We will work in the corresponding geometrostatic systems. Recall that harmonic
coordinates with respect to a pseudo-Newtonian metric v are wave harmonic with respect
to the corresponding geometrostatic metric by Lemma 3.1.3. The fact that both systems
Spy and Spy have the same potential now gives us N = N and we are therefore back in
the case of Theorem 3.4.2 as analyticity carries over and because g and g must be complete
metrics whenever v and 7y are complete, respectively. We therefore obtain that g;; = g;;

and thus again 7;; = 7;; in all of M3\ K or M?, respectively, due to N = N. O

4.2 The Pseudo-Newtonian Mass

Isolated systems or in other words asymptotically flat Riemannian 3-manifolds have a
well-defined global or “total” mass, namely the ADM-mass. As we have seen, this mass
arises as a “surface integral at infinity” or in other words as a limit of surface integrals
where the surfaces are coordinate spheres with radii tending to infinity. Although the
surface integrals can already give the correct value for finite radii outside the support of
the matter in special cases, e. g. for Schwarzschild metrics (static vacuum and spherically
symmetric metrics, cf. pp. 35fF), it will in general not do so. Intuitively said, this is due to
the curvature present even outside the support of the matter, cf. Section 5 in [Bar86].

6Tt is applicable as the scalar curvatures satisfy 9R = 9R = 167Gp/c? > 0 by Equation (3.3).
"Again, we only need these conditions on K in order to deduce that elliptic Dirichlet boundary value
problems in K are uniquely solvable.
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4 Pseudo-Newtonian Gravity

This, however, is not particularly satisfying from a physical point of view as one would
not expect the vacuum region outside a nisolated star or galaxy to contribute to its mass
which should be a property of the star or galaxy itself and should not depend on its
exterior. On the other hand, Albert Einstein’s formula £ = mc? hints to a reason why
mass (or rather energy) cannot in general be a property of the star or galaxy (or, as a
matter of fact, of any other relativistic system) alone, since (classically put) the kinetic
energies of material bodies and possibly also of black holes and gravitational waves enter
the game.

In the case of static systems, though, this kinetic energy is not present. One can therefore
hope to find a notion of mass in the static realm that is purely local in the sense that it
does not depend on the exterior of the isolated body B the mass of which we would like
to describe but allows to read off the total (ADM-)mass already in the finite regime. In
analogy to Newtonian gravity, one could even hope for a volume integral expression like
[ pdV integrated over (the support of the matter of) the body B to give its total mass.
This is too optimistic in general as the body might be a black hole so that singularities
and other non-classical effects can occur. But the idea of such a volume integral expression
leads us to a surface integral expression that can be evaluated at any surface enclosing
the body (giving the same value) and thus being fairly close to the intuitive expectations
described above.

In addition to clarifying the physical meaning of the ADM-mass, this surface integral

r “quasi-local” definition of mass will be helpful for dealing with the Newtonian limit,
cf. Chapter 6. Let us begin by recapitulating the Newtonian situation in a heuristic manner.
If U : R® — R is the Newtonian potential of a given matter distribution p : R — R with
compact support — which means that U satisfies the Poisson equation

AU =47Gpin R®, U — 0asr — oo, (4.9)

— then the total (Newtonian) mass is usually defined as

my :z/pduzfpdu,
R3 Q

where dj is the ordinary Lebesgue measure on R?® and Q C R? is any domain in R?
containing the support of the matter density p. With the aid of the Poisson equation (4.9)
and the divergence theorem, this can be converted into

1 oU
N = 47TG/AU H= G G 81/d

if the boundary of € is sufficiently regular and v and do denote its outer unit normal
and surface measure, respectively. We can turn this argument upside down and define a
quasi-local Newtonian mass my(X) by

mpy(2) = L a—Uda

47TG ov
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4.2 The Pseudo-Newtonian Mass

on any smooth orientable surface ¥ C R? with again v the outer normal and do the
surface measure of . The above argument shows that my(X) = my whenever X encloses
the support of the matter (meaning that ¥ is a topological sphere the outside of which is
a vacuum asymptotically flat end). Note that this expression is purely geometric and we
can thus directly translate it into pseudo-Newtonian gravity as follows.

Definition 4.2.1 (Quasi-Local Pseudo-Newtonian Mass). Let (E®,~, U, p, S) be a pseudo-
Newtonian end. For any smooth orientable surface ¥ C E? with outer unit normal v and

surface measure do both induced from +, define the pseudo-Newtonian quasi-local mass
by
1 ou
Y)y=— [ —d
meN(2) = anG ) o 7
b

Remark. The integral - G fs aU do == G lim, o0 fSQ WU Jo is well-known as the Komar
mass of the system, cf. Arthur Komar s original work [Kom59]

And indeed we can see that this pseudo-Newtonian mass is independent of the surface
if the surface encloses the support of the matter just as in the Newtonian case.

Proposition 4.2.2. Let Spy = (E3,7,U, p, S) be a pseudo-Newtonian end and let 3; C
E3,i=1,2, be smooth surfaces with outer unit normals v; and surface measures do; both
enclosing the support of the matter. Then mpyn(31) = mpn(22).

Proof. Let (2%) be a system of asymptotically flat coordinates for E* and let R > 0 be so
large that S% does intersect neither ¥; nor 35 and does enclose the support of the matter.
Let v and do denote the outer unit normal and surface measure of S%, respectively, and
let ©; denote the cylindrical domain enclosed by ¥; and S%. We calculate

0—/AUd div, thm. / v, do; fori=1,2
8VZ
ou ou
—d = —d
8V1 o 81/2 72
21 Z2
which proves the claim. O

As announced above, the pseudo-Newtonian mass of a surface enclosing the support
of the matter agrees with the physical mass of the system or in other words with the
ADM-mass of the corresponding geometrostatic metric. This is a direct consequence of
the above proposition in combination with a result by Robert Beig [Bei78] who proves
that the Komar mass agrees with the ADM-mass for stationary and so in particular for
static metrics. In the static case, though, an easy direct argument works, so we prefer to
give our own proof of this fact.

Theorem 4.2.3. Let Spy = (E3,v,U,p,S) be a pseudo-Newtonian end with physical
mass m = mapn(E?, g = 72U/~ and let & C E? be any smooth surface enclosing the
support of the matter. Then m = mapy(E?, g) = mpn(X) holds irrespective of the specific
position and form of 3.
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4 Pseudo-Newtonian Gravity

Proof. We know from our asymptotic considerations in Theorem 4.1.5 that U and +;; can

be expanded as U + 2¢ Wktlfl (E?) and v;; — d;; € wh 2T+1

flat y-harmonic coordinates. On any large coordinate sphere S%, this implies v* — %vF €

WEE ) (E®) and do — dos € W2 __ | (E®) for all 0 < & < 7/2 by the multiplication

theorem 1.4.3 and thus in the suggestive notation introduced in Section 3.3

(E®) in asymptotically

oUu mGx; k.2 3 k2 3
Eda == /( R3 W (’r—i—?)(E) R W (r— £+1)(E) do
SR
1.4.3
= mG/—da+/ (WH2 o (BY)) do
= 47rmG+WkQT 2) (E3).

In consequence, we find that

42.2 o\ bydef. 1 ou 122 . 1 oU
b)) = S = — | ==d 1 -
men (%) men (Sg) 4G | Ov 4 Roveo 471G 4G | Ov o
52 52,
see above . k2
i 85 (59)
which proves the claim. O

According to the rules of conformal transformation, we can translate the definition
of pseudo-Newtonian mass so that is can be stated in the language of geometrostatics,
directly. The result is formulated in the following corollary. It will become useful in the
proof of the static positive mass theorem and in the proof of photon sphere uniqueness,
cf. Chapter 6 for both of them.

Corollary 4.2.4. Let (E3,g,N,p,S) be a geometrostatic system and let -y and U denote
the corresponding pseudo-Newtonian metric and potential, respectively. Then we have
oU ON
——do, = = ———doy
R4 9y

% )

c? ON
mADM(E 79) 47TG/angUg

and therefore

for any smooth surface ¥ enclosing the support of the matter.

Proof. Immediate from 4.2.3 by a direct computation. [

We have hence found a notion of quasi-local mass in geometrostatics — or rather in
pseudo-Newtonian gravity — that accommodates the intuitive expectations described abo-
ve. The pseudo-Newtonian mass will remain well-defined even if the matter does not have
compact support but falls off suitably fast as r approaches infinity, but will then clearly not
deliver the full ADM-mass on any finite surface. Nevertheless, it will continue to constitute

66



4.3 The Pseudo-Newtonian Center of Mass

a physically relevant and analytically useful quasi-local concept of mass. In particular, it
is non-negative and monotone with respect to inclusion by the divergence theorem and
by AN = 47rGc2N (p+9trSc™?) > 0 or "AU = 4nG <pe‘2‘372U —i—”’trSc_?) > 0. It is
zero for the flat spacetime and agrees with the ADM-mass in the limit of the coordinate
spheres, and it is exactly the mass parameter in the spherically symmetric (Schwarzschild)
setting and thus satisfies many of the criteria both Demetrios Christodoulou and Shing-
Tung Yau [CY88] and Robert Bartnik [Bar95] have suggested for a quasi-local notion of
mass albeit only in the static asymptotically flat setting.

The pseudo-Newtonian mass has another practical property analogous to the Newtonian
mass: The masses of separate bodies can be added. This is again due to the divergence
theorem.

Theorem 4.2.5. (Addition of Mass) Let Spy = (E3,7v,U,p,S) be a pseudo-Newtonian
end with physical mass m and let ¥; C E3, i = 1,2,...,1 be a finite number of non-
interesecting smooth orientable surfaces not contained inside each other and together en-
closing the support of the matter (i. e. each component of the support of the matter is
enclosed by one of the surfaces and none of the surfaces is enclosed (“shielded from infi-
nity”) by any other one). Then

1 1
Zmi = ZmpN(EZ) = m.
i=1 i=1

Proof. By assumption, there is a domain  C E? in which p, S = 0 and the boundary of
which consists of all the 3; and of “infinity” (or any large coordinate sphere S%) — imagine
Q) to look like a pair of trousers with I legs. We have

oU
2GS m > [ 5,0
i=1 =1y v
dlv_thm —/AUd/L—l— a_UdO_
v
Q 512%
(022 0  + 47Gm
which we proves the claim. O

We close this section by remarking that the pseudo-Newtonian mass seems to be a good
tool for attacking problems in geometrostatics. Some examples of its usefulness will be
provided in Chapter 5.

4.3 The Pseudo-Newtonian Center of Mass

Arguing similarly as we did above for the mass, it would be desirable to have a quasi-local
(surface integral) expression for the center of mass which gives the exact answer already
in a vicinity of a material body or black hole. This would not only be useful for technical
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4 Pseudo-Newtonian Gravity

considerations but also give intuitive and physical insight into and justification of the
definitions of center of mass described above, cf. Section 2.5. To define such a notion will
be our goal in this section. We will again imitate the Newtonian situation and begin by
describing it. As above, let U be the Newtonian potential for a mass distribution p, assume
that the Newtonian mass my of the system does not vanish, and let (z') denote Cartesian
(and thus in particular harmonic) coordinates on R?. Then the Newtonian center of mass
Iy = (2k, 2%, 23)t € R3 is defined by

1
2% ::—/pxkd,u: —/pxkdu,
my my
R3 Q

where again du denotes the Lebesgue measure on R? and Q C R? is any domain enveloping
the support of the matter. By the Poisson equation for the Newtonian potential and
Green’s formula, this can be rephrased into the geometric expression

po 1 / koo 1 / ou (9x
N 4rGmy AU dp = AdrGmy an 8 do
Q 0

as Az¥ = 0, whenever € has smooth boundary and v, do are as above. Observe that if 99
were a regular level set of U, the second term on the right hand side of the above equation

vanishes by as
ox
/U—da—U/—da— /Am do =0
v
o0

o0
holds by the divergence theorem. We put the cart before the horse and define the pseudo-
Newtonian center of mass in analogy to the above quasi-local surface integral expression.

Definition 4.3.1 (Quasi-Local Pseudo-Newtonian Center of Mass). Let (E3,~,U, p,S)
be a pseudo-Newtonian end with non-vanishing physical mass m and let (z*) be a system
of asymptotically flat y-harmonic coordinates in £3. For any smooth orientable surface
Y C E? with outer unit normal v and surface measure do both induced from =, the
pseudo-Newtonian quasi-local center of mass Zpy(3) = (2pn(2), 225 (2), 254 (2))! € R3

is defined by
47er ( 81/ ) dor

Just as the pseudo-Newtonian mass expression has been known before at infinity as the
Komar mass, considerations similar to the pseudo-Newtonian concept of center of mass
have been pursued asymptotically in the special cases of asymptotically harmonic and
asymptotically conformally flat metrics, cf. the overview article [CP11] by Justin Corvino
and Daniel Pollack and the paper [CWO08] by Justin Corvino and Haotian Wu. In the same
sense as the pseudo-Newtonian mass, the pseudo-Newtonian center of mass is independent
of a particular surface if this surface encloses the support of the matter.

ZJ@N(

Proposition 4.3.2. Let Spx = (E3,7,U, p,S) be a pseudo-Newtonian end with non-
vanishing physical mass m, let (z') be a system of asymptotically flat v-harmonic coordi-
nates on B2, and let ¥; C E3, i = 1,2 be smooth surfaces with outer unit normals v; and
surface measures do; both enclosing the support of the matter. Then Zpyn(21) = Zpn(22).
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4.3 The Pseudo-Newtonian Center of Mass

Proof. Let again R > 0 be so large that S% does intersect neither 3; nor ¥ and encloses
the support of the matter. Let v and do denote the outer unit normal and surface measure
of S%, respectively, and let ; denote the cylindrical domain bounded by ¥; and S%. Using
again Green’s formula and the fact that the coordinates are harmonic, we find

oU 0% ou 0"
- - . _ o _ ko .
O_/(AUZL’ UAx)d:u /<8yx 8V>d0 /(a% 6V1>d02
52 i

Qi R @
ou Oxk ou Oxk
—a" —U—)doy = —x" —U— | dos.
< / (8V1 o 81/1 ) o1 / (aVQ o 8V2 ) 2
21 E2
This proves the claim. O]

The expression for the pseudo-Newtonian center of mass can be simplified on regular sphe-
rical level set surfaces just as in the Newtonian case. Such surfaces exist in a neighborhood
of infinity by Lemma 3.2.7 if the physical mass vanishes.

Proposition 4.3.3. Let Spx = (E3,7,U,p,S) be a pseudo-Newtonian end with non-
vanishing physical mass m, let (z') be a system of asymptotically flat v-harmonic coordi-
nates on B3, and let ¥ C E3 be a regqular spherical level set of U enclosing the support of

the matter. Then
Lk / oU *d
P 47rmG

Proof. All we have to show is that fz 9t 15 = . By the divergence theorem and the
assumption that the coordinates are harmonlc the left hand side of this equation is in-
dependent of the surface ¥ in the sense that fz 22t o = fz 22* J5 for any smooth surface

> C E? also enclosing the support of the rnatter Choosing E = S% for R > 0 suitably
large and using the asymptotics of «;; proven in Theorem 4.1.5, we have

ok ox* ok
Eda = I%g{)lo Edc = 1%1_{1;0 55, —dos,

X SZ S2

where the far right hand side vanishes by the above Newtonian considerations which
finishes the proof. O

Our next step will be to show that the pseudo-Newtonian center of mass on any suitably
“large” surface (i. e. on any surface enclosing the support of the matter) coincides with
the centers of mass described and defined above. The following theorem states that all of
these centers in fact agree. Before we prove it, let us consider the following lemma stating
the same fact for the Schwarzschild metrics (cf. Proposition 3.1.6).

Lemma 4.3.4. Let m # 0, M := mG/c?, and M* > M. Then the pseudo-Newtonian
Schwarzschild system Spy := (En+(0),%y,%U) of mass m has Zpn(X) = 0 on any smooth
surface ¥ C FEsyp+ enclosing the support of the matter in the canonical asymptotically flat
harmonic coordinates (y').
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4 Pseudo-Newtonian Gravity

Proof. Straighforward computation from (4.5) and (4.6). O

Theorem 4.3.5 (Centers of Mass Coincide). Let Spy = (E3,7,U, p, S) be a (k, T)-pseudo-
Newtonian end with non-vanishing physical mass m and T > 1/2, let (x%) be a system of
asymptotically flat v-harmonic coordinates on E® and let ¥ C R® be any smooth surface
enclosing the support of the matter. Then

EPN(E) = 5ADM<E379) = 5A(E3,g) = ZCMC<E379> = EI(Egag)u

where g 1s the geometrostatic metric associated with Spy .

Differently put, if S = (E3,g, N, p,S) is a (k, T)-geometrostatic system with T > 1/2 and
non-vanishing ADM-mass m and ¥ is as above, then Zpy(X) = Zapy = Za = Zome = 21
holds with respect to wave harmonic asymptotically flat coordinates on E3, where Zpn(X)
refers to the corresponding pseudo-Newtonian metric v and potential U .

Proof. The two formulations in the theorem are equivalent by Lemma 3.1.3 and we al-
ready know from Theorem 3.3.3 that all centers but the pseudo-Newtonian one coincide.
Moreover, the asymptotic expansion in Theorem 4.1.5 tells us that

.2
Vi — 2 € W

for all 0 < e < 7 — 1/2, where %y and “U are the pseudo-Newtonian Schwarzschild metric
and potential of mass m. Using again Proposition 4.3.2; it suffices to show that

lim <8—ka - Uai) do = 4rmG25(E3, g).

We will proceed as in the proof of Theorem 4.2.3 dropping the label A on Z4 for simplicty:

ou 8x S mGz;  3ImGZ- Tx; k.2 ik
/(EZ’ ay>d0' = /( U, — e + e +WIL E+3)(E?’) v'a® do

s2 2
s mGz- ¥ k+1,2 3y 9%
_/<U—T WT€+2)(E>>EdU
Sk
mGz;  3mGZ - Tx; kQ ;
— /(— e + J +WIL EJrg)(Eﬁ))1/31:""’(1(0
Sk
mGz - & k+12 ) OxF
_/(_T H W Loy (E) | 5 -do
Sk
S
+/ (—%5%—%%‘2) do.
Sk
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4.3 The Pseudo-Newtonian Center of Mass

The last term of the right hand side vanishes in the limit R — oo by Lemma 4.3.4 and
because of v;;—%i; € wk (27 c+2) (E3) and so do the lower order terms indicated suggestively
by printing the weighted Sobolev spaces. For the same reason, and using the multiplication

theorem 1.4.3, the remaining terms induce

lim ou z" Uai do = drmGz"
8u v

which proves our claim. O

We can now prove a pseudo-Newtonian center of mass addition theorem in analogy to
the well-known one in Newtonian theory. For abbreviational purposes, we write mpy =
mpn(2) and Zpy := Zpn(2) where X is any smooth surface enclosing the support of the
matter. Similarly, we drop the qualifiers ADM-, physical, pseudo-Newtonian etc. referring
to either mass or center of mass as the above theorem ensures that no confusion can
thereby arise.

Theorem 4.3.6. (Addition of Centers of Mass) Let Spy = (E3,v,U,p,S) be a pseudo-
Newtonian end with mass m # 0 and center of mass zZ with respect to some system of
asymptotically flat harmonic coordinates. Let ¥; C E3, i = 1,2,...,1 be a finite number
of non-interesecting smooth surfaces not contained inside each other and together enclosing
the support of the matter (i. e. each component of the support of the matter is enclosed by
one the surfaces and none of the surfaces is “shielded from infinity” by any other one).

Then
I I
Zmzz_'; = ZmPN(Zz)ZPN(Z'L> =mz.
=1 =1

Proof. We proceed as in the proof of Theorem 4.2.5. By assumption, there is a pair of
trousers with I legs shaped domain domain €2 in which p, S = 0 and the boundary of
which consists of all the 3; and of a suitably large coordinate sphere S%. We find that

I
47TGiZImiZZ- _ Z/(@U . a,,)d“

7 k
Green S:formula i / (AUI’k . UAZEk) d,u + / a_Ul.k _ Uai do
ov ov
Q Sk
(4.1),:4.3.5 O + 47TGmZ

as the coordinates were chosen to be v-harmonic. We have thus proven the formula. [
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5 Linking Physics to Geometry

In the last chapters, we have studied asymptotic properties of geometrostatic and pseudo-
Newtonian systems as well as their masses and centers of masses. In this chapter, we
will now discuss further physical properties and facts that hold in geometrostatics and/or
pseudo-Newtonian gravity. In Section 5.1, we will prove a static version of the famous
positive mass theorem. In Section 5.2, we reduce the notion of test particles which is well-
known in geometrodynamics to the geometrostatic setting and prove a pseudo-Newtonian
version of Newton’s second law of motion. In Section (5.3), we will discuss constrained test
particles and surfaces of equilibrium and their consequences for uniqueness of the lapse
function while in Section (5.4), we will prove a rigidity theorem on static photon spheres.

5.1 The Static Positive Mass Theorem

One of the major breakthroughs in the mathematical study of general relativity is the
positive mass theorem by Richard M. Schoen and Shing-Tung Yau. Different proofs have
been put forward by a number of people under more restrictive conditions, see the discus-
sion on p. 26. In geometrostatics, a much simpler proof works. The proof illustrates the
usefulness of Theorem 4.2.3. Moreover, the static rigidity statement also includes N =1
and vanishing of the matter fields and therefore reproduces parts of the results of André
Lichnerowicz and Michael T. Anderson stated in Theorems 3.2.2 and 3.2.3.

Theorem 5.1.1 (Static Positive Mass Theorem). Let S := (M?>,g, N, p,S) be a geome-
trostatics system. Assume that either g is a geodesically complete metric or that N(p) — 0
as p approaches the inner boundary’. Then the ADM-mass of S is non-negative in each
end. In case g is geodesically complete, the ADM-mass is zero in one end if and only if
g is flat in all of M3, N =1 in M3, and all matter fields vanish identically (and whence
there were no inner boundaries in the first place).

Proof. Let us prove the rigidity statement, first. If a geometrostatic system has vanishing
ADM-mass, it also has vanishing pseudo-Newtonian mass by Theorem 4.2.3. By (4.2.4)
and using the abbreviational notation v(f) := df/dv for a smooth function f, this means
that

& / 9y(N) do, = / W(U) do, = 0

on any smooth surface ¥ enclosing the support of the matter where v and U are the asso-
ciated pseudo-Newtonian metric and potential, respectively. As g is geodesically complete

1i, e. that all inner boundaries are Killing horizons in the sense that the static Killing vector field becomes
lightlike there, cf. the remark on page 58.
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by assumption, this leads to

4 G gtS . iv. m 2.
OS% N(,O+ _ )dug (3:7)/9ANd,ugd Lh /V(N)dag (424 0,

c2

where 0 C M? denotes the volume enclosed by ¥ and we have used that N > 0 in M3 and
p+?§—25 > 0 by definition of geometrostatics systems. This implies that p = 9trS = 0 and by
positive semi-definitness of S, also S = 0. In other words, N is a solution of the curvilinear
Laplace equation on a the geodesically connected asymptotically flat Riemannian manifold
with N — 1 as r — oo and thus N = 1 by classical elliptic PDE theory, cf. e. g. [GT70].
Finally, the vacuum static metric equations with N =1, p = 0, and S = 0 tell us that g
must be Ricci-flat and thus flat by (1.4) which proves rigidity.

Let us now discuss non-negativity of mass. Suppose m := mapy(g) < 0 and observe as

above that )
&
m = 47TG/QV(N) doy

by

for any surface > enclosing the support of the matter. By Lemma 3.2.7, we know that
N foliates M3\ K with spherical level sets enclosing the support of the matter for some
compact subset . We can therefore deduce that 9v(N) # 0 and in particular 9v(N) < 0 on
any of these level sets. We rephrase this into saying that N must be strictly monotonically
decreasing along the flowlines of the vector field 9grad N as r — oo. But then there must
exist a point p € M?® with N(p) > 1 which contradicts the maximum principle for the
elliptic partial differential inequality

g
AN:ﬁN(er trs) >0
C

cf. Theorem 17.1 in [GT70] as N = 0 on all inner boundaries and N — 1 as r — oco. [

5.2 The Pseudo-Newtonian Second Law of Motion
In Newtonian gravity, the gravitational force F acting on a test body is defined as
F:=-mVU

with m the mass of the test particle and U the Newtonian (gravitational) potential. New-
ton’s second law of motion
F =ma

then relates this force to the acceleration @ of the test body. The same actually holds
true in pseudo-Newtonian gravity. On order to see this, let us first review the definition
of test particles in general relativity and then study what restrictions are imposed on test
particles by staticity of the ambient spacetime.

A test body or test particle is modeled in general relativity by a smooth timelike geodesic
with respect to the Lorentzian 4-metric ds? of the system. Recall furthermore that the
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timelike geodesics are exactly the critical points of the time functional

T(k) = %/\/—dSQ(/%,/%)(T) dr,

where the variation is calculated among all smooth timelike curves & : I — L* with fixed
endpoints, I C R being an interval and the dot referring to the 4-dimensional covariant
derivative calculated along the curve itself. Equivalently, the timelike geodesics can be
shown to agree (up to reparametrization) with the critical points of the energy functional

E(k) = _2£c3 ds*(f, &) (T) dr

I
where the variation is again restricted to smooth timelike curves x : I — L* with fixed
endpoints. Recall that the critical points of £ are automatically parametrized proportio-
nally to eigentime and that the Euler-Lagrange equation of E is the geodesic equation
4V:k = 0. The expression V4 = 0 is usually interpreted as the acceleration of the curve
k. Now if k : [ — L*is a test body in a static spacetime (L*, ds?), we can use the canonical
3+1 decomposition L* = R x M? presented in Section 2.2 in order to simplify and better
understand the geodesic equation V4 = 0. In this decomposition, we can write x = (¢, u1)
with ¢ : I — R the time component and p : I — M? the spatial component of x. In this
spirit, we now make the following definition.

Definition 5.2.1. Let (M3,%, N, p,S) be a geometrostatic system and x = (¢, ) a test
particle in the corresponding Lorentzian manifold. Then the vector field @ := 3V 5/t along
1 is called the acceleration of the test particle.

Calculating the components of the geodesic equation for x, we find that

0 = Nout+dN(f)i (5.1)
3v;‘4/2 = —NOM62£2(gI‘adN>O,u,

where the dot denotes differentiation with respect to the eigentime parameter. Differen-
tiating the condition that s is parametrized proportionally to eigentime leads to

9(f1, 3V 1) = 1T (N o p)?c* + * N o pdN (f1)c* (5.3)

which combines with Equation (5.1) to give g(/1,*V/1) = 0 as N > 0 and i # 0 (which
is due to x being timelike). Together with Equation (5.2), this implies dN (/1) = 0 so that
again by Equation (5.1), ¢ = 0. We have thus proven the following proposition.

Proposition 5.2.2. Let (M?3,%, N, p,S) be a geometrostatic system and k = (t, 1) a test
particle in the corresponding Lorentzian manifold. Then its acceleration a satisfies

a=— [N o 11 tﬂ (*gradN) o pu,

where the term in square brackets is constant.

74



5.3 Surfaces of Equilibrium

We continue by making a definition of force analogous to the Newtonian setting.

Definition 5.2.3. Let (M3 %, N, p, S) be a geometrostatic system and xk = (¢, 1) a test
particle of mass m in the corresponding Lorentzian manifold. Then the pseudo-Newtonian
force F' exerted on k by “gravitation” is defined as

F = —m 7grad U,
where ~, U are the associated pseudo-Newtonian metric and potential, respectively.

Remark. Tt is natural that the acceleration of the test body is induced from the Lorentzi-
an metric ds? and thus refers to the geometrostatic metric g and not to the conformally
transformed metric v because the definition of test bodies relies on the dynamics of space-
time. On the other hand, the definition of force uses the analogy of pseuo-Newtonian and
Newtonian effects and thus should be formulated in pseudo-Newtonian terms.

After these considerations, the following theorem now is immediate.

Theorem 5.2.4 (Second Pseudo-Newtonian Law of Motion). Let (M3,%, N,p,S) be a
geometrostatic system and k = (t, ) a test particle of mass m in the corresponding Lor-
entzian manifold. Fiz the parametrization of r such that t = 1 along r. Then the force F
acting on Kk and its acceleration @ satisfy the pseudo-Newtonian second law of motion

F =ma.

Remark. The statement of the theorem is not true if  # +1. However, it is natural that
we have to fix ¢ because we have actually fixed the “speed” of background time, i. e. time
measured by the lapse function N by setting N — 1 as r — oco. ¢ = 1 then just says that
K is future-oriented (which is implicit in the Newtonian setting) and that x actually uses
the “same clock” as the observer at infinity.

5.3 Surfaces of Equilibrium

It is well-known in Classical Mechanics that the level sets of the Newtonian potential —
or the equipotential surfaces — can be characterized by the behavior of constrained test
bodies?: Any test body which is forced to move inside an equipotential surface and which
is otherwise subject only to gravitational forces will not accelerate. On the other hand, this
behavior cannot be displayed by test bodies constrained to any non-equipotential surface.
Phrased differently, equipotential surfaces are exactly those surfaces for which the virtual
force exerted by the constraint that a test body must move along the surface does indeed
exactly compensate for the gravitational force so that the (real and virtual) forces are in
equilibrium. Because of this characterizing property, we will also call them (Newtonian)
surfaces of equilibrium in what follows.

2We tacitly assume here that the Newtonian potential foliates R? in a neighborhood of the surface under
consideration. This is not a severe restriction (unless p = 0 on all of R3) as it is well-known that the
potential foliates R3\ K for some compact set K C R? enclosing the support of the matter, supp p C K.
This can be derived from its asymptotics just as in Lemma 3.2.7.
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5 Linking Physics to Geometry

The fact that a surface in a Newtonian gravitational system is a surface of equilibrium
if and only if it is a level set of the associated Newtonian potential can be derived using
d’Alembert’s principle of virtual forces or a Lagrangian approach. A similar variational
approach will now help us to define and identify surfaces of equilibrium in geometrostatics.
We will not only see that surfaces of equilibrium do exist in geometrostatic systems but
also identify them as the level sets of the corresponding lapse functions. This already hints
at physical relevance of the lapse function which we will discuss further at the end of this
section. Moreover, we will use this characterization of the surfaces of equilibrium to prove
a uniqueness result at the end of this section.

Let us begin our study of surfaces of equilibrium in geometrostatics by giving the follo-
wing definition.

Definition 5.3.1. Let (M3,%, N, p,S) be a geometrostatic system, ¥ C M? a smooth
surface. A test body constrained to ¥ is a smooth timelike curve % : I — R x M3 defined
on a compact interval I C R which is a critical point of the energy functional

E(r) = —2—6; ds*(f, k) () dr (5.4)

with respect to the induced Lorentzian 4-metric ds* given by (3.2) where the variation is
confined to all smooth timelike curves x = (¢, ) : [ — R x M3 with fixed endpoints that
satisfy p(I) C 3. ¥ is called a (geometrostatic) surface of equilibrium if the spatial parts
w: I — 3 of all test bodies k = (¢, 1) constrained to ¥ are geodesics with respect to the
induced metric on ..

Remark. The non-acceleration of constrained test bodies from the Newtonian setting is
translated into the condition that the constrained test bodies are geodesics with respect
to the induced metric on the surface. This seems reasonable as the geodesic equation
QVﬁ/fL = (0 along the curve p can be understood to state that the curve is not intrinsically
accelerating.

Let us now turn to showing that surfaces of equilibrium exist and do indeed agree with
the level sets of the lapse function. To this end, we need the following lemma.

Lemma 5.3.2. Let (M3,%, N,p,S) be a geometrostatic system, X C M3 a smooth sur-
face and k = (t,pn) : I — R X X a test body constrained to ¥. Then k is automatically
parametrized proportionally to eigentime.

Proof. Let n : U — R be a smooth function on a neighborhood U C M?3 of ¥ with dn # 0
on U and n|y = ng. By definition, « is a critical point of the energy functional (5.4) under
the constraint that n = ng. By the theory of Lagrangian multipliers®, there is a smooth
function « : I — R such that (k, «) is a critical point of the modified functional

Pk, a) = / (—%dsQ(/%, )+ afno e — no]) dr

3cf. e. g. pp. 270f in [Zei91].
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5.3 Surfaces of Equilibrium

varied among all smooth (k = (¢, px),3) : I — (R x M3) x R x R where x has fixed
endpoints. Spelling out ds? in terms of %y and NV, we obtain the induced functional

Fltna) = F((ty).a)
/( (N o)’ —%\ﬂ!§+a[noun—no])(7)dr (5.5)

The Euler-Lagrange equations of F' with respect to ¢ and u read

0 = —c diT [(No,u) ] (5.6)
0 = ANopui?dN + diT Po(f, )] + adn, (5.7)

and, using the chain rule and the Levi-Civita properties of the connection, we obtain

0 = 2(Nopu)dN(f)i+ (Nou)*t
0 = ANout?dN +%(ji,-) + adn.

Combining Equation (5.6) with Equation (5.7) applied to ji we observe that ds?(%, %) =
const as dn(ft) = 0 by construction and as t # 0 because « is timelike. Thus « is parame-
trized proportionally to eigentime. O

Theorem 5.3.3 (Surfaces of Equilibrium). Let (M3,%g, N, p, S) be a geometrostatic system
and let K C M3 be a closed subset bounded away from infinity with supp p C K such that
N foliates each end of M3\ K with connected leaves. Let ¥ C M>\ K be a smooth connected
surface (hence contained in one end). Then X is a surface of equilibrium if and only if it
s a level set of N.

Remark. As we have seen in Lemma 3.2.7, N automatically foliates appropriate standar-
dized exteriors of all ends with non-vanishing ADM-mass. Moreover, the level sets of N
(in each end) outside K are topological spheres (and hence connected). The assumptions
of the theorem are thus automatically satisfied for appropriate K if all ends have non-
vanishing mass. By the rigidity statement of the positive mass theorem 5.1.1, the case of
vanishing ADM-mass is not particularly interesting, anyway.

Proof. Let n : U — R be a smooth function on a neighborhood U C M? of ¥ contained in
the same end as ¥ and satisfying dn # 0 on U and n|y = ng. Let k = (t, ) : [ — R x M3
be a test body constrained to . Then as in the proof of the above lemma, there is a
smooth Lagrangian multiplier o« : I — R such that (¢, u,a) is a critical point of the
functional F' defined in (5.5) among all (¢,4) : I — R x ¥ with fixed endpoints. Again,
the Euler-Lagrange equations for F' read

= 2(Nop)dN(f)i?+ (N op)t (5.8)
0 = ANoput*dN +%(ji,-) +adn (5.9)
ng = nopu. (5.10)
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As ¥ inherits the metric from M?®, we have Ji = *V;i = *Vsf — h(f, f)v with v =
3gradn/|*>gradn|, where h denotes the second fundamental form with respect to v. Now, in
order to prove the claimed identity of surfaces of equilibrium with level sets of N, assume
first that ¥ is a level set of N (and then without loss of generality choose n = N). In
order to see that X is a surface of equilibrium, we have to show that u is a geodesic in .
Projecting Equation (5.9) onto the tangent plane of 3, we find that 2V;“[L = 0 using that
dN(T¥Y) = 0 so that u is indeed a geodesic in 3. Thus all level sets of N are surfaces of
equilibrium.

For the other direction of the desired implication, assume that ¥ is a surface of equi-
librium. Observe that by Lemma 5.3.2, k is parametrized proportionally to eigentime, in
formulae ds*(%, &) = const. Taking the T-derivative of this, we find that

0=—c*(Nopu)dN() 2 — (N o )it + (i, f1) (5.11)

where the last term equals 39(2V/1[L, 1) by the above. Let o : I — I be a smooth orientation
preserving reparametrization such that A := p o o~! is parametrized by arclength so that
|N|2 = 1, where the prime denotes differentiation with respect to o. The chain rule and
the geodesic equation *Vy X' = 0 induce i = N oo & as well as ?°V i = 6 F X oo Inserting
this into (5.9) applied to /i and using the facts that A is parametrized by arclength and
that & # 0, dn(1) = 0, we obtain

0=c*Noloogi?dN(N)oo +65. (5.12)
On the other hand, inserting (5.8) into (5.11) gives
0=cNoloogi?dN(N)ood +65 (5.13)

so that a comparison with (5.12) leads to & = 1 and hence p must have already be-
en parametrized by arclength. We can hence deduce QVﬁ/IL = 0 which implies g(ji,-) =
—h(ft, 1)dn/|dn|s. This shows by (5.9) that dN is proportional to dn at any point of %
reached by p. As k = (t,1) was an arbitrary constrained test body — and because the
Picard-Lindel6f theorem of ODEs?* applies to constrained test bodies just as to ordinary
ones and hence for each point in ¥ there is a constrained test body going through it — d/V
is in fact proportional to dn on all of ¥ so that N must in fact be constant along ». As
N has connected level sets, ¥ must be one of them which proves the theorem. O

Uniqueness of the Lapse Function

Just as in the Newtonian setting, the vacuum region (far) outside the support of the
matter thus possesses surfaces of equilibrium also in geometrostatics. These surfaces will
now allow us to reprove uniqueness of the lapse function N of a given geometrostatic
system (M3,%g, N, p, S). Recall that we have already discussed uniqueness of N (and %)
in Section 3.4 using analyticity at infinity and asymptotic considerations. Theorem 5.3.3
now allows us to give a more physical proof. It relies on the following technical lemma
which shows that surfaces of equilibrium are in fact determined by “local” constrained
test particles.

4cf. e. g pp. 139f in [Heu91].
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Lemma 5.3.4. Let (M3,%, N, p, S) be a geometrostatic system, ¥ C M? a smooth surface.
Assume that Ut C R x M? is an open neighborhood of S := {0} x M3 which is globally
hyperbolic with Cauchy surface S with respect to the induced 4-metric (3.2). For the state-
ment of this lemma, a smooth timelike curve & = (,71) : [19, 1] — U N (R x X) satisfying
t(10) < 0 < I(my) is called a “test body within U* constrained to X7 if it is a critical point of
the energy functional (5.4) among all smooth timelike curves k = (t, ) : I — U*N(R x X)
with fixed endpoints that satisfy u(I) C 3. Then ¥ is a surface of equilibrium if and only
if the spatial parts u of all test bodies k = (t,u) within U* constrained to 3 are geodesics
with respect to the induced metric on X.

Proof. Let & = (t,71) be a test body within U* constrained to X. Let £ = (¢, ) : [0, 71] —
R x ¥ be a smooth timelike curve parametrized by eigentime and having x(7;) = &(7;) for
i =0, 1. By continuity, there must be 7. € (79, 7) with ¢(7.) = 0 and thus x(7.) € S. This
7, is unique as S is achronal. Now assume x(I) ¢ U*, then by continuity and by x(7;) €
U*, U* open, there must be minimal and maximal parameters Tpin, Tmaz € (70, 71) With
#(Tmin) € OU. Suppose first that 7, < Tye.. Then &l(,.,. -] is @ smooth past inextendable
curve through x(7;) contained in U* which does not intersect S so that x(r;) € D*(S). On
the other hand, ¢(7;) > 0 by assumption so that x(m) ¢ D~(S) either. As S is a Cauchy
surface for U*, this is a contradiction. Suppose then secondly that 7, > Tyq.. In this case,
one can reverse the above argument and work on [y, 7.) and in this way again obtain a
contradiction. We can therefore conclude that s remains within U4 automatically and thus
% must be a critical point of the energy (5.4) among all smooth curves  : I — U*N(Rx X)
with fixed endpoints iff it is a critical point among all smooth curves K : I — R x X
with fixed endpoints. This implies the claim of the lemma by definition of surfaces of
equilibrium. O

Theorem 5.3.5 (Uniqueness of Lapse Function). Let S := (M?3,%, N,p,S) and S =
(M3,%, N, p,S) be geometrostatic systems as in Theorem 5.5.3 (with common closed subset
K bounded away from the boundary) and assume that >Ric # 0 outside K. Then N = N in
all of M3\ K. If, in addition, (M?3,%) is complete and int K is diffeomorphic to a bounded

domain in R® having smooth boundary OK which arises as the union of the boundaries of
all ends of M3, then N = N holds in all of M3,

Remarks. We have seen in Section 3.4 that the non-vanishing condition on the Ricci tensor
in Theorem 5.3.5 holds for any geometrostatic system with non-vanishing mass m due to
the asymptotic expansion *Ric;; = mGc?r=3 (6;; — 3r2az; ;) + O(r™*) for r — oo. So
just as explained in the remark following Theorem 5.3.3, any complete geometrostatic
system with non-vanishing masses in all ends will have a unique lapse function. If the
mass vanishes in one end and the metric is complete, then positive mass rigidity gives
N =1 and thus also uniqueness of the lapse function.

In his paper [Tod00], Paul Tod has investigated (a slight generalization of) the question
whether the lapse function N solving the vacuum static metric equations with respect to a
given 3-metric is unique in an arbitrary 3-manifold (i. e. in a not necessarily asymptotically
flat one). However, he has to make certain assumptions on the eigenvalues of the Ricci
tensor and distinguishes the cases where these eigenvalues are locally pairwise distinct or
where two or three of them locally coincide. As we take a geometric approach, we do not
have to distinguish these cases.
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Using a similar approach as [Tod00], Robert Bartnik and Paul Tod [BT06] have de-
rived a characterization of 3-metrics admitting a lapse function as in the vacuum static
metric equations (3.8), again relying on an assumption on the eigenvalues-values of the
corresponding Ricci tensor. We will not address this existence question in this thesis.

Proof. Let ds? and ds? be the corresponding Lorentzian 4-metrics on R x M? with common
time coordinate t. Then the (vacuum) energy and momentum constraints (2.8) and (2.9)
on {t} x M? that hold outside {t} x K reduce to >R = 0 which is satisfied no matter
what lapse function is chosen. By Theorem 2.2.1, ds? and ds? must thus be extensions of
a common globally hyperbolic development (L*, ds2?) of (M?\ K,%,h = 0). By Lemma
5.3.4, 3 C M3\ K is a surface of equilibrium in the restrictions of either ds® or ds? to L*
iff it is a surface of equilibrium in (L*, ds?) and hence their surfaces of equilibrium must

coincide. Theorem 5.3.3 then tells us that N and N have the same level sets in every end
of M3\ K so that in each end there is a real function f: N(M?*\ K) C R — R such that

N = fo N. By the chain rule, we find that 3V2N = f” o NdN x dN + f' o N3V2N. The
vacuum static metric equations (3.8) for (%, N) and (%, N) then appear as

o N0

0=2AN=f"oN|dN]2+ f o N°AN = f" o N |dN|? f"o (5.14)
foN3Ric = 3V2N = f"oNdN xdN + f' o N3*V2N
= f"oNdN x dN + f' o N N3Ric
GL ¢ o N N 3Ric
o foN A o NN (5.15)

Now this means that f is affine linear by (5.14). The boundary condition N, N — 1 as
r — 00, where r is the radial coordinate of the asymptotically flat coordinate system
belonging to the common metric %, gives f(n) — 1 as n — 1 so that (5.15) induces
f'(n) — 1 as n — 1 where we have to use the non-vanishing assumption on the Ricci
tensor. Using that f is affine linear, these boundary data imply f = idyus\k) in every
end and thus N = N outside K. But then if int K is diffeomorphic to a domain in R3
having smooth boundary 0K which arises as the union of the boundaries of all ends of
M3, both N and N induce the same Dirichlet boundary data on K. Thus, the Dirichlet
problem for the elliptic equation

3
N A <p + ﬁ) (5.16)

c? c?

coming from the static metric equations (3.7) has a unique C?“(int K)-solution inside

int K by classical PDE theory® and thus by smoothness of the lapse functions N = N
must hold in all of M3. O

Having proved the uniqueness of the lapse function we can now interpret the lapse
function as a function telling us how we have to measure the passing of time in the

Scf. e. g. theorem 6.14 on p. 107 in [GT70].
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corresponding 4-dimensional Lorentzian geometry in order to “see” staticity of the 3-slice
just as one can only “see” the non-acceleration of a geodesic when the time parameter is
chosen as (proportional to) its arclength parameter. This view is further supported by the
following corollary.

Corollary 5.3.6. Let (M3,%, N, p,S) be a geometrostatic system as in Theorem 5.3.3.
Let 0, denote the future directed timelike hypersurface-orthogonal Killing vector field in
the corresponding Lorentzian manifold (R x M3, ds*> = ‘g) representing staticity and let X
be any other future directed timelike hypersurface-orthogonal Killing vector field in (R X
M3, ds?) with ds*(X,X) = —c* N2. Then X = ;. Similarly, if X is any future directed
timelike hypersurface-orthogonal Killing vector field in (R x M3 ds*) having the same
mazximal connected integral submanifolds as 0, and ds*(X, X) — —c* asr — oo, then also
X =0,.

Remarks. The assumption that ds*(X, X) = —c? N? ensures that X is a Killing vector
field measuring the passing of time in the sense described above. In other words, this
condition makes sure that X is indeed a Killing vector field defining staticity of the corre-
sponding Lorentzian metric with N defined as on page 33. Although we could in general
reparametrize time by multiplying d; by a constant number — which corresponds to a
reparametrization of the parameter of a geodesic proportional to arclength in the above
picture —, we prefer not to do so here as we require N — 1 asymptotically.

Related questions on multiple timelike Killing vector fields have been addressed e. g. by
Robert Beig and Piotr Chrisciel in [BC97] and by Ed Thrig and Dipak Kumar Sen in
[IS75]. The latter paper includes a result similar to this corollary but under the condition
that X and 0; must commute (and without our assumption of asymptotic flatness).

Proof. First of all, we know that ds*(9;,d;) = —c* N? by definition of the lapse function
N. Now write X = ad; +Y with a: R x M?® — R and ds*(Y, ;) = 0. Then

0 = —N*(@®—1)+|Y]; (5.17)
0 = —c*N?aa,;+ds*(*V,Y,Y) (5.18)
0 = —¢NN;(a®>—1) = *Naa; +9(*°V;Y,Y) (5.19)

follows from the assumption on the length of X, where the two bottom equations are deri-
vatives of the top one with respect to the time and space coordinates t and 7, respectively.
Taking the t-derivative of ds*(Y,9;) = 0, we obtain

Na, = —Y(N). (5.20)

On the other hand, the covariant derivative of X can be calculated in terms of (covariant
derivatives of) @ and Y and the Killing equation for X then splits into

= —CQN2(1¢ + dS2 (4Vt}/, (9t) (521)
= —cQNQ(zﬂ- + ds*(*V,Y, ;) (5.22)
0 = *VuYj (5.23)

81



5 Linking Physics to Geometry

where we have used that the second fundamental form of M3 in (R x M3, ds?) vanishes by
staticity. Similarly, the equation for hypersurface orthogonality X, *Vz X, = 0 splits into
vy, O 9y (n(Na)) (5.24)

0 = Vi’V Yy (5.25)

where we have again used that the second fundamental form of M3 in (R x M3, ds?)
vanishes and the fact that a > 0 as X is future directed. Now equations (5.18) and (5.22)
combine to Y (a) = aa, while equations (5.19) and (5.23) together imply Y (N) (a® — 1) +
NaY(a) = 0. Inserting (5.20) gives a; = Y (a) = Y(N) = 0. In consequence, if we insert
(5.24) into (5.19) we obtain (In(Na)), = (In N); so that a; = 0 and thus a = const and
WY =0 by (5.22). As a = 1 implies X = 9, by (5.17) let us suppose that a # 1 for the
following aiming to deduce a contradiction.

Surely a not being equal to 1 ensures that Y vanishes nowhere. Let w := Y, be the
associated 1-form. Equation (5.24) can be rewritten to say that 3V;Y* = (InN) ;Y% +
(In N),FY; from which we deduce that w is closed. As M3\ K is homeomorphic to R\ B for
some ball B, a set which is simply connected, a standard result from differential geometry®
tells us that there is a smooth function f : M3\ K — R such that w = df or in other words
Y =3gradf. Let ¥ C M3\ K be a level set of N and hence compact. As f is continuous,
it must attain its maximum on ¥ at some point py € ¥ and thus satisfy df|rs(po) = 0.
But as 3gradN is normal to ¥ and df (*gradN) = % (Y = 3gradf,3gradN) = Y(N) = 0 on
¥, we have df|,, = 0 and hence Y|,, = 0 which provides the desired contradiction.

Secondly, if X is a Killing vector field as described above having the same maximal
connected integral manifolds as 0;, then automatically X = a0, for some function a :
R x M3 — R by hypersurface-orthogonality. The Killing equations for X and 9, imply
0="V((ad) g = aa 5%) so that a = const. The behavior of X at oo then givesa = 1. [0

The fact that N is unique in the sense described above also gives insight into the so
called Killing initial data (KID) of a static spacetime. The KID are defined as the elements
of the kernel of the adjoint of the linearization of the vacuum Einstein constraints (2.8)
and (2.9) at a given solution, cf. e. g. Justin Corvino and David Pollack’s article [CP11].
Vincent Moncrief [Mon75] showed” that spacetime Killing vector fields correspond precisely
to the KID at a given solution. The question of uniqueness of spacetime Killing vector
fields in a vacuum geometrostatic system can thus be answered by characterizing the KID
of this system. In order to calculate all® KID at a given vacuum geometrostatic system
S = (M3,g,N), we split an arbitrary spacetime Killing vector field (or in other words an
arbitrary KID) Y € ['(T'L*) into its lapse n : M3 — R and shift X € I'(T'L*), X L ‘v, via
Y = ntv + X (recalling that iy = ds? = —N2c%dt? + 3). In order for our methods to be
applicable, we ask that n — 1 and ds?(X, X) < C as r — oo in all ends of M?.

Calculating the linearization and its adjoint of the vacuum constraints around S (and
using that the second fundamental form vanishes due to staticity), we find that n and
X are characterized by the conditions that n has to satisfy the vacuum static metric
equations (3.8) with respect to the metric % and that X must be a Killing vector field of

bcf. e. g. p. 401 in [Lee03], where the statement is phrased in the language of deRham cohomology.
"We quote this from [CP11], p. 13.
8or rather all KID satisfying appropriate boundary conditions at inifinity.
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39. By the uniqueness theorems 3.4.1 and 5.3.5, it follows that n = N and thus in particular
independent of time. We have thus proven the following corollary.

Corollary 5.3.7 (Characterization of Spacetime Killing Vector Fields (KID)). Let S =
(M3,g,N) be a complete vacuum geometrostatic system. Then any Killing vector field
Y=nv+X,n:L* =R, X € (TLY), X L %, in the associated spacetime (L*, ds?)
with asymptotic behavior —c*n? = ds*(Y — X, Y — X) — —c* and ds*(X,X) < C as
r — 0o can be decomposed as

Y=N'w+X

where X (t) € T(TM?3) is a Killing vector field in (M?3,%) (possibly time dependent).

5.4 Photon Spheres

The above discussion shows that the level sets of the lapse function N studied are surfaces
of special interest in geometrostatics. Apart from being physically relevant, they are also
(technically) very useful, especially for uniqueness arguments. One famous example of
the use of a foliation by level sets of the function N is Werner Israel’s proof [Isr67] of
the uniqueness of static black holes. We will now proceed to prove uniqueness of metrics
possessing a classical codimension 1 photon sphere thereby also relying on a foliation of
N-levels.

Definition 5.4.1 (Photon Sphere). Let (M3,%, N, p, S) be a geometrostatic system with
only one end. A smooth closed surface ¥ C M? is called a photon sphere if any null
geodesic in the corresponding Lorentzian manifold (L*, ds?) which is initially tangent to
the cylinder R x X remains tangent to it.

Photon spheres have first been identified in the Schwarzschild family of solutions. They
model photons spiralling around a black hole at a fixed distance. Apart from their pheno-
menological significance as a specifically relativistic feature, photon spheres are crucially
relevant for questions of (linear) stability of special solutions, as for example in [Daf09].
In the literature, one also finds the convention that the term 'photon sphere’ refers to
the cylinder R x X. It is well-known that dynamical spacetimes do not usually possess
classical codimension 1 photon spheres and the notion of ’photon sphere’ must therefore
be generalized (cf. e. g. [CVEO1]).

Nevertheless, the author is not aware of a general (non-)existence result for classical
photon spheres in static relativity theory. In vacuum, this issue can now be settled through
an argument similar to Werner Israel’s one (as exposed in Markus Heusler’s book [Heu96]).
We will prove that the Schwarzschild metrics are the only static asymptotically flat vacuum
solutions possessing a classical photon sphere.

Theorem 5.4.2 (Uniqueness of Photon Spheres). Let S := (M3,%, N) be a vacuum
geometrostatic end possessing a photon sphere Y. Assume furthermore that N regqularly
foliates M? and that all level sets are topological spheres. Then (the spacetime correspon-
ding to) S is isometric to (the spacetime corresponding to) a member of the Schwarzschild

family (3.9), (3.10).
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Remark. We have seen in Lemma 3.2.7 that N regularly foliates any asymptotically flat
end outside a closed set bounded away from infinity (if the total mass is positive), and
that these level sets are spherical. The end in the above theorem can thus be chosen
appropriately without further assumptions by cutting out such a set.

We will first prove three small lemmata:

Lemma 5.4.3. Under the assumptions of Theorem 5.4.2, N must be constant on 3. Hence,
Y 18 a topological sphere and a level set of N.

Proof. Let p € ¥ and pick v, € T,,> with |v,| = 1. Set

1
U= N Ohlyp) T Vo € T(R x M)

and observe that w, is null. Then there exists a unique geodesic v : [0,e] — R x M?,
e >0, v(s) = (t(s), u(s)) of ds? given by (3.2) satisfying 4(0) = w, and normalized via
|fi(s)|, = 1, where the dot denotes differentiation with respect to s. y is null with w, and
thus u(s) € ¥ by the assumption that 3 be a photon sphere. The time component of the
geodesic equation *Vs4 = 0,

f+ 1T 0744 =0,

1

cNop

Whence N is constant along v and g, (v,, 3grade ) = 0. As p, v, are arbitrary, this implies
the desired conclusion. O

can easily be seen to be equivalent to dils(N op) =0 as i= by choice of normalization.

Lemma 5.4.4. Under the assumptions of Theorem 5.4.2, the second fundamental form h
of ¥ C (M3,%) satisfies

(5.26)

where v is the outer unit normal to % in (M3,%) and % the induced metric on Z. Conver-
sely, any level set of N satisfying (5.26) is a photon sphere. In particular, photon spheres
are extrinsically round.

Proof. By Lemma 5.4.3, ¥ is a level set of N and hence v = ;gizg%' and v(N) = [’grad N|.
In this case, the spatial components of the geodesic equation 4V:ﬂ = 0 for a curve v :

0,e] = R x M3, &> 0,~(s) = (t(s), u(s)), |f2]> = 1, turn out to be equivalent to
Sgrad N
SV = — gr;[ op LT,y (5.27)

L

irrespective of whether 7 is or is not tangential to the cylinder R x ¥. Now if 3] is a photon
sphere, then fi € T),% and thus

SVt ="2V s = h(fi, 1) v o
which implies (5.26). Conversely, splitting /& into its normal and tangential components

with respect to 3, 1 = i + i, and recalling |27 |> + |2V |> = 1, we find from (5.27) and
our assumption (5.26) that

, Jgrad N
N

Vi f + 3V N 3V T 4 PV N = — [ o L.

84



5.4 Photon Spheres

Projecting this equation along both % and 7 and adding the results making use of
|ft] = 1 and the fact that all used connections are Levi-Civita connections leads to the
desired result of /1Y = 0. As v was an arbitrary null geodesic, this implies that ¥ indeed
is a photon sphere. Finally, (5.26) implies that h is proportional to % and thus tracefree
which shows that photon spheres are extrinsically round. O]

Lemma 5.4.5. Under the assumptions of Theorem 5.4.2, the mean curvature H of ¥ and
the normal derivative of N, v(N), are constant along X.

Proof. As H = &NN) and N is constant, the statements of the lemma are equivalent. Let
(y"), I = 1,2 be coordinates on ¥. From the special form of h derived in Lemma 5.4.4, we
deduce that (?Vgh)r; = %HK grs. Now the Codazzi equations (1.11) for 3 read

9(CRm(9k, 01,v),0s) = (*Vikh) 1y — (Vi) k.,
and thus the formula for the Riemannian curvature endomorphism in three dimensions
(1.4) together with the staticity requirement of >R = 0 give

1

3Ric(81, V) = —5 N

(5.28)

On the other hand, staticity implies

N3Ric(dr,v) = *V2N(dr,v)
= (W(N)),r =(CViv)(N)

as N = const on ¥. Comparing this with Equation (5.28) shows that H and thus also
v(N) are constant. O

Having proved these lemmata, we will now follow Werner Israel’s argument (cf. [Heu96))
to induce uniqueness. To this end, we prove the following proposition which implies Theo-
rem 5.4.2.

Proposition 5.4.6. Let S := (M3,%, N) be a vacuum geometrostatic system, > C M?> a
surface. Assume that N reqularly foliates M3 and that all level sets are topological spheres.
Then if ¥ s an extrinsically round level set of N which has constant mean curvature,
(R x M?3,ds*) must be isometric to a member of the Schwarzschild family.

Proof. First of all, as in the proof of Lemma 5.4.5, the facts that > has constant mean
curvature and that its second fundamental form is pure trace imply that 3Ric(9;,v) = 0.
From staticity, we deduce that

(V(N)),] = N3Ric(81, I/) + (SV[V)(N) = h[] 3gJK]V,K =0

so that v(NN) is constant along 3. Now let Ny := N(X). Let Q C M? be the exterior
of ¥. By the maximum principle for elliptic PDEs (cf. [GT70]) and by the asymptotics
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N =1-M/r+0O(r=2) as r — oo with respect to any asymptotically flat coordinate system
stated in 3.2.5, N will have values in the interval (Ny, 1) in 2. Now by the assumption that
N regularly foliates M3, we can extend any coordinate system (y’), I = 1,2 on U C X to
the cylinder [Ny, 1) x U by letting it flow along the (nowhere vanishing) gradient of N.
Define p : M? — R through

p(p) = (v(N)],)"" = (|*grad,N|) ™"

and observe that
g=p AN’ +7%,

where % is the 2-metric induced on X. In the coordinates (N, y',y?), the vacuum static
metric equations on any level set of N can be rephrased into

1 (H P rr2 2 *gradp|? P
= ~|=—-Hyx-SH*)-=—°A e 120 2
! p(N N > NG vP- { P’ g (5:29)
1 /(. H |2gradp|? o
= ~(3=—-Hy ) -*R—Alnp— |—=—— +2|h :
0 p (3]\7 ,N> R np l p + 2|h (5.30)
0 = pn—p°H. (5.31)

Let g := det(%y ;). By definition of the second fundamental form, we have (\/g),n = /g Hp.
Using (5.31) and non-negativeness of the terms in square brackets, we can thus reformulate
equations (5.29) and (5.30) into the inequalities

(?Z) < —2% Np (5.32)

On (% [HN+%D < —NyVg(®Alnp+°R), (5.33)

that hold on any N-level. In these inequalities, equality holds if and only if the square
brackets in (5.29) and (5.30) vanish i. e. iff ¥(N) = const and h =0 on the given level set.
Integrating the first of these inequalities over the interval [Ny, 1) and subsequently over
YN, we get

1

/—dN —2/%/2A\/pdaNdN:0,

No XN

where the right-hand side vanishes because of the divergence theorem. As H, p = const on
5 by assumption and using the asymptotics H = 2 4+ O(r~?), ﬁ =v(N)=44+0(r3)
as r — oo in any asymptotically flat wave harmonic system of coordinates (cf. Corollary

3.3.4), this implies

—H v(N) |X| > lim —/H\/—dUN = 87”/_

NO T—}OO
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Integrating inequality (5.33), we get
1 1

/l {HNJrﬂ doy —/N/(2A1np+2R) doy dN
p p

XN No No %N
1

= —87 /NdN = —4n(1 - NJ)

No

IA

again by the divergence theorem and using the theorem of Gaui-Bonnet (1.5). Making use
of the discussed asymptotics again, we obtain

v(N) [HNy + 4v(N)] 2| > 47(1 — NJ).

Finally, on our given surface ¥, the divergence theorem implies

v(N)|X| = /V(N) do = —/3ANdu—|— lim [ v(N)doy =47 M

rT—>00
XN

where we have used the vacuum static metric equation 3AN = 0 and the discussed asym-
ptotics. This leads to

) (5.34)
VARIE
4M
M [HNO + |E|/47T:| > 1- N (5.35)

Taking the difference of (5.30) and (5.29) on X implies K = Hv(N)/Ny + H?/2 so that
K =47 M H/Ny|%| + H?/2 and thus in particular, K is constant. Gaufi-Bonnet (1.5) now
says that K = 47/|%]| so that H < No(1— NZ)/M follows from (5.34). Then together with

(5.35), we obtain Ny > /1 — 2M+/K so that
A2
Ny < H Mol =)
2WVK ~ 2MVE

which gives us 7 = 0 and v(N) = const on any leaf 3y (recall the considerations on the
equality cases of (5.32) and (5.33)). (5 30) and (5.29) then imply that the Gauf§ curvature

< Ny

must be constant on any level Xy, N(r) = /1 — 2M/7" for r := 1/vK, and v(N) = M/r?
so that
U TR R e Lo 2002
g:WN(T) dr® 4 r*dQ :mdr + 7= d§Y,
with dQ2? the canonical metric on S?. This proves that g is isometric to the Schwarzschild
metric with mass M. O

Corollary 5.4.7. Under the assumptions of Theorem 5.4.2 and using the notation of
Proposition 5.4.6, Hy =0 and K = const on any photon sphere.

Proof. K = const follows for any leaf of the foliation by level sets of N as discussed in the

o __3H 2
proof of Proposition 5.4.6. (5.30) shows that on the photon sphere, we have H,y = 5%+ — 57,

(5.26) tells us that H = 2ME whereas the identity K = 22— > follows from the GauB equation
(1.10) on the photon sphere Together, these imply H,y = 0. O
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6 The Newtonian Limit

This chapter is dedicated to the two last central theorems of this thesis, Theorems 6.4.1 and
6.4.2. In rough terms, these theorems states that the Newtonian limits of the relativistic
mass and center of mass of a geometrostatic system exist and coincide with the Newtonian
mass and center of mass of the Newtonian limit of the system, respectively. As announced
before, we will use the framework provided by Jiirgen Ehlers’ “frame theory” in order to
rigorously formulate and prove these claims. To this end, we will have to redefine staticity
as well as the notions of pseudo-Newtonian metric and potential within frame theory in
a manner that is compatible with the general relativistic definitions given in Chapters 3
and 4, respectively.

We will introduce frame theory in Section 6.1. In Section 6.2, we specialize it to the realm
of static isolated systems in Section 6.2 thereby relying on our preparatory generalization
of Killing vector fields discussed in Section 1.3. We will formalize the immanent concept of
Newtonian limit in Section 6.3. Finally, Section 6.4 will be dedicated to prove convergence
of mass and its center.

As customary and convenient in frame theory, we will use abstract index notation
throughout this chapter.

6.1 Jiirgen Ehlers’ Frame Theory

The relation between Isaac Newton’s and Albert Einstein’s theories of gravitation NG and
GR has, of course', been studied ever since the latter was formulated. The basic work?
for elucidating this relation was done by Elie Cartan and Kurt Friedrichs. It was extended
by Andrzej Trautman, Peter Havas, Georg Dautcourt, Hans-Peter Kiinzle, James Michael
Nester, David Malament, Martin Lottermoser and others. In the 1980s, Jiirgen Ehlers
has merged and consolidated the approaches taken before and devised his frame theory
providing a mathematically consistent framework for the analysis of the Newtonian limit.
Frame theory has been widely used ever since for many different purposes some of which
we will encounter in this chapter.

As we have already discussed in the introduction, there are both physical and philo-
sophical reasons for why it is desirable to understand the relationship of NG and GR.
A mathematical reason also exists: The better we understand the Newtonian limit, the
easier it becomes to transfer well-known Newtonian facts like existence or non-existence
of certain configurations into GR by e. g. implicit function theorem type arguments or by
proving that such configurations would persist under the Newtonian limit, respectively.

las Jiirgen Ehlers puts it in [EhI89].
2The historical account in this paragraph is quoted from p. 96 of Jiirgen Ehlers article [EhI89] and we
refer the interested reader to this article and the references cited therein.
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An example for this is the existence of rotating stars asserted by Uwe Heilig [Hei95] using
Ehlers’ frame theory and an implicit function theorem type argument.

Returning to the physical point of view, consistency and interpretational as well as
modeling guidance are among the main arguments for studying the Newtonian limit. Con-
sistency here means that — mainly because Newtonian gravity is still used for calculations,
measurements, and constructions and since it prevails in most people’s intuitive views of
the world — it should be ensured that general relativity “includes” Newtonian gravity as a
special or limit case or in other words that GR goes over to NG as ¢ — oo, a limit relation
which is generally called the “Newtonian limit”. This applies in particular not only to the
mathematical variables characterizing gravitational systems like the associated Lorentzian
metrics and matter tensors but also and even more so to the physical properties of these
systems like mass, momentum, etc.

The reason for this particular relevance of understanding the Newtonian limit of phy-
sical properties is twofold: First of all, the mathematical variables are in some sense only
the mathematical description of a physical system while its physical properties represent
the characteristic features that really matter. Secondly, relativistic notions of physical pro-
perties like mass, momentum etc. are not automatically or canonically defined but must
be specifically devised. One part of the justification of these definitions should then be to
show that they converge to their Newtonian counterparts in the Newtonian limit.

This takes us back to the story line of this thesis, and we would like to continue by shortly
recapitulating Ehlers’ frame theory loosely following Martin Lottermoser in [Lot88]. For
a more extended introduction, we refer the interested reader to any of Jiirgen Ehlers’
expositions [EhI81, Ehl86, EhI89], to [Lot88] itself, or to the recent overview article by
Todd Oliynyk and Bernd Schmidt [OS09].

The main problem one encounters when trying to define the Newtonian limit rigorously
is the fact that Newtonian gravity is a coordinate-variant® (vectorial or potential) while
general relativity is a coordinate-invariant (tensorial) theory which makes their compari-
son troublesome. One of the basic ideas underlying frame theory dates back to Elie Cartan
[Car23] and consists in generalizing Newtonian gravity to a coordinate-invariant “geome-
tric” theory which is named “Newton-Cartan theory” after its inventor. It is closely related
to the notion of Coriolis force as discussed in [Dau89]. Jirgen Ehlers’ frame theory (FT)
brings together Newton-Cartan theory and general relativity in a common framework.

Let us now become more specific. We begin by introducing the basic notions and quan-
tities characterizing instances of frame theory. These instances are called “mathematical
models (of frame theory)”. They consist of a smooth 4-manifold L* together with two
smooth symmetric tensor fields s*?, tas, and a smooth torsion-free connection? Fgﬂ defi-
ning the geometry on L*. L* is called a spacetime and s*® and t,5 are called spatial metric
and temporal metric, respectively. Fgﬁ is called the gravitational field.

The spatial and temporal metrics and the connection are together replacing the Lorent-
zian metric ds? of GR in frame theory. This is meant as follows: The Lorentzian metric of
GR can be used for many purposes: to perform the musical operations of pulling indices
up and pushing them down, to define space-, and timelikeness, to define the Levi-Civita

3in particular allowing for inertial systems of coordinates.
41t is a slight abuse of notation to denote the connection in abstract index notation since it is not a
tensor; however, we follow this tradition as we believe that no confusion can arise from it.
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connection, to define the different curvature tensors etc. In frame theory, these tasks are
distributed amongst the spatial and temporal metrics and the connection, respectively.

For example, the spatial metric of frame theory is used to pull indices up: If 7%+ 5
is a tensor at a point p € L*, then pulling up the index 3; produces the (new) tensor

aq...0 Oft1 P aq...0 ak-‘—lﬂi
T B1.-Bi—1 o Biv1-Br T Bi..BiS

at p, where the e at the former position of the index 3; indicates which index we have pulled
up. This indication is necessary as — other than in GR — pulling up indices is a potentially
irreversible act in FT (because the spatial and temporal metrics are not inverses of each
other). Similarly, the temporal metric can be used to define how to push an index «; of
the tensor T3 5 down. This gives rise to the (equally new) tensor

Ta1...aj715l'+1Oéj+1~-~0‘kﬂlmﬁl = Talmakﬁuﬂztajﬁzﬂ
at p. Again, the symbol e indicates which index we have pushed down. This procedure
also is potentially irreversible (and not, as customary in GR, in any sense the 'reversion’
of pulling an index up). But although the spatial and temporal metrics are not inverses of
each other, they do have a very special relation, namely

taps™ = — A" (6.1)

with A € R the so-called causality constant of the mathematical model.

The spatial metric s*° can furthermore be used to define spacelikeness of 1-forms (not
tangent vectors!) at a point p € L*: w, € T;L4 is called spacelike if it satisfies s w,wg > 0.
Timelikeness is defined for tangent vectors at a point p by aid of the temporal metric ¢,4:
X € T,L* is called timelike if t,sX*X? > 0. As in GR, unit length (t,5V°V? = 1)
timelike vectors represent “observers”. The spatial directions of an observer X* € T,L*
are those vectors Y* € T, L* that are orthogonal to X via t,g or in other words those Y
that satisfy t,5X“Y? = 0. We are now in a position to formulate the next two axioms the
metrics s*° and t,4 of a mathematical model of FT have to comply with:

(i) At each p € L*, there must exist a timelike vector X € T, L*.

(ii) At each p € L* and for all timelike X* € T, L*, s/ is positive definite on the space
{wa € Ty LY wa X* = 0}.

We continue our description of how the different usages of the Lorentzian metric ds?
of GR are distributed amongst the frame theoretical geometric quantities by discussing
covariant derivatives and curvature. Non-surprisingly, covariant derivation is defined with
respect to the connection Fgﬁ. As usual in the pseudo-Riemannian framework, covariant
differentiation is notated by a semicolon in abstract index notation. Observe that I' 5 was
required to be torsion-free (like the Levi-Civita connection of ds* in GR). As a replacement
for the Riemannianness of the Levi-Civita connection in GR, FZB, 5% and t,p must satisfy

s*,=0 and t,p, =0. (6.2)

Being a torsion-free connection, FZB automatically induces a Riemannian curvature endo-
morphism Rm,z,* through Formula (1.15). Note that because the musical operations are
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in generally irreversible in FT, the positions of the indices (i. e. whether they are upstairs
or downstairs) in the curvature expressions is relevant. This is accounted for in the formu-
lae and facts listed in Sections 1.2 and 1.3. In particular, the Ricci tensor can be defined
by Ricag := —Rmg,," without using any musical operations.

We can now formulate the last geometric compatibility requirement relating the spatial
and temporal metrics of a mathematical model of frame theory with its connection. It
reads

Rm,;." =Rm,;.". (6.3)
Observe that the Riemannian curvature endomorphism of GR possesses this symmetry
automatically.

Besides the geometric quantities L4, s ¢4, FZ,B? and the causality constant A\, a ma-
thematical model of frame theory also consists of a smooth symmetric energy-momentum
or matter tensor T®? (just as GR does). As in GR, this matter tensor gives rise to notions
of matter density p, momentum density J, and stress S. Concretely, for a given obser-
ver X* € TL*, the observed density is given by p(X®) = T53X*X?. The momentum
observed by X in its spatial direction Y* with unit length SO‘BY;YB. = 1 is defined as
J(X*YP) = T X @Y8 and the stress observed by X® in unit length spatial directions
Y, Yy is given by S(Y2,Yy) 1= TasY*Yy, cf. Satz 4 in [Lot88].

The matter tensor and connection of a mathematical model of F'T have to combine such
that the matter tensor is divergence free (“conservation equation”):

T 5 =0. (6.4)
Moreover, together with ¢4, they have to satisfy the generalized Finstein equations
. [ X ) 1 { ]
RlCag = 87TG ( af T éTuuta[;) (65)

with G the same gravitational constant as above. Note that, in contrast to the standard
Einstein equations (2.1), Ric,g —% R gop = 82—4GT g, the generalized Einstein equations do
not explicitly contain the speed of light ¢ (nor the causality constant, which is tightly
related to the speed of light as we will see in a minute). This is voluntary as it allows
for taking a well-defined Newtonian limit without making the equations singular in the
process.

In addition, the generalized and standard Einstein equations differ in that the first of
them relates the Ricci tensor to the matter tensor and the trace of the matter tensor while
the latter one relates the Ricci tensor and its trace to the matter tensor. However, taking
the trace of the standard Einstein equations and inserting the result of this computation,
R = —SZTG tr T, into them shows that the standard Einstein equations are in fact equivalent
to Ricas = 2 (Tas — 3 tr T gap) which already looks much more similar to (6.5).

Let us collect the above exposition into the following definition.

Definition 6.1.1 (Mathematical Models of Frame Theory). A mathematical model of
frame theory is a tuple S = (L*, 5% 1,5, Fgﬂ, T \) consisting of a spacetime L*, spatial
and temporal metrics s*? and t,5, a gravitational field (connection) FZB’ a matter tensor

T8 and a causality constant A such that Equations (6.1) through (6.5) as well as items
(i) and (ii) above are satisfied.
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6 The Newtonian Limit

By design, any relativistic system/solution to GR should give rise to a mathematical
model of FT. Luckily enough, this holds true. The following proposition tells us how we
can recover GR from FT. It is implicit in [Lot88, Ehl89].

Proposition 6.1.2. Let (L*,ds* = gns) be a smooth Lorentzian spacetime, T a smooth
symmetric matter tensor field on L*. Suppose that gas and T°? satisfy the Einstein equa-
tions (2.1) with respect to the Levi-Civita connection Fgﬁ of gap- Set

1
A== and topi=—Agap and s := g’ (6.6)

2
Then (L4, s“ﬂ,tag,Fgﬁ,TO‘fB, A) is a mathematical model of frame theory. The relativistic
and frame theoretical notions of space- and timelikeness, matter density, momentum den-
sity, and stress tensor also coincide.

Proof. Equations (6.1) through (6.3) as well as (i) and (ii) directly follow from the fact
that Fgﬁ is the Levi-Civita connection of the pseudo-Riemannian metric g,3. The ge-
neralized Einstein equations (6.5) follow from the standard Einstein equations (2.1) as
described above. Finally, the conservation of matter equation (6.4) follows from apply-
ing the contracted second Bianchi identity (or Schur’s lemma) to the standard Einstein
equations. O]

As before, the constant ¢ in this proposition denotes the speed of light. At first, it might
seem strange to assign the value ¢=2 to the causality constant as ¢=2 appears to be a fixed
number and thus the same one for all relativistic systems. This, however, is not the case as
we have not fixed units so far. Different choices of length and time units obviously lead to
different numerical values of the speed of light and thus to different values of A, cf. pp. 7ff
and p. 14 in [Lot88]. In dynamical GR, one can replace this unit argument by comparing
the speed of light ¢ to “typical” velocities in the dynamical relativistic system. As we are
interested in static systems, this does not work as there is no typical non-zero velocity in
the static case.

Since FT is supposed to unite GR and NG, we also expect Newtonian gravitational
systems to be mathematical models of frame theory. Sure enough, this is correct as the
following proposition asserts®. It is proven on page 40ff in [Lot88].

Proposition 6.1.3. Let p,U : R® — R be smooth functions satisfying AU = 4nGp and
LY =R x R3. Let (z%) := (t,2°) denote Cartesian coordinates on L* and set

A =0
tw: = 0,0,
st = 07 670Y (6.7)
Thy: = 606,0507U,
T% . = pole.

Then (L*, st .5, Fiﬁ, T, \) is a mathematical model of frame theory. In particular, the
Newtonian and frame theoretical notions of matter density coincide.

>The Newtonian gravitational systems considered here are not the most general ones one could consider
since U does not even depend on time. Since we are only interested in static situations in the end, this
does not concern us. More information on general Newtonian systems can be found in [Lot88, OS09].
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6.2 Static Isolated Systems in Frame Theory

Now that we have learned that both GR and (static) NG arise as special cases of FT
it is natural to ask the opposite question of whether and if so how many and what type
of other mathematical models of F'T there are. The answer is simple for positive causality
constant A\: Any mathematical model of FT with A > 0 corresponds to a solution of GR
(with different numerical values of the speed of light ¢ depending on the value of \). This
is well-known and can be proven directly just as Proposition 6.1.2.

For A = 0, the answer is more involved as all solutions to the Newton-Cartan theory
mentioned above can occur. In the case of static isolated mathematical models of FTS,
though, the Coriolis forces related to the additional freedom offered by Newton-Cartan
theory vanish and static isolated solutions of NG remain the only mathematical models of
FT with A = 0 (when choosing adapted coordinates), cf. p. 5 in [OS09], p. 42 in [Lot88],
and Section 6.2 below.

6.2 Static Isolated Systems in Frame Theory

In this section, we will introduce staticity and asymptotic flatness concepts in FT. On our
way, we will continuously compare the new frame theoretical notions with their relativistic
counterparts. An analysis of what these frame theoretical notions signify in the Newtonian
or Newton-Cartan sector of FT will be carried out at the end of the respective explanations,
cf. pp. 97f and Theorem 6.2.13.

As a first step, let us quickly discuss 3 + 1 decomposition of spacetimes in FT. We cite
the following definitions and lemma from pp. 14f in [Lot88] adapting it to our notation
and nomenclature.

Definition 6.2.1. Let (L*, %%t 4, Fgﬁ, T°%,)\) be a mathematical model of frame theory,
X e I'(TL") a smooth timelike vector field. We call
XX

5= 05 = o <xo

the projection onto the orthogonal complement X+ = {Y? € T(TL*) |t X*Y? = 0} of
X“. Moreover, we set

3 = s 4 A
and call %9®? the (generalized) inverse 3-metric corresponding to X,

Lemma and Definition 6.2.2. Let (L*, 57 1,p, Fgﬂ, TP \) be a mathematical model of
frame theory, X* € T(TL*) a smooth timelike vector field. There exists a unique smooth
symmetric tensor field *g,p on L* satisfying

3gaﬂXa =0

3ga5367w7 = w,

5We will give a precise definition of this notion in Section 6.2.
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6 The Newtonian Limit

for all w, € T(T*L*) with X w, = 0. We call o5 the (generalized) 3-metric corre-
sponding to X®. %,z is positive semi-definite when restricted to the orthogonal comple-

ment X+. Moreover, %jap, *9°°, and 11§ satisfy
Hg Hlyj 3gau = g 39011/ = 39,31/
X2 X2
A ’ o = ot b ta
Jab = Xuxv P
SQaBXE = 0
39@6 3967 = II,
o118 o
mend = T

If X gives rise to an integrable tangent distribution”, we can interpret (the restrictions
of) 3gas and %’ as a 3-metric induced on the integral submanifolds and its inverse,
respectively. For A > 0, i. e. in the case of GR, %,z indeed corresponds to the Riemannian
3-metric induced onto the time-slice defined by X by the Lorentzian 4-metric. Similarly, in
the Newtonian case described in Proposition 6.1.3, we find 11§ = 8§ — 6705, %jap = 535%6”
and %% = §2675% when choosing X* = §2.

Killing Vector Fields and Staticity in Frame Theory

Recall that a static spacetime in GR is a spacetime possessing a timelike Killing vector field
X which is hypersurface-orthogonal, i. e. satisfies X[,*V3X,} = 0. In GR, hypersurface-
orthogonality of the static Killing vector field allowed us to 3 + 1-decompose spacetime
canonically with time slices ( “hypersurfaces”) orthogonal to the Killing vector field, cf. Sec-
tion 2.2.

In order to define static mathematical models of F'T, we need to generalize both of these
notions, Killing vector fields and hypersurface-orthogonality, to FT. As both formulae
implicitly refer to pulled down indices versions of the timelike vector field X, this cannot
be done by reinterpreting the formulae without any further thinking. To the contrary,
especially the definition of hypersurface-orthogonality is fairly involved and relies on the
concept of a “defect” tensor developed® in [Lot88]. Moreover, we will need a generalization
of the concept of extrinsic curvature/second fundamental form to the realm of FT.

Let us begin by defining Killing vector fields in F'T. Recall that we have extended the
notion of Lie derivative Lx.- to include Lie derivatives of connections in Section 1.3 for
just this purpose. We make the following definition.

Definition 6.2.3 (Killing Vector Fields in FT). Let F := (L* 57 t,p, Fgﬁ, T, \) be a
mathematical model of frame theory, X* € T'(T'L*). X* is called a (generalized) Killing
vector field for F it

QXVSQ’B = QXutaﬁ = SX”FZB = SXuRmam“ = O,

where Rm,g./ is the induced Riemannian curvature endomorphism of the system.

Tcf. pp. 42f.
81t is attributed to Robert Geroch, there.
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6.2 Static Isolated Systems in Frame Theory

Remark. Propositions 1.3.4 and 6.1.2 ensure that this definition is equivalent to the clas-
sical definition of Killing vector fields in GR.

As announced above, we will need the concept of “defect tensor” and a generalization
of extrinsic curvature/second fundamental form in FT in order to formulate hypersurface-
orthogonality in F'T. These notions are given by the following definitions and lemmata
which correspond to Lemma 3 and Lemma 5 in [Lot88], but which we have tailored to the
situation studied here in order to avoid making even more definitions.

Lemma and Definition 6.2.4. Let (L*, 57 1,p, Fgﬁ, TP \) be a mathematical model of
frame theory, X® € T(TL*) a smooth timelike vector field and 115 the projection onto the
orthogonal complement of X*. The expression
Yoo v ITY
D, =215 11} I,
defines a tensor which we call the defect tensor of X<. With this definition, Dlﬁ =0
holds if and only if the tangent distribution D := {IIY? |Y? € T(TL")} is integrable.

In simple terms, the defect tensor thus measures how far a timelike vector field is from
canonically decomposing spacetime in a 3 + 1 fashion. The proof of the lemma relies on
Frobenius’ theorem 1.2.1. The next lemma extends the concept of extrinsic curvature from
pseudo-Riemannian geometry to FT.

Lemma and Definition 6.2.5. Let (L4,sa5,taﬁ,Fgﬁ,Ta5,)\) be a mathematical model
of frame theory, X® € T(TL*) a smooth timelike vector field and 15 the projection onto
the orthogonal complement of X*. We define the associated 1-form w,, the associated
‘H-tensor field H,p, and the generalized extrinsic curvature tensor or generalized
second fundamental form A,z by

(]
. Xa
Wq

=g Moo= BTG, ond b = Heo,

respectively. wq, Hap, and hapg are smooth tensor fields. The defect tensor of X is related
to Hap by
Dls=2X"Hap)- (6.8)

Remark. In the subcase of GR and a vector field X* with vanishing defect tensor, this
definition of (generalized) extrinsic curvature/second fundamental form coincides with the
traditional one (if restricted to the leaves of the foliation from Lemma 6.2.4), a fact that
follows from a direct computation using Proposition 6.1.2.

Using these definitions and facts from [Lot88], let us now generalize the notion of
hypersurface-orthogonal timelike Killing vector fields from GR to FT. Our definition is
modeled on the insight that hypersurface-orthogonal timelike Killing vector fields in GR
canonically 3 4+ 1-decompose spacetime so that the time slices are orthogonal to the Kil-
ling vector field. Again, our definitions are consistent with the definitions of hypersurface-
orthogonality, time slices, and staticity in GR.
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6 The Newtonian Limit

Definition 6.2.6 (Hypersurface-Orthogonality in FT). Let (L4,sa5,ta5,FZﬂ,Ta5,A) be
a mathematical model of frame theory, X* € I'(T'L*) a smooth timelike Killing vector
field. We call X hypersurface-orthogonal if the induced defect tensor DZYB vanishes. In
that case, we call the integral submanifolds of the tangent distribution D given by Lemma

6.2.4 time slices for the vector field X°.

Definition 6.2.7 (Staticity in FT). Let F := (L*, 5% ¢z, I’Zﬁ, T°%,)\) be a mathematical
model of frame theory. F is called static if there exists a timelike Killing vector field
X* e I(TL*) which is hypersurface-orthogonal.

The following theorem is now immediate.

Theorem 6.2.8 (Static Metric Theorem). Let (L* ds* = gu.g) be a smooth Lorentzian
spacetime, T®® a smooth symmetric matter tensor field on L*. Suppose that g,z and T*?
satisfy the Einstein equations (2.1) with respect to the Levi-Civita connection FZB of Gag-
Define the associated mathematical model F of FT as in Proposition 6.1.2. Then F 1is
static in the sense of Definition 6.2.7 if and only if it is static in the sense of GR (with
respect to the same field X ).

Moreover, if the spacetime is static, the fields *g;; and %g" arising as the restrictions of
the generalized 3-metric and inverse 3-metric %g5 and %®° to the time slices coincide with
the 3-metric %g;; and its inverse *g" induced by ds®.

Proof. Follows from straightforward calculations and from Propositions 1.3.4 and 6.1.2. [

Just as in GR, the time slices of static mathematical models in FT have vanishing second
fundamental form. This is asserted in the following proposition.

Proposition 6.2.9. Let F := (L*, s t,3, Fgﬁ, T, \) be a mathematical model of frame
theory which is static with respect to X* € T(TL*). Then the associated H-tensor field
and generalized mean curvature tensor satisfy

Hop =0 and hys =0.
Moreover, the 1-form w, is closed.

Proof. Clearly, as Dzﬁ = 0 by staticity, Hqp must be symmetric and thus Has = hag. Let
II5 denote the projection onto the orthogonal complement of X®. By definition of h,g, we
find

hag = —TEIE w,,
def:wH —HM HV tlLPX,?l/ B 2w“t¢¢X¢X‘?y
Brle \ ¢ XnXT to XEXT

= —TI* 11 ﬂ'
Bt XrnXT

Now the left hand side of this equation is symmetric by construction while the far right
hand side is antisymmetric by the Killing equation Lxvt,s = 0. Thus hes = Hag = 0.
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6.2 Static Isolated Systems in Frame Theory

Hop = 0 implies that wiy,s vanishes on the product of the orthogonal complement X +
with itself. To show that w, is closed, it thus suffices to show that wj,.gX ay# = for all
Y? € X+, This goes as follows: By the Leibniz rule, we find

def. wa
205 X Y = XY Pw, — 2w, X% w, X", Y"?
=1
- Xlstau XPY?

2wWoY* w, X"
tUTXUXT + w\/_,w# 8

=0
X Killin& def. wq

—X’fﬂYﬁwu + X’fBYﬁwu = 0.

This implies Hap = hop = —Hgl‘[gwu;y = (0 and thus finishes the proof. O

The matter quantities p, J%, S*? also behave accordingly as the following proposition
asserts.

Lemma 6.2.10. Let (L*, s° top,Thy, T, X) be a static mathematical model of frame
theory with respect to some field X € F(TL4) Then the momentum density J* observed
by X vanishes and the matter density p and stress tensor S®® observed by X are constant
with respect to X* (in the Lie sense).

In order to close this section on staticity in FT, let us quickly review some of the
above notation and suggest some suggestive abuse of it for the remainder of this thesis.
Let F = (L*, 5% t,ps, Fiﬁ, T°,)\) be a static mathematical model of FT with respect to
X* € I(TL*). Mimicking our topological assumptions described in Section 3.1, we call
F standard static if L* can be decomposed into R x M?3, where M?3 is any of the time
slices of L* with respect to X®. Henceforth, we restrict our attention to standard static
mathematical models of F'T.

For any of these standard static mathematical models F of FT, let %;; and %" denote
the restriction of the generalized 3-metric and inverse 3-metric to the tangent bundle of
M?, respectively. Let the lapse function N of F be given by N := /t,sX*X? and observe
that this coincides with the definition given in the relativistic case as t,s = —c 2ds? in
that case by Proposition 6.1.2. We will see below that N = const. in the Newtonian case
(i. e. for A =0).

Staticity in the Case \ =0

For the remainder of this subsection, let us consider static mathematical models of FT
with A = 0. In that case, any hypersurface-orthogonal timelike Killing vector field X has
constant length because of the following consideration: By definition of staticity, the defect
tensor vanishes. Translating this into components, we obtain X Wy = 0. Multiplying this
with X gives X9, = X, X"w,,. The trace of this equation amounts to X%, = X9 X"w, =
— XX W, where the last step comes from X being a Killing vector field. This, however,
glves us X9, = 0 and thus, again using the Killing property and the fact that w, is closed,
we obtain (tagXaXﬁ)W = —2w, X%, (tapX*XP) = 0. This shows that X* has constant
length. We henceforth assume that this constant equals 1 without loss of generality. Then,
in particular, w, = X for A = 0.
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6 The Newtonian Limit

This puts us in the position to cite some results on the A = 0 case from [Lot88]. There,
it is shown on pp. 40ff that for A = 0 and any choice of unit length timelike vector field
X, the associated H-tensor (which is called x,gs, there) must automatically vanish. This
implies that the induced defect tensor 1535 must vanish identically for any such observer.
Moreover, it is asserted there that the 3-dimensional Ricci tensor on the time-slices with
respect to this observer X® must vanish and thus by Formula (1.4) the time slices must
be intrinsically flat.

Now, as our particular observer X“ is a Killing vector field for %z, there must locally
exist “Galilei coordinates” (¢, z%) as well as possibly time dependent vector fields g, O on
the time slices such that ¢ is a “force” and Q is a “Coriolis force”. g is derived from the
gravitational field T 5 and characterizes it completely. Since X is a Killing vector field for

s and t,p, neither g nor O depend on time in our case. This implies that rot § = 0 and
thus, locally, there is a (time independent) Newtonian potential U for g,i.e. § = —grad U.
Observe that this Newtonian potential refers to a given system of Galilei coordinates (¢, z°)
and thus in particular to a given system of Cartesian coordinates (x%).

As it is shown in [Lot88], suitable fall-off for Q — namely any fall-off that ensures a
uniquely solvable Dirichlet problem for the (flat) Laplace equations AQ = 0 — then gives
Q = 0 (if the time slices are diffeomorphic to R?). This holds in particular if the system
is “isolated”, cf. p. 5 in [OS09]. Combined with the above representation of § using the
Newtonian potential U, we can read off the well-known (local) equation

AU = 4rGp.

If the time slices are simply connected, the Galilei/Cartesian coordinates and the potential
U exist globally; we normalize U by U — 0 as » — oo in the case of isolated systems.

Asymptotic Flatness in Static Frame Theory

In the above section, we have unified the concepts of staticity coming from GR and NT
into Definition 6.2.7, c¢f. Theorem 6.2.8 and the Newtonian considerations in the subsec-
tion on pp. 97f. This section is now dedicated to generalizing the concept of asymptotic
flatness to FT (for static mathematical models). Again, we will model our definitions on
the relativistic notions and discuss their relation to the Newtonian ones at the end of this
subsection, cf. Theorem 6.2.13.

In analogy to our definition of geometrostatic systems, cf. Definition 3.1.2, we define
“static isolated systems in F'T” as follows.

Definition 6.2.11. Let F = (R x M?’,so‘ﬁ,tag,FZB,TO‘ﬁ,)\) be a static mathematical
model of frame theory and let £ € N, k > 3, and 7 > 1/2 such that —7 is non-exceptional
(i. e. 7 ¢ Z). We call F a (k,7)-static isolated system in FT if, in addition, the following
conditions hold for the induced generalized 3-metric %;; and lapse function N:

(ia) (M3,%;;) is a (k,q = 2, 7)-asymptotically flat manifold.

(ib) If A = 0, there exit global Cartesian coordinates on M3, i. e. coordinates (z¥)
such that (%;;) = (d;;) holds in components with respect to these coordinates.
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6.2 Static Isolated Systems in Frame Theory

(i) N > 0in M? and N(p) — 1 as p — oo in each end of M?3.
(ili) p >0, S;; > 0, and the supports of p and S;; are bounded away from infinity.

As before, we will call F a static isolated system in F'T system for short if k£ and 7 are either
clear from context or arbitrary. For abbreviational purposes, we call the hypersurface-
orthogonal timelike Killing vector field X making F a static isolated model of FT the
staticity field for F.

Remarks. This definition implicitly includes the topological assumptions that (M?,%;;) is
either geodesically complete or an individual end diffeomorphic to an exterior domain of
R? (through (ia)). Through (ib), condition (ia) in fact reduces to a topological condition
if A = 0. Observe that condition (ii) is void for A = 0.

For later convenience, we also redefine the concept of wave-harmonic coordinates in the
frame theoretical setting.

Definition 6.2.12. If (z¥) is a system of local coordinates for the time slice M3 of a given
static isolated system F in FT, then we call (2*) wave-harmonic coordinates for F if they
satisfy
Ny 3k,

N
Remark. By Lemma 3.1.3, this definition coincides with the relativistic one if A > 0. In the
A =0 case, N = 1 and %;; is flat and thus wave harmonic coordinates are ordinary harmo-
nic coordinates with respect to the Euclidean metric. In particular, Cartesian coordinates
are wave harmonic if A = 0.

iip gk =

Together, the above considerations imply the following theorem.

Theorem 6.2.13 (Static Isolated Systems Theorem). Let k € N, k > 3, and 7 > 1/2
such that —7 is non-exceptional. Let F = (R x M3, 5% 1,5, F’;B,To‘ﬂ, A) be a (k,T)-static
isolated system in FT. If \ > 0, F naturally corresponds to the (k, T)-geometrostatic system
(M3,%;;, N, p, Si;). Here, M® denotes the time slice of F, %g;; and N denote the (restriction
of the) generalized 3-metric and the lapse function, respectively. p and S;; denote the mass
density and stress tensor induced from T?, respectively.

If, on the other hand, X = 0 and M? is simply connected, then F naturally corresponds
to a static isolated Newtonian system with a global system of asymptotically flat Cartesian
coordinates on M? and a corresponding smooth Newtonian potential U : M3 — R.

Moreover, a system (x*) of local coordinates for M? is wave harmonic for F if and only
if it is wave harmonic in the geometrostatic sense (for A > 0) or harmonic with respect to
the Euclidean metric (if A =10).

Remark. The role of the Newtonian potential U appearing in the A = 0 case is exactly the
one described in Proposition 6.1.3; similarly, the A > 0 case relies on Proposition 6.1.2.

Proof. For positive causality constant, this just summarizes the results from Proposition
6.1.2, Theorem 6.2.8, and the discussion before and after them. For vanishing causality
constant, this is a summary of the results of [Lot88] and our interpretation of them as
discussed on pp. 97f using the afore-mentioned isolated systems idea formulated on p. 5
in [OS09] and the above considerations of wave harmonic coordinates. O
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6 The Newtonian Limit

Pseudo-Newtonian Reformulation of Static Isolated Systems in FT

As a final step towards our analysis of the Newtonian limit of mass and center of mass,
we need to translate the notion of pseudo-Newtonian systems into FT. This is indicated
because we intend to take the Newtonian limit of the quasi-local formulae of mass and
center of mass which are defined in the language of pseudo-Newtonian gravity, cf. Sections
4.2 and 4.3. We make the following definition of pseudo-Newtonian metric and potential.

Definition 6.2.14. Let F = (R x M3, so‘ﬁ,tag,Fgﬁ,T“/B, A) be a static isolated system
in FT, N its lapse function and “;; its generalized 3-metric. We define the (generalized)
pseudo-Newtonian metric v;; of F to be the conformally transformed metric v;; := N?%;;
on M3. Now, if A = 0, assume that M? is simply connected and pick a system of Cartesian
coordinates for M?3. We define the (generalized) pseudo-Newtonian potential U of F by

A tIn N A#0
U: M5 R:pes nNp) A#

U(p) A =0,
where in case A = 0 the function U : M?® — R is the Newtonian potential given with
respect to the chosen Cartesian coordinates and normalized by U — 0 as r — oc.

This definition of pseudo-Newtonian potential U might not seem very natural as the
cases A > 0 and A = 0 are treated separately. However, it is specifically tailored to ensure
coincidence with the afore-defined pseudo-Newtonian and the classical Newtonian concept
of a “potential”, cf. Theorems 6.2.15 and 6.3.3. We can thus interpret the difference in
the definitions of U as being due to the systematic difference between relativistic and
Newtonian systems.

The above-mentioned coincidence is summarized in the following theorem.

Theorem 6.2.15 (Pseudo-Newtonian Systems Theorem). Let F be a static isolated sy-
stem in F'T with causality constant X and time slice M3. Assume that M? is simply connec-
ted if A\ = 0. The following statements hold true:

o [f A > 0, then the generalized pseudo-Newtonian notions of metric and potential
coincide with the pseudo-Newtonian notions defined in geometrostatics.

o [f A\ =0, then the generalized pseudo-Newtonian metric is flat and the generalized
pseudo-Newtonian potential coincides with the classical Newtonian one (both refer-
ring to the same system of Cartesian coordinates).

Moreover, a system (z¥) of local coordinates for M? is wave harmonic for F if and only
if it s harmonic for the associated generalized pseudo-Newtonian metric v;;.

Proof. Let A > 0, first. The lapse function N and the generalized 3-metric %,;; agree
with the corresponding geometrostatic variables by Theorem 6.2.13. As U and +;; are
constructed from them in exactly the same manner in FT and in geometrostatics (cf. p. 57),
they must also coincide. Coincidence of wave harmonic and ;;-harmonic coordinates then
follows from Lemma 3.1.3.
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6.3 The Newtonian Limit of Geometrostatics

For A = 0, the conformal change is trivial as N = 1. Moreover, the generalized pseudo-
Newtonian potential agrees with the Newtonian one by construction. By Theorem 6.2.13,
wave harmonic coordinates are harmonic coordinates with respect to the flat metric %,;; =
7ij, automatically. O]

Before we move on to define the Newtonian limit, we give another indication of why the
pseudo-Newtonian potentials play similar roles in the relativistic and Newtonian settings:
Recall that the Newtonian potential has arisen as a “potential” for the 4-dimensional
connection I'y ; as in Proposition 6.1.3, namely I'y ; = 6}'0,056“U ; in Cartesian coordina-
tes. This expression is similar to the first term in the related expression for A > 0:

I, = ooLshe™Vy U ; 4 ohoksh Ty,
A (20160, 0% U s — 2646, 85 U rd; + 648555U ;77" Y - (6.9)

This formula is a direct consequence of Theorem 6.2.15. Anticipating that +;; converges to
d;j, 713, converges to 0, and I' 5 converges to re 5 in the Newtonian limit, a comparison of
the two above expression suggests that the separate definitions of the pseudo-Newtonian
potential interlock reasonably in the Newtonian limit.

This argument closes our analysis of static isolated systems in frame theory. We continue
our visit to frame theory by discussing the Newtonian limit in general and in the context
of static isolated systems in particular.

6.3 The Newtonian Limit of Geometrostatics

In order to enable us to properly define the Newtonian limit, let us quickly introduce
notions of convergence for families of coordinates and tensor fields: Let M™ be a smooth
manifold and  C M™ an open subset. Let (z¥(\)) be a family of systems of coordinates
on Q which is parametrized by A € (0,¢) for some € > 0. Let also (2%(0)) be a system
of coordinates on Q. We say that (z()\)) converges pointwise to (x*(0)) as A — 0 on Q
if 28(\)|, — 2%(0)|, for all p € Q and all k = 1,...,n. We say that this convergence is
uniform on Q if ||z%(X) — 2%(0)| oy — 0 as A — 0.

Similarly, we define pointwise and uniform convergence of families of tensor fields on
M™. Let Tflli:'.it(k) be a family of tensor fields on an open subset 2 C M"™ parametrized by
A € (0,¢). Let (z%(\)) be local coordinates on € converging pointwise to local coordinates
(2%(0)) on Q. We say that 71]115:()\) converges pointwise to some tensor field ﬂ-jﬁ::it(O)
with respect to (z%()\)) as A — 0 if for each p € M", the family of component matrices
(ﬂﬂlhji'if()\ﬂp) with respect to (z¥(\)) converges to the component matrix (Ti{::i’ﬁ(O)\p) with
respect to (z%(0)) as A — 0. This convergence is measured with respect to the norm
induced on the corresponding space L, (s, t) of multilinear maps from (7,M™)* x (T;M")"
into R by the flat metric d;;], in the given coordinates (z*(0)).

Note that this convergence depends on the chosen local coordinates (z¥()\)) because the
coordinate transformations between two families of coordinates parametrized by A\ need
not behave properly as A — 0. The convergence does not, however, depend on the norm
chosen on L,(s,t) as this space is finite dimensional and thus all norms on it are equivalent.

101



6 The Newtonian Limit

This definition can straightforwardly be extended to include pointwise convergence of
families of connections parametrized by A € (0,¢) as the difference of two connections is a
tensor.

Moreover, we say that Tfllzﬁ()\) converges uniformly to Tfllzﬁ (0) with respect to (z*(\))
as A — 0 if (z¥(X)) converges uniformly to (2¥(0)) and if the family of component matrices
(T7*7¢(X)) converges uniformly to the component matrix (77'"7*(0)) with respect to the
norm induced on the corresponding tensor bundle on 2 by the flat metric d;; in the given
coordinates (z*(0)). Again, this convergence does depend on the coordinates chosen.

We now make the following definition of the Newtonian limit following [Lot88] but

specifying the sense of convergence more precisely.

Definition 6.3.1. Let F()) := (L*, s*°(A), tag(A), Ths(A), T*(X), A) be a family of ma-
thematical models of frame theory parametrized by A € (0,¢) for some ¢ > 0. We
say that the family F()\) has a pointwise Newtonian limit F(0) := (L*,5*(0),ta5(0),
I 5(0), 7°%(0),0) if

e 7(0) is a mathematical model of FT.

e The fields s*%(\), tag(A), Thg(A), T*?(X) converge to the corresponding fields of F(0)
as A — 0 pointwise on L*, respectively.

e The induced curvature endomorphisms Rm,g.*()\) converge pointwise on L* to the
induced curvature endomorphism Rm,g,"(0) as A — 0.

If Q C L* is an open subset with uniformly convergent coordinates (z%(\)) — (z%(0))
as A — 0, then we say that F(X) has the uniform Newtonian limit F(0) on Q if (the
restrictions to {2 of) all these fields including the Riemannian curvature endomorphisms
converge uniformly to the respective fields on 2 as A — 0.

Remark. Pointwise and uniform Newtonian limits are clearly not the only possibilities.
In fact, the preferred notion of convergence might actually depend on the context. If, for
example, one wants to consider limits of asymptotically flat mathematical models, weighted
Sobolev spaces with respect to particular asymptotically flat systems of coordinates (z*(\))
can be more suitable. This approach is taken in many papers proving existence of families
of mathematical models of F'T having a Newtonian limit.

For the purpose of this thesis, however, we will be content with the uniform Newtonian
limit as uniform convergence helps to see the souls of our arguments. This is particularly
true for the theorems on convergence of mass (Theorem 6.4.1) and center of mass (Theorem
6.4.2) proved below. Note that although these are formulated by with uniform convergence,
they can also be applied in a weighted Sobolev space setting whenever those spaces can be
embedded into C°. Alternatively, it should be possible to reprove the theorems in different
norms if required for applications but this would lead us to far, here.

It might be surprising at first that the Newtonian limit is not defined for an individual
relativistic system but for a whole family of relativistic spacetimes. This surprise might be
due to the usage of the term “Newtonian limit” frequently encountered in the literature. It
is however implicit in the popularizing notation ¢ — oo that whole families parametrized
by ¢ in some sense are or at least should be considered. As a matter of fact, constructing a
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6.3 The Newtonian Limit of Geometrostatics

family that converges under the Newtonian limit and models a specific physical situation
(or includes an individual given relativistic system) is by no means trivial. For example,
the time intervals on which solutions to the 3+ 1-decomposed Einstein equations exist can
shrink to zero length when the “scaling” with c is not carefully adjusted. It is therefore
important to study existence of families of (physically relevant) relativistic systems having
a Newtonian limit. We refer the interested reader to the overview article [OS09] and
references cited therein for an introduction and an overview of results on existence of such
families.

But assigning a family which converges in the Newtonian limit not only is non-trivial.
Neither is it unique. Besides the choice of family including a given relativistic system,
this is due to the fact that the convergence is considered with respect to a given system of
coordinates, e. g. asymptotically flat ones in the case of isolated systems. Waving our hands,
we could say that this choice of coordinates actually specifies a way of “zooming in” to a
particular region of the spacetimes considered. For example, even for the very simple case of
the spherically symmetric static Schwarzschild metrics introduced on pp. 35ff, it is possible
to choose coordinates “zooming in” to a vacuum region outside the spherically symmetric
star or black hole and thus obtain a completely empty Newtonian limit which contains no
physical information whatsoever. This can e. g. be done by choosing coordinates (, z°(\))
in the Schwarzschild spacetime with z°(\) = z(0) + z°(\), where 2°(\) is a family of
“centers of mass” moving away suitably fast from the original center of mass and rotation.

Another example for this non-uniqueness and its consequences for physical interpretation
of the Newtonian limit is discussed by Jiff Bi¢dk and David Kofron [BK09]. They study
accelerated particles and their Newtonian limits comparing an approach that “loses track
of the particles” to one “riding on them”.

We interpret this as saying that there is not something like a “physically most rea-
sonable” Newtonian limit of a given relativistic system in general. To the contrary, the
Newtonian limit “of a system” very much depends on choices made by those who study
it, namely the choice of family including the given system and the choice of coordinates.
Differently put, what one actually studies when examining the Newtonian limit “of a sy-
stem” is the Newtonian limit of a specific way of looking at this system as a special case
of a given family parametrized by A = ¢=2 and looked at in a given family of coordinates
(z*(\)). Which family is adequate for studying the Newtonian limit of a given relativistic
system thus depends on what aspects of the system one is actually interested in.

Having this at the back of our minds, it seems natural to consider families F(\) only
consisting of static isolated systems in FT in order to understand the Newtonian limit
of geometrostatics. This means that we are restricting our attention to families of (frame
theoretical versions of) geometrostatic systems and not taking into account families that
include one such a system but become dynamical or non-isolated along the way. Sure
enough, we would expect that such a family of geometrostatic systems converges to a
static isolated Newtonian system in the Newtonian limit. We will prove this in Theorem
6.3.2.

More concretely, we assume that the staticity fields X*(\) inducing staticity of F(\)
have a uniform limit X*(0) as A — 0 which is a timelike vector field in F(0). In addition,
we assume that first covariant derivatives X9;()\) converge uniformly to X%(0). Note that
although this looks like a requirement on the interchange of limits, this is not exactly the
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6 The Newtonian Limit

case as the covariant derivative indicated by the semicolon itself depends on the causality
constant.

It is then automatic that X(0) is a hypersurface-orthogonal timelike Killing vector field
because both the Killing equations in Definition 6.2.3 and the vanishing of the defect tensor
(cf. Definition 6.2.6) are closed” under pointwise and thus also under uniform convergence.
In particular, these conditions only involve X*(\) and its first covariant derivatives and
the tensors and connections given by F(\).

When we want to compare the asymptotic behavior of X () and X“(0), it is necessary
to fix asymptotically flat coordinates for all systems F(A) and for F(0). So let us assume
that there exists an open neighborhood of infinity!® Q@ C M? and asymptotically flat
coordinates (z*(\)) for F(A) and (2*(0)) for F(0) defined on all of  such that the family
of coordinates (z*(\)) converges uniformly to (z*(0)) on 2 as A — 0. Moreover, we assume
that the coordinates (2*(0)) are Cartesian. Observe that this in particular implies the radii
r(A) converge to the radius r(0) uniformly on 2 as A — 0.

Now assume in addition that the fields X*()\) and X 3(A) converge to their counterparts
X*(0) and X(0) uniformly on € with respect to the asymptotically flat coordinates
(z*(N\)) and (2*(0)). Recall from pp. 97ff that because X*(0) is a hypersurface-orthogonal
timelike Killing vector field for a system with A = 0, N2(0) = (t,sX*X?)(0) is constant
on M?3. From this and uniform convergence on ©, we obtain that (t,5X*X?)(0) = 1 on
M3 since N2(X\) = (topX*XP)(A\) — 1 as r(\) — oo by Definition 6.2.11. This shows that
F(0) is indeed a static isolated system in FT with respect to X*(0). Moreover, the lapse
functions N(\) must uniformly converge to N(0) = 1.

In the same spirit, closedness of the defining conditions IT* = 6* — X*X*T,,N~% and
3P = 5% + AN72X2XP gives us that %7 (\) — 67 = %%(0) and %% 1(\) — 0= 3% ,(0)
uniformly on ©Q as A\ — 0. The desired counterpart %;;(A\) — d;; = %;;(0) as A\ — 0 is
not a direct consequence of the definition of %;;, though. This is due to the fact that
the definition of %,;; is indirect and explicitly depends on . However, if we assume that
%:;(N) = xij and g;;1(X) = xijx uniformly on Q as A — 0 for some smooth symmetric
tensor field ;; on €2, then a direct computation shows y;; = d;; = Sgij(O) and thus x;;, = 0.

This justifies the following definition.

Theorem and Definition 6.3.2 (Static Newtonian Limit). Let F(\) := (Rx M3, s%(\),
tag(A), Thg(N), T*(X),A) be a family of static isolated systems in frame theory parametri-
zed by A € (0,¢] for some e >0 and let F(0) := (R x M?,5*°(0),t05(0),Th5(0), 7*%(0), 0)
be a static isolated system of FT with global Cartesian coordinates (z*(0)). Assume that
there exist global asymptotically flat systems of coordinates (z*(N\)) for F()\) converging to
(2%(0)) uniformly on M3 as X\ — 0. Let X*()\), X%(0) denote the staticity fields for F(\),
F(0), respectively. We say that F(X) converges to F(0) in the static Newtonian limit

if there exist a smooth vector field £* timelike in F(0) and a smooth tensor field x;; on
M3 such that

X¥A) =& and ng‘j — Xij
X?ﬂ(/\) — f?ﬁ 3gz'j,k — Xij.k

9By “closed conditions” we mean conditions parametrized by A which are in some sense continuous under
the limit A — 0, i. e. if they are satisfied for all 0 < X < ¢, they must also be satisfied for A = 0,
10T be precise, we have to assume existence of such subsets in each of the ends of M3.
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6.3 The Newtonian Limit of Geometrostatics

uniformly on M? as X\ — 0. We then have £ = X*(0), xi; = 0i; = %9:;(0) and xijx =
%9:i6(0) = 0. Moreover, N(X), Ni(X), %;5(N), *TE(X) and converge uniformly on M? to
N(0) =1, Ny(0) = 0, °;;(0) = 05, and *T;(0) = 0, respectively.

Remark. From now on, as in GR, we suppress the abstract index notation when referencing
connections, covariant derivatives, and curvature tensors. For example, 3Ffj then denotes
the 3-dimensional connection corresponding to the generalized 3-metric %;;.

Proof. 1t is clear that £* is a staticity field for F(0) by our arguments printed above this
definition. Similarly, we have seen above from asymptotic arguments that N () uniformly
converges to N(0) = 1. By construction of the Cartesian coordinates and the 3+ 1 decom-
position in the Newtonian case (cf. pp. 97ff), F(0) can only possess one staticity field (up
to reversing the direction of time which we deliberately ignore in this chapter). This proves
£* = X*(0). xi; = 0i; = %;;(0) follows directly from the characterization of %;; explained
in Lemma 6.2.2. x;jx = %;;x follows from the same formula. N, (\) = N, (0) = 0 follows
from differentiating the definition N? = t,3X*X? covariantly in direction k and using
N(A) = 1, X*(A) = X(0) as well as X% () = X% (0) uniformly on M? as A — 0. O

Remarks. We have seen in Chapter 5 that staticity fields are unique in GR under suitable
conditions on the time slice M3 and its ADM-mass, cf. Corollary 5.3.6. The condition that
X*(\) = £ uniformly as A — 0 thus does not seem particularly restrictive.

The reason for our assumption that the coordinates (z*())) should be global lies in the
coordinate dependence of the definition of uniform and pointwise convergence. We will
see later that we actually only need uniform convergence in a neighborhood of infinity (in
each end of M?) to prove convergence of mass and center of mass (in that end). Note that
the above definition applies to the situation of an individual end, in particular.

We are now in the position to prove U(A) — U(0) and U(A) = Ux(0) as A — 0 for
any family as in Definition 6.3.2. This will allow us to deduce m(F(\)) — my(F(0)) and
Zn (F(A)) = Z(F(0)) as A — 0 (in suggestive notation), cf. Section 6.4.

Theorem 6.3.3 (Convergence of U and v;;). Let F(X) be a family of static isolated systems
in FT as in Definition 6.3.2 possessing a static Newtonian limit F(0). Let X*(\), X*(0)
be the staticity fields and let (x*()\)), (2%(0)) be the global asymptotically flat coordinates
referred to in that definition. Let moreover 7;;(X), 7i;(0) and U(X), U(0) denote the respec-
tive associated generalized pseudo-Newtonian metrics and potentials. Then U(X), U,(N),
Yii(A), v7(N), and "TE(X) converge uniformly to U(0), U;(0), 7;(0) = 655, ¥7(0) = 0%,
and "T¥,(0) = 0 respectively.

Remark. This theorem finally justifies the somewhat ad hoc definition of pseudo-Newtonian
potential in Chapter 4 and in Definition 6.2.14 above.

Proof. Let us begin with the convergence of 7;;(\) and 7% ()\). We have already proven in
and above Theorem 6.3.2 that %;;(\) and its inverse %% (\) converge to %;;(0) and %" (0)
uniformly on M3 as A — 0, respectively. Moreover, we have seen that N()) uniformly
converges to N(0) = 1. Thus, by definition of v;;, 7;;(A\) must converge uniformly to ;;(0)
and the same is true for their inverses v (\) and 4% (0). Using Formula 6.9 and the fact
that the frame theoretical connections T'h;(\) — T 4(0) converge uniformly on M?, we
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obtain

wwéégeatwvij(];j 1A (25#5@ 5%)(];2. — 25{;5& 5{3)U;k5f + 5§5§5%U;p71’87k1)] (A)
— 611,846 U5(0)

uniformly on M3 as A — 0. Comparing components and substituting e’V = N()),
this gives in particular U.;(\) — U,;(0) uniformly on M? as A — 0. Normalization by
U(A) = 0asr(N\) = ooand U(0) — 0 as r(0) — oo together with uniform convergence of
the coordinates gives U(\) — U(0) uniformly on M?3. This works as follows: Set u(\, p) :=
UM, — U(0)], for all X € (0,¢) and all p € M>. Then by the mean value theorem of
calculus, we find

[u(A, p1) — u(A, p2)| < sup |Ggu(A, q)]
qeM3

for all p1, ps € M3. With the help of the triangle inequality, this implies that

sup |u(\, p)| < sup |G u(X, q)| + (}\lim lu(X\, q)] = 0 as A — 0.

peM3 geM3 g—00

J/

-~
=0

In other words, U()) converges uniformly to U(0) on M? as A — 0.
By the rules for conformal transformation, we thus find

TEN) = CTHON) + MU + Uyop — Uy i) (A)
3k
— °15(0) + 0
_ k
= 50
uniformly on M? as A — 0 again by Theorem 6.3.2. The explicit formulae for ~;;(0)
etc. follow from Theorem 6.2.15. O

Before we go on to prove convergence of mass and its center under the Newtonian limit,
we would like to mention that some of the above calculations have been performed in a
similar manner but less rigorous on pp. 52ff in [Lot88] in the context of “time-orthogonal
coordinates”. Asymptotic considerations, uniform convergence, and staticity have not been
taken into account there.

6.4 The Newtonian Limit of Mass and its Center

This section is dedicated to proving two of the main theorems of this thesis, namely
convergence of mass and center of mass under the static Newtonian limit. We begin by
discussing the Newtonian limit of mass.

The Newtonian Limit of Mass

Let us quickly recall our considerations of the mass of a geometrostatic/pseudo-Newtonian
system, adapting everything to the notation used in this chapter. If § = (E?,%;;, N, p, S;;)
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6.4 The Newtonian Limit of Mass and its Center

is a geometrostatic end, then its ADM-mass is denoted by mapy = mapa(’gi;). From
Theorem 4.2.3, we know that this mass can be recovered by the quasi-local expression

1 ou

- 4G | ov
S

mapm = mpn(2) do,

where U is the associated pseudo-Newtonian potential, ¥ the outer unit normal and do
the surface measure, both with respect to the pseudo-Newtonian metric ;. ¥ C E? is
any smooth surface enclosing the support of the matter.

When we derived this expression in Section 4.2, we also gave an argument why the
Newtonian mass my = my(U) of a static isolated Newtonian system (E3,U,p) can be
read off from the equivalent quasi-local expression

m _L/a_Ud
NTurG | o Y
S

This time, U is the Newtonian potential of the system while v and do are the outer unit
normal and surface element induced by the Euclidean metric. As above, ¥ C R? is any
smooth surface enclosing the support of the matter.

Combining this in the frame of FT, we define the generalized pseudo-Newtonian mass
of a static isolated end (R x E3, 5% t,p, Fgﬁ,TO‘ﬁ, A) in FT by

1 ou

mPNFT(% U) = R % Oy,
by

with 7;; and U the induced generalized pseudo-Newtonian metric and potential, respec-
tively. As above, " and do, are the induced outer unit normal and surface element and
Y. is any smooth surface enclosing the support of the matter. Now, we trivially have
mpner(Y,U) = my(U) for X = 0. mpypr(v,U) = mapu(e=2*Vy) for X > 0 follows from
Theorem 4.2.3. In particular, the frame theoretical (generalized) pseudo-Newtonian mass
is well-defined and independent of the chosen surface enclosing the support of the matter.

We now combine our results from Chapters 2, 3, 4, and 6 to prove the following theorem.

Theorem 6.4.1 (Newtonian Limit of Mass Theorem). Let F()\) = (R x E3 s*()),
tap(A), Ths(A), TP(N\), \) be a family of static isolated ends in frame theory parametrized
by A € (0,¢) for some e > 0 and let F(0) := (R x E?, 5*%(0),1as(0),T%5(0), T%(0),0)
be a static isolated system of FT with global Cartesian coordinates (z*(0)). Assume that
there exist global asymptotically flat systems of coordinates (z*(\)) for F()\) converging
to (x*(0)) uniformly on M?® as X — 0. Let 3g;;(N), 7i;(N), 7i;(0), U(N), and U(0) denote
the physical and pseudo-Newtonian metrics and potentials of F(\) and F(0), respectively.
Then

mapu (’g(A)) = mpnpr(v(A), UN)) = mpnrr(v(0),U(0)) = my(U(0))

as A — 0.
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Proof. The equation on the left hand side follows from Theorem 4.2.3 combined with
the consistency statements in Proposition 6.1.2 and in Theorems 6.2.13 and 6.2.15. The
equation on the right hand side follows from the divergence theorem argument explained
above Theorem 4.2.3 as well as from the same consistency assertions.

So let us now discuss the remaining Newtonian limit argument. Choose any smooth
surface ¥ C E? enclosing the support of the matter. By definition, we have

1
mpnrr(7,U) = G %
)
By Theorem 6.3.3, we know that U(\) and ;;(A\) converge uniformly to U(0) and ~;;(0)
as A — 0 in the given coordinates and on all of M3. By definition of outer unit normal
and surface element, uniform convergence of 7;;(A) to 7;;(0) implies uniform convergence
of W(A) and do,(\) to w(0) = °v and do,(0) = dos, respectively. As X is compact and
the convergence is uniform, we are done with the proof of this theorem (implicitly using a
partition of unity argument to cater for do). O]

The Newtonian Limit of the Center of Mass

For our proof of convergence of the center of mass under the Newtonian limit, we would
like to proceed just as in the proof of convergence of mass. However, there is a new
difficulty, here, namely the fact that the center of mass is a vector and thus depends on
the chosen system of asymptotically flat coordinates. We remind the reader that we have
established the quasi-local formula for the center of mass in wave harmonic coordinates,
only (or, equivalently, 7-harmonic coordinates by Lemma 3.1.3). This was due to the
Green’s formula trick we have used where we needed to force "Az* = 0. We thus have to
assume more specific coordinate conditions in the theorem corresponding to the Newtonian
limit of mass theorem 6.4.1.

Moreover, recall that we made the additional assumption that the fall-off rate 7 should
be strictly larger than one half when dealing with the center of mass. We needed this
assumption in order to ensure equivalence of the different concepts of center of mass
introduced in Chapter 2.

With the same notation as in the above subsection, we recall that the pseudo-Newtonian
center of mass of a geometrostatic end S = (E?,%;,;, N, p, S;;) with non-vanishing ADM-
mass m := mapu (*g;;) was defined as

ou zk
k ov ok _
2 47er ( v 01/ ) do

in wave harmonic asymptotically flat coordinates (z¥). As above, U and =;; are the as-
sociated pseudo-Newtonian potential and metric while v and do are the induced outer
unit normal and surface element, respectively. ¥ C E? is again a smooth surface enclosing
the support of the matter. We have seen in Proposition 4.3.3 that the pseudo-Newtonian
center of mass is independent of the specific surface.

We recall furthermore that Theorem 4.3.5 states that (under the assumptions descri-
bed there or above) the well-known centers of mass introduced in Chapter 2 agree for
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6.4 The Newtonian Limit of Mass and its Center

geometrostatic systems. Moreover, they all coincide with the pseudo-Newtonian center of
mass:

—2\U 22U )\U)

) = Zale™ e R

—2)\U

Zpn(X) = Zapu(e = Zomcle v) = Zi(e 7).

In Section 4.3, we have seen that a similar statement is true for static isolated Newtonian
systems (E3,U, p). If the Newtonian mass m := my(U) does not vanish, the Newtonian
center of mass can be calculated from the quasi-local formula

oUu ¥
( o
U 47TGm ( > da,

where now v and do correspond to the Euclidean metric and (z*) are Cartesian coordinates.
We have seen in Section 4.3 that this formula is independent of the specific surface enclosing
the support of the matter.

Unifying these definitions in frame theory, we define the generalized pseudo-Newtonian
center of mass of a static isolated end (R x E3 5% 1,4, Fgﬁ, 7%, \) in FT with non-zero
mass m := mpnpr(7y, U) by

oU (‘h
k ) k _
ever(1,U) 47TG'm ((Wl/x O V) doy

with 7;; and U the induced generalized pseudo-Newtonian metric and potential, respec-
tively. As above, " and do., are the induced outer unit normal and surface element and X
is any smooth surface enclosing the support of the matter.

We have 2%y (7, U) = 25, (U) for A = 0 by Green’s formula. 2%y o (7, U) = 25,,0(e
2 (e72Vy) = 28(e7 V) = 2K (e7PVr, V) for A > 0 follows from Theorem 4.3.5. In
particular, the frame theoretical (generalized) pseudo-Newtonian center of mass is well-
defined and independent of the chosen surface enclosing the support of the matter.

We can now formulate and prove the final theorem of this thesis.

—2AU

Theorem 6.4.2 (Newtonian Limit of Center of Mass Theorem). Letk € N, k>3, 7> 1/2
such that —7 is non-exceptional. Let F(A) := (R x E? 5*%(X), tag(N),Thg(X), T*?(X), \)
be a family of (k,T)-static isolated ends in frame theory parametrized by A € (0,¢) for
some € > 0 and let F(0) := (R x E? s°°(0),15(0),T44(0),7%%(0),0) be a (k,7)-static
isolated system of F'T with global Cartesian coordinates (z*(0)). Assume that there exist
global wave harmonic (k,T)-asymptotically flat systems of coordinates (z*(N\)) for F(N)
converging to (xz¥(0)) uniformly on M3 as X — 0. Let g;;(N), N(N\), vi;(N), 7i5(0), U(N),
and U(0) denote the physical and pseudo-Newtonian metrics and potentials of F(\) and
F(0), respectively. Finally, assume that mpypr(y(A),U(X)) and mpypr(v(0),U(0)) are
non-vanishing. Then

Zapm (V) = Za(Cg(N), N(V)) = Zeme (g(N) = Z1(g(N) = Zener(v(A), U(N))
— Zpner(7(0),U(0)) = Zn(U(0)) € R’

as A — 0.
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Proof. The equations on the left hand side follow from Theorem 4.3.5 combined with the
consistency statements in 6.1.2, 6.2.13, and 6.2.15. The equation on the right hand side
follows from the Green’s formula argument explained before Theorem 4.3.5 as well as from
the same consistency statements.

The interesting part is Newtonian limit claim. To prove this claim, choose any smooth
surface ¥ C E? enclosing the support of the matter. By definition, we have

: L (W
ZPNFT(’V7U)—47TGmPNFT(% ) (%Jx Ua"/y do,

%

as all involved coordinates are wave harmonic and asymptotically flat. We proceed as in
the proof of the Newtonian limit of mass theorem 6.4.1. There are four “new” steps here:
The first one is to observe that the coordinate functions z*(\) uniformly converge to z*(0)
by assumption. Secondly, the expression dx* /9% can be reformulated to give

B oxk

= %(0)

k
920 = W) = WA (0)
uniformly on M? as A — 0 by uniform convergence of 7;;. From Theorem 6.3.3, we know
directly that U()) converges uniformly to U(0) on M? and the only remaining step is to
quote Theorem 6.4.1 to ensure convergence of mpypr(Y(A),U(X)) = mpyrr(v(0),U(0))
as A — 0. Now conclude as in Theorem 6.4.1 that compactness of 3 and uniformity of the
convergence ensure the desired convergence. O]

110



“Si enim fallor, sum. Nam qui non est, utique
nec falli potest.”

Selbst wenn ich mich tdusche, bin ich. Denn wer nicht
ist, kann sich auch nicht tduschen.
Aurelius Augustinus (354-430), Vom Gottesstaat 11,26
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