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Abstract

Biomolecular processes often involve ions in aqueous solutions. Accurate force-field
parameters are thus required for these ions, if we are to use molecular simulations
to investigate the roles they play. In the course of this PhD study, we addressed
multiple outstanding issues concerning the development of force fields for ions in
aqueous solution. We optimized parameters for monoatomic ions for the TIP5P
water model, and show that the activity derivative is often not sufficient to optimize
ion-ion interactions, since it reaches a plateau near the experimental target value. We
propose using coordination numbers at high salt concentrations, as another target for
parameterization.

Furthermore, we optimized a set of Lennard-Jones parameters for classical, all-
atom models of acetate and several alkylated and non-alkylated forms of sulfate,
sulfonate and phosphate ions. The parameters were optimized to reproduce their
interactions with water and with the physiologically relevant sodium, ammonium and
methylammonium cations. The parameters are suitable for the TIP3P water model
and were developed based on experimental information, with ab initio, gas phase
calculations being used for the cases where experimental information is missing. The
parameterization scheme is different from previous approaches because it combines
existing experimental data and quantum mechanical calculations, to find parameters
when the experimental data are sparse for specific ions.

Finally, we used our optimized parameters to investigate ion specific effects of
alkyl-anions towards CH3NH+

3 , using known experimental data on polyanionic den-
dritic polymers (dPGs) interactions with L-selectin as reference. We show that several
factors, such as presence of Na+, number of free anionic sites and protonation state,
are involved in these interactions, and these factors can potentially influence the
dPG-selectin affinity trend. Although we could not unequivocally identify the origin
of the order magnitude of differences reported experimentally, we show that some
experimental trends can be captured if the mentioned factors are considered.
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Zusammenfassung

Da biomolekulare Prozesse in wässrigen Lösungen in der Regel in der Anwesenheit
von Ionen stattfinden, wird dafür in Molekulardynamik-Simulationen die Anwendung
entsprechend präziser Kraftfeldparameter, die diese berücksichtigen, notwendig. Im
Rahmen der vorliegenden Doktorarbeit sind wir daher noch bestehende Problemstel-
lungen bezüglich der Entwicklung solcher Kraftfelder für Ionen in wässriger Lösung
angegangen. Wir haben die Parameter für einatomige Ionen für das TIP5P-Wasser-
Modell mit Hinblick auf die freie Solvatisierungsenergie und Lösungsaktivität als ex-
perimentelle Zielwerte optimiert. Wir zeigen, dass die Ableitung der Aktivität oftmals
nicht für die Optimierung der Ion-Ion-Wechselwirkungen ausreicht, da diese nahe den
Zielwerten ein Plateau erreicht. Für die Optimierung der Ionen-Parameter beabsichti-
gen wir die Koordinationszahlen bei hohen Salzkonzentrationen als anderen Zielwert
zu benutzen. Darüber hinaus haben wir eine Anzahl von Lennard-Jones-Parametern
für klassische, alle Atome umfassende Modelle für Azetat-, mehrere alkylierte und
nicht-alkylierte Arten von Sulfat-, Sulfonat- und Phosphationen optimiert. Die Pa-
rameter wurden auf die Reproduzierbarkeit derer Wechselwirkungen mit Wasser und
physiologisch relevanten Natrium-, Ammonium- und Methylammoniumkationen op-
timiert. Die Parameter wurden auf Grundlage experimenteller Informationen en-
twickelt und sind für das TIP3P Wassermodel geeignet. Hierbei wurden ab ini-
tio Gasphasenberechnungen genutzt in den Fällen, in denen keine experimentellen
Daten zur Verfügung standen. Das Parametrisierungschema unterscheidet sich von
vorangegangenen Ansätzen, jedoch kombiniert es bestehende experimentelle Daten
mit quantenmechanischen Berechnungen, um Parameter zu bestimmen, falls exper-
imentelle Daten für bestimmte Ionen rar sind. Wir haben abschließend unsere Pa-
rameter für die Untersuchung ionenspezifischer Effekte des Alkyl-Anions gegenüber
CH3NH+

3 benutzt unter Anwendung von bekannten experimentellen Messdaten zur
Wechselwirkungen zwischen polyanionischen dendritischen Polymeren (dPGs) mit L-
Selectin als Referenz. Wir zeigen, dass mehrere Faktoren, wie die Anwesenheit von
Na+, die Anzahl freier anionischer Stellen, Protonierungstellen, usw. in diese Wech-
selwirkungen involviert sind und dass diese Faktoren möglicherweise die Tendenz der
dPG-Selectin-Affinität beeinflussen. Auch wenn wir die Ursache der Unterschiede
um mehrere Größenordnungen, die experimentell bestimmt wurden, nicht zweifelsfrei
feststellen konnten, können wir zeigen, dass einige dieser experimentell bestimmten
Tendenzen unter Berücksichtigung der genannten Faktoren erfasst werden können.
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Chapter 1

Introduction

1.1 Ions in Biological Systems
Monoatomic and polyatomic ions are key players in many biological processes, such as
DNA folding [1], blood coagulation and anti-coagulation [2, 3], protein stability [4] and
protein crystallization [5]. Furthermore, the structure and function of biomolecules
such as proteins, nucleic acids and lipid bilayer membranes are regulated or affected
by interactions with ions [4, 6, 7], and chemical reactions in aerosol droplets critically
depend on their salt concentration [8].

Ions, inorganic and organic, show specific trends in their solution properties as
well as in their interaction with biological molecules[9]. The Hofmeister series ranks
the ions in the order of their ability to precipitate the proteins but similar series have
been observed when ranking ions by their impact on other properties. The effect
of anions and cations on the solubility of the proteins are usually ordered as the
following: [10, 11, 12]

CO2−
3 < SO2−

4 < H2PO−4 < F− < Cl− < Br− < I− < ClO−4 < SCN−
and

N(CH3)+
4 < NH+

4 < Cs+ < Rb+ < K+ < Na+ < Li+ < Mg2+ < Ca2+

Monoatomic and polyatomic ions have been vastly investigated for their specific
effects. Although much progress has been made in understanding the role of ions in
solution, the origin of many specific ion effects remains unknown.

1.1.1 Specific ion effects involving monoatomic ions

Sodium, potassium, magnesium and calcium along with chloride are the most abun-
dant ions in the human body and play an important role in many physiological
processes[13]. Each of the cations above can form ion-pairs with chloride or bind
with negative sites on proteins[4]. These interactions are specific for each ion-protein
pair and depend on other conditions such as pH and temperature, resulting in selective
protein salt-out or salt-in behaviour[4].

The interactions of ions with the cell membrane and the lipid bilayers are also
of great importance. Sodium is abundant in extracellular media whereas potassium
is present inside the cells with similar concentration as of the external sodium[14].
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Other alkali and alkali earth metals are present in much lower concentrations, however
their interactions with the proteins cannot be neglected for medical and toxicological
purpose[15, 16, 17, 18]. Previous studies suggest that the binding contant of the
alkali metals with the negatively charged membranes is consistent with the Hofmeister
series[19, 14].

The alkali and alkali earth metal ions as well as chloride, interact selectively with
ion channel proteins. These ion channels are in charge of selectively permitting ions in
and out of the cells. Several ion channels have been identified and categorized based
on their ion selectivity; chloride channels(CLC family)[20, 21], sodium channels[22],
potassium channels[23, 24] calcium channels [25], etc. The proteins in these channels
have been thoroughly studied over the past years however the mechanism through
which these channels distinguish between the ions has remained a hot topic in the
field of structural biology.

1.1.2 Specific ion effects involving polytomic ions

Polyatomic ions such as phosphates, sulfates and carboxylates are abundant in phys-
iological context and play important roles in a number of processes, such as cell ad-
hesion, protein-DNA interaction or energy transduction. Many of the molecular scale
details regarding the interaction of polyatomic ions with biological polymers are not
understood, in part due to the lack of good quality molecular models for these ions.
An important examples of specific ion effects involving polyatomic ions is the interac-
tion of polyanions with selectin proteins. Selectins are well known for their role in the
adhesion of leukocytes and platelets to the endothelium that takes place, e.g., dur-
ing inflammation. Adhesion to the endothelium must occur before paracellular and
transcellular transmigration of the leukocytes towards inflamed tissue[26]. Recent
studies also highlight the key role of selectins on cancer metastasis. Metastasis is the
cause of 90% of fatalities associated with cancer and happens when migrated tumor
cells attach to and penetrate healthy organs[27]. The key step in cancer metastasis is
the selectin-mediated adhesion of invading cells to the endothelium of other organs.
Because of the important biological role played by selectins, much effort has been put
into characterizing them, into finding artificial ligands that effectively compete with
the natural ones, and into characterizing both types of ligands to understand their
molecular scale interactions with selectins. Given the abundance of sulfate in several
natural ligands of selectins, several studies have further investigated the interactions
between sulfated ligands and positive amino acids directly in selectins[28, 29, 30].
The Haag group investigated the potential of dendrimeric polyglycerol (dPG) poly-
mers functionalized with various anionic functional groups as possible inhibitors of
L-selectin interactions with natural ligands[31, 28] For dendrimers of similar diameter
and with similar density of functionalized groups, they found that the affinity of den-
drimers for selectins depends strongly on the nature of the anionic group, increasing
in the order carboxylate < phosphate < phosphonate ∼ sulfonate < bisphosphonate
≪ sulfate, with the affinity between sulfate and selectin being two or more orders
of magnitude larger than for the other anions[31]. This anionic series indicates that
interactions between L-selectin and these anions cannot be understood in terms of
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simple considerations based on electrostatic interactions or the acidity of the anionic
groups. Instead, this series suggests that complex and competitive microscopic in-
termolecular and intramolecular interactions (e.g. hydrogen bonding) between the
binding sites of selectin and dPGs might play a role. Understanding the molecular
scale origin of this series requires that we first understand the intrinsic interactions
between individual anionic groups and basic amino acids. Once these are understood,
we should then investigate supramolecular effects arising from the presence of multiple
anionic sites on the dendrimer and multiple cationic sites on the protein.

1.2 Using molecular simulations to investigate spe-
cific ion effects

The molecular mechanisms by which ions act in biological systems are currently in-
completely understood, in part because inferring molecular scale details from the sig-
nals detected in experiment cannot be unambiguously done. In contrast, molecular
scale details are directly accessible from simulations using atomistic models, making
the development of such models of critical importance. Because proteins and other
biomolecules are typically large (50-3000 kDa), only simulations using classical, non-
polarizable force fields give access to the long length and time scales relevant for many
processes taking place in bio-systems. To be useful, force fields must strike the cor-
rect balance between the various intermolecular interactions: protein-water, protein-
protein, water-water, water-ion, ion-counterion and ion-protein interactions; in this
last case, the main contribution would come from the interaction between the ions in
solution and the charged amino acids of the protein. Moreover, for many applications
it is indispensable that the force field captures the intrinsic directionality that char-
acterizes short-range interactions in hydrogen-bonded systems; in contrast, explicit
consideration of polarizability is often unnecessary and fixed-charge models perform
well under many conditions [32, 33, 34, 35, 36, 37, 38]. Short-range directionality nat-
urally arises in all-atom models, where each atom is explicitly represented, and many
all-atom, fixed-charge force fields have been developed for biomolecules, water and
ions [37]. Despite several decades of development of all-atom force fields, optimizing
the balance between all interactions remains an on-going effort which, because of its
magnitude, proceeds stepwise and iteratively. Atomistic, fixed-charged force fields
for proteins in water are now quite successful at predicting binding affinities[39] and
the folded structure of small proteins [40, 41, 42]. These force fields were param-
eterized against reliable experimental observables that reflect the balance between
ion-water, protein-water and water-water interactions (e.g., free energies of hydra-
tion) [36, 43]. More recently, force fields for aqueous solutions of alkali, alkali-earth
and halide ions were developed that also show reasonable anion-cation interactions,
and are thus able to reproduce experimental osmotic pressures or solution activities
at salt concentrations below 1 M [44, 45, 46, 47, 48]. Simulations based on these force
fields have already offered unprecedented insight into the molecular scale origin of
ion-specific effects in biological systems [49]. In contrast to the relatively advanced
state of development of force fields for monoatomic ions, force fields for polyatomic
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ions in biomolecular systems are currently still largely untested or non-existent.

1.2.1 Monoatomic ions in TIP5P water

Of the various classical, all-atom, water models with functional forms that are in
principle compatible with the most popular force fields for biomolecules [37], the
TIP5P model is of particular interest because it reproduces a number of properties of
water (e.g., the liquid density, temperature of maximum density and diffusivity as a
function of temperature and pressure) substantially better than the TIP3P model used
to develop the widely used AMBER and CHARMM force fields for proteins [36, 35].
Recent studies show that the TIP5P water model [50] is of particular interest for
simulations using the GLYCAM06h force field for sugars: this water model results
in particularly good agreement with experimental data such as diffusion coefficients,
free energies of hydration and osmotic pressure for solutions of disaccharides [38, 51].
However, widespread usage of the TIP5P water model in simulations of biomolecular
systems is currently hindered by the absence of a force field for inorganic ions that
has been optimized for this water model: to the best of our knowledge, the closest
parameter set that has been presented was developed for the TIP5P/Ew water model
and is limited to halide ions and sodium [52].

Replacing the original water model associated with a biomolecular force fied by
TIP5P, or by any other water model offering better descriptions of the structure and
the dynamics of water [37], is sometimes acceptable without further modifications [53],
using careful consideration. However, to obtain optimal results, further tuning of the
protein and ion force fields [54, 55, 56, 44] is indispensable. In this doctoral project we
have addressed this issue: we have developed parameters for monoatomic specifically
optimized for the TIP5P water.

1.2.1.1 Difficulties optimizing Lennard-Jones parameters for monoatomic
anions

An adequate force field must correctly reflect the balance between water-water, water-
solute and solute-solute interactions.

Many force field were originally developed to reproduce properties that mostly
reflect self-interactions and interactions with solvent molecules, such as density and
enthalpy or free energy of solvation, as well as structural properties of biomolecules.
However, matching single molecule properties does not reflect the balance of solute
and solvent interactions, which may require additional tuning [57, 58, 51].

For this work, we chose to optimize parameters based on the solvation free energy
and, for chosen salts, the solution activity derivative, because these properties can be
accurately determined in both experiment and simulation. Using solvation free ener-
gies for parameterization has in the past been problematic [59], because of the large
uncertainty associated with experimental values of single-ion solvation free energies,
and the dramatic dependency of the calculated single ion solvation free energies on the
simulation methodology, mostly associated with the treatment of electrostatic inter-
actions in MD simulations. However, these issues have by now been mostly resolved,
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as summarized in the methods section. Using activity derivatives as the target data to
develop parameters has also been problematic because simulations are typically run in
closed systems, whereas the theory that allows the calculation for activity derivatives
from the Kirkwood-Buff integrals is developed for open systems. Recent theoretical
calculations [60], summarized in section 2.4, which allow the adequate estimate of the
Kirkwood-Buff integrals from simulations in closed systems have largely eliminated
this issue.

Another difficulty associated with using the activity derivative as a target value
to reproduce the ion-ion interaction, as we show in this work, is that it often reaches
a plateau near the target experimental value, for a wide range of parameter values.
The plateau emerges from the interconversion between different types of ion pairs,
so parameters leading to equally good agreement with the target solution activity
or activity derivative yield very different solution structures. Others have also ob-
served plateaus in the activity derivative as a function of anion-cation interaction
parameters, and these plateaus have been similarly linked to interconversion between
different types of ion pairs [61]. The importance of lifting the indetermination in
the parameters introduced by these plateaus by comparison with other properties
that reflect ion-ion interactions, however, has not always been recognized. Instead,
in some instances authors have arbitrarily chosen a particular scaling factor without
physically justifying this choice (e.g., parameters for CaCl2 and CaBr2 in ref. [61]).
Here we show that by optimizing parameters to simultaneously satisfy the activity
derivatives at intermediate concentration and the number of contact ion pairs at high
concentration it is possible to obtain a reliable set of anion-cation parameters.

1.2.1.2 Proposed approach to develop parameters for monoatomic ions
in TIP5P water

Our aim is to develop a force field for the Li+, Na+, K+, Rb+, Cs+, F−, Cl−, Br−,
I−, Mg2+ and Ca2+ ions in TIP5P water that adequately reflects the balance of
ion-water and ion-ion interactions. To achieve this aim, we separately optimize the
Lennard-Jones parameters for ion-water and anion-cation interactions to reproduce
experimental observables that reflect those interactions. We opt to develop the ion-
water parameters against the solvation free energies of ions at infinite dilution (done
by our collaborators); for the case of NaCl, KCl, MgCl2 and CaCl2, ion-pair interac-
tions are adjusted based on the molar activity derivative at 0.5 m concentration where
m stands for molal concentration as well as the ion-ion coordination numbers. Our
results show that adjusting ion-pair interactions based solely on the activity deriva-
tive – a state-of-the-art approach to optimize these interactions – is often insufficient,
and that to obtain parameters that yields the correct solution structures requires that
other experimental properties reflecting ion-ion interactions, are also used for param-
eterization. Here we use the anion-cation coordination number at high concentration
of the salts to resolve this issue.
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1.2.2 Polyatomic ions in TIP3P water

In contrast to the advanced state of development of classical molecular models for
alkali halide ions for explicit water simulations, there are currently only a few mod-
els of polyatomic anions that have been parameterized to reflect the correct balance
between their interactions with water, with cationic amino acids or with commonly
used monoatomic counterions, such as Na+ [62]. Such models are of interest be-
cause polyatomic anions such as sulfates, phosphates or acetates are present in the
physiological context in both inorganic and alkylated form, and the molecular scale
details regarding their interaction with biomolecules such as proteins are not yet
understood[31, 63, 64]. Simulations of biomolecular systems performed so far with
these ions have simply used general parameters based on commonly used biomolecular
force fields such as CHARMM or AMBER [36]: the partial charges are obtained from
low level quantum mechanical calculations and RESP fitting[65], and the Lennard-
Jones parameters for each element are the same as those used in the chosen biomolec-
ular force field. Parameters obtained this way are typically used for simulations
without further tests – either comparison with experimental data or with ab initio
calculations – under the assumption that the ion parameters must be reliable because
they were obtained with the established protocol used to develop the biomolecular
force field. However, these protocols have only been proven reasonable for neutral
biomolecules [36, 43] and they are known to fail for charged molecules, e.g., they
yield hydration free energies substantially more negative than those experimentally
measured [36].

In this work, we aim to overcome the above limitations of existing classical, fixed-
charge models of polyatomic ions for simulations of biomolecular systems in explicit
water. We focus specifically on the polyatomic anions methyl-sulfonate (CH3SO−3 ),
methyl-sulfate (CH3SO−4 ), acetate (CH3COO−), dimethyl-phosphate ((CH3)2PO−4 )
and methyl-phosphate (CH3PO2−

4 ) (shown in Figure A.2); these anions were selected
because they are good analogues of anionic polymers with longer alkyl chains. We
also develop parameters for the non-methylated versions of the sulfate and phosphate
ions (SO2−

4 , HSO−4 , HPO
2−
4 , H2PO−4 ).

Figure 1.1 Oxoanions parameterized in this study.

The parameterization approach we present ensures that the ion parameters reflect
the correct balance of the ion interactions with water, with the commonly used coun-
terion Na+ and with an analogue (methylammonium; CH3NH+

3 ) of the amino acid
lysine, while ensuring that the parameters for all the ions remain internally consis-
tent. Because often ammonium (NH+

4 ) is taken instead of methylammonium as an
analogue of lysine, we also parameterize the interactions of the anions with ammo-
nium, to assess whether this cation is indeed a reasonable analogue of the side chain
of lysine. The parameters developed here are compatible with widely used force fields
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for molecular simulations: the AMBER [36] force field for proteins, the accompanying
TIP3P [66] water model, and the sodium model of Young and Cheatham which is
often used as counterion[44].

Intramolecular parameters for the anions already exist; the main issue is to pa-
rameterize their intermolecular interactions. In the context of the AMBER [36] force
field for proteins, intermolecular interactions depend on the Lennard-Jones parame-
ters and on the partial charges of the atoms composing the interacting species. We
obtain the partial charges of the ions following the standard procedure used in AM-
BER [36] – low level ab initio calculations followed by RESP fitting – so only the
Lennard-Jones parameters of the ions must be optimized.

1.2.2.1 Difficulties optimizing Lennard-Jones parameters for polyatomic
anions

To parameterize intermolecular Lennard-Jones potentials, it would be desirable to
reproduce high quality thermodynamic data that strongly depends on intermolecular
interactions: e.g., free energies of hydration, which reflect ion-water interactions, or
solution activities, which reflect anion-cation interactions. This approach was followed
by several groups to develop better models of alkali halides [44, 48, 45]. However,
experimental data exists only for a few of the cases of interest here. For exam-
ple, hydration free energies exist for CH3COO−, but not for for CH3SO−3 , CH3SO−4 ,
CH3PO2−

4 , (CH3)2PO−4 . [67] Osmotic pressure or solution activity data for solutions
containing the cationic amino acids arginine and lysine, or suitable small-molecule
analogues, and polyatomic anions are also not available. For solutions involving poly-
atomic anions and Na+, data exists only for CH3SO−3 and CH3COO−.

Given that there is no complete data set of experimental information that we can
use to obtain an internally consistent set of parameters for all the anions mentioned
above, an alternative would be to develop classical models solely based on ab initio
calculations. One possibility would be to develop parameters to match observables
(e.g., the potential of mean force between two ions) calculated from ab initio molecular
dynamics (MD) in explicit solvent [68]. There are two main shortcomings to this
approach that make it unsuitable, though: i) currently, ab initio MD can only access
timescales of tens of picoseconds, so the calculated observables have unacceptably
high statistical uncertainty; ii) a low level of theory must necessarily be used in these
calculations, possibly introducing systematic errors.

Another possibility would be to develop parameters based solely on single-point
ab initio calculations, either of small hydrated systems (e.g., an ion-pair or a single
ion surrounded by its first hydration layer), of water-ion dimers or of a dry ion-pair;
these last two types of system are here referred to as systems in vacuum. Multiple
studies, however [43, 69], show that these approaches fail to produce parameters that
are adequate for simulations of aqueous systems: the ion-water or anion-cation inter-
molecular interaction energies calculated using ab initio methods differ significantly
from the energies of the same systems calculated using classical models optimized to
reproduce properties of aqueous systems. How, then, can we obtain an internally con-
sistent set of parameters for the ions in question, given the above described limitations
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in experimental data and in ab initio methods?

1.2.2.2 Proposed approach

We propose an approach to develop non-bonded parameters for ionic species in aque-
ous systems that combines experimental data and ab initio simulations, in a manner
that yields an internally consistent set of parameters for the anion-cation and ion-
water interactions. We describe the approach with a general example. Let us consider
species A, B and B’. B and B’ are similar, i.e., they have identical charge and similar
composition (e.g., CH3SO−4 and CH3COO−). AB and AB’ denote dimers of these
species interacting non-covalently. Lennard-Jones parameters for the intermolecular
interactions in AB in water have been developed based on experimental data (Fig-
ure 1.2, Step 1), but analogous experimental data for the AB’ system does not exist.
Using high level ab initio calculations, we calculate the intermolecular energies in
the AB and AB’ systems in the vacuum, as a function of the intermolecular distance
(Figure 1.2, Step 2). We also perform the analogous potential energy scan for the

Figure 1.2 The parameterization approach in this study.

AB system using the classical, optimized parameters. As illustrated in cartoon form
in Figure 1.2 (Step 2), the interaction energy for system AB from ab initio calcula-
tions differs from that calculated using the classical model. This difference reflects
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the fact that the classical parameters (Lennard-Jones) were optimized for the inter-
molecular interactions of AB in water, and that the polarization state of molecules
or ions in a dimer in the vacuum is very different from their polarization state in
water [70, 43]. Therefore, the AB parameters offer a poor description of the inter-
molecular interactions of this dimer in the vacuum. We then assume that similar
species should experience similar perturbations in their polarization state relative to
the vacuum when immersed in water. If this assumption is true, then the difference
in the minimum interaction energy between the classical and ab initio methods for
AB, EQM,AB-Ecl,AB, should be very similar to the same difference for the AB’ system,
EQM,AB′ -Ecl,AB′ . In this article we show that this assumption indeed holds. This
finding implies that classical parameters for the intermolecular interactions of the
AB’ system can be determined by requiring that

∆EAB′,QM→cl = ∆EAB,QM→cl (1.1)

where
∆EAB,QM→cl = Ecl,AB − EQM,AB (1.2)

is the difference in the energy minimum of the indicated dimer calculated using ab
initio and that calculated using the optimized classical parameters, as illustrated in
Figure 1.2 (Step 3). A similar approach has proven reasonable to develop parameters
for neutral compounds like alcohols [69, 43] but has not been applied to charged
species.

We use this approach to develop a set of classical parameters for polyatomic anions
which is internally consistent and which is fully compatible with the AMBER [36] force
field for proteins, the TIP3P [66] water model and the sodium ion model of Joung and
Cheatham [44]. The experimental properties used for parameterization here are the
solution activity derivatives and the hydration free energies. Solution activities exist
only for NaCH3SO3, NH4CH3SO3, NaCH3COO, Na2SO4 and (NH4)2SO4; reliable
hydration free energies exist only for HSO−4 , CH3COO− and SO2−

4 . We optimize the
parameters for the ions based on this experimental information, and then use ab initio
calculations and the approach described above to obtain parameters for the cases for
which experimental information is not available. The final parameters are presented
in the SI as .top/.itp files for GROMACS users; those files also the values of the
parameters in AMBER format, indicated as comments.

1.2.3 Interactions between selectins and anionic dendrimeric
polymers

As summarised in section 1.1.2, the specific ion effects observed in the interactions
between dendrimeric polyanions and selectins (cationic proteins ) are not understood.
Investigating these effects requires that we first understand how individual anions and
cationic amino acids interact; subsequently, supramolecular effects arising from the
presence of multiple anionic sites in the dendrimer and multiple cationic sites in
the protein should also be investigated. In this thesis we address the first of these
issues only. Having developed parameters for small molecule analogues of the most
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important anions (sulfate, phosphate, carboxylate) and the most abundant cationic
amino acid in selectins (methylammonium as a mimic of lysine), we perform molecular
simulations to investigate the mechanisms by which the anion identity affects anion-
cation binding strength as a function of distance, and we characterized the molecular
details of these interactions. Our results suggest that interactions between proteins
and charged polymers strongly depend on the concentration of the counterion (i.e.
Na+). Counterions should be considered when interpreting experimental results, since
strong interactions between the protein and the charged polymer may be greatly
decreased by even stronger interactions between the polymer and the counterion.
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Chapter 2

Methods

Here we introduce the various methods applied during the course of this work. We
first describe in general how we parameterized both ion-water and anion-cation in-
teractions for monoatomic ions in TIP5P water (section 2.1), and subsequently how
we parameterized the same types of interactions for various polyatomic ions (sec-
tion 2.2). To parameterize ions, we take the advantage of the widely used free energy
perturbation method (section 2.3) and Kirkwood-Buff (KB) theory (section 2.4) to
calculate the solvation free energy of ions and the activity derivatives of salt solutions,
respectively. Furthermore, the parameters for the ions for which limited experimental
data was available were obtained using the ab initio methods described in detail in
section 2.2.6, following the approach described in section 1.2.1.2. In the final stages
of this work, we quantify the binding affinity between the various anions and cations
by calculating the potential of mean force as a function of distance using umbrella
sampling (section 2.5). The potential of mean force is then used to compute the
anion-cation binding constant (section 2.6).

2.1 Monoatomic ions in TIP5P water
The aim of this part of the work was to develop parameters for the ions composing
the salts NaCl, KCl, MgCl2 and CaCl2, to simulate their behavior in solution using
the TIP5P water model. This required the optimization of both ion-water and anion-
cation interactions to reproduce experimental observables, as detailed below.

2.1.1 The TIP5P water model

The TIP5P [50] water model is a 5-site model, where the two hydrogens carry a
positive charge of +0.241e, and the oxygen carries no charge. In contrast to the 3-site
water models such as SPC [71] and TIP3P [66], TIP5P has two virtual sites, with
-0.241echarge, to represent the oxygen’s lone pairs[50]; see Figure 2.1.
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Figure 2.1 TIP5P water model. L represents the negatively charged virtual
sites.

2.1.2 Optimizing the Lennard-Jones parameters for ion-water
and anion-cation interactions

The non-bonded Lennard-Jones (LJ) potential form

V (rij) =

(
C

(12)
ij

r12
ij

−
C

(6)
ij

r6
ij

)
(2.1)

is used, where C(12)
ij and C(6)

ij are LJ potential parameters describing the interactions
between species i and j, and the superscripts between parenthesis are identifiers
and not mathematical exponents. The r12 dependence of short range interactions is
arbitrary, but the r6 dependence of long range interactions is physically motivated [72].
We take advantage of this physical basis to obtain the homoionic C(6) coefficients
for each ion species using the Slater-Kirkwood equation for homoionic dispersion
interactions [73, 74]:

C
(6)
ii = CSKα̃

3/2n1/2 (2.2)

where CSK = 23.97 kJ·mol−1· nm3/2, α̃ = α/(4πε0) is the static dipole polarizability
volume of the ion, α is the static dipole polarizability, and n is the effective number of
electrons for the isoelectronic noble gas. The static polarizability values for the cations
are taken from the gas phase polarizabilities [75, 76, 77]; for the anions, the values
for ion polarizabilities in solution are used [78]. The effective number of electrons are
estimated based on the noble gas polarizabilities and dispersion coefficients [79, 80].

We use the C(12) coefficients as tuning parameters to reproduce experimental ob-
servables. The C(12) coefficient associated with ion-water interactions (C(12)

iO ), was pa-
rameterized by our collaborator to reproduce the experimental values of the intrinsic
solvation free energy. Details of these calculations are not given here. Subsequently,
we parameterized the C(12) coefficient associated with anion-cation interactions for
some of the salts, to reproduce the activity derivative of solutions at 0.5 m concen-
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tration. The activity derivative from simulation was calculated using Kirkwood-Buff
theory, as detailed in section 2.4.

The Lennard-Jones coefficients, C(n)
ij (where n = 6, 12) for interactions between

different species that are not explicitly parameterized are obtained based on the ge-
ometric average of the corresponding self-interaction parameters [50], C(n)

ii and C(n)
jj ,

i.e.,
C

(n)
ij = (C

(n)
ii C

(n)
jj )

1/2 (2.3)

Equation 2.3 is also used to obtain the C(12)
ii term for the interaction between two

identical ions from the C(12) coefficients for water-water (C(n)
OO) and ion-water (C(n)

iO )
interactions.

The initial choice of the anion-cation C(12)
ij parameters that are optimized against

the activity derivative is the geometric average obtained with Equation 2.3, of the
associated homoionic parameters for ions i and j.

For two cases (NaCl and KCl), the solution activity derivative by itself proved to be
insufficient to uniquely determine the optimum anion-cation interaction parameters.
For this reason, for these two salts the optimum parameters were found by requiring
that they simultaneously reproduce the solution activity derivative at 0.5 m and the
experimentally-determined number of contact ion pairs at high concentration.

2.1.3 General simulation details

Simulations were performed using the GROMACS simulation package [81, 82] and
the TIP5P water model [50]. We perform two types of simulations: simulations of
NaCl, KCl, MgCl2 and CaCl2 solutions at 0.5 m concentration, used to calculate the
activity derivatives of these solutions; and simulations of NaCl at 6.18 m and KCl
at 4.56 m, to calculate anion-cation radial distribution functions and coordination
numbers.

The simulation boxes are cubic and periodic boundary conditions are applied in
all directions. The initial configurations are assembled with the editconf module in
Gromacs and the Packmol package [83]. Energy minimization is performed by the
steepest descent algorithm. Non-bonded potentials are cut off at 1.4 nm; electrostatic
interactions beyond that cutoff distance are calculated using the particle mesh Ewald
(PME) method [84]. The leap-frog algorithm [85] is employed to integrate the equa-
tions of motion every 2 fs. Simulations are performed at 298.15 K; the temperature is
kept constant using the Nose-Hoover scheme [86, 87] with a time constant of 0.1 ps.
Simulations in the NPT ensemble are done with a target pressure of 1 bar, using
the Parrinello-Rahman [88] approach with a time constant of 0.5 ps. All systems are
equilibrated for 100 ps in the NV T ensemble followed by 100 ps in the NPT ensem-
ble. For the calculation of the activity derivatives, salt solutions are equilibrated in
the NPT ensemble for 10 ns. For each salt, we select three distinct configurations
from the equilibration run as the starting configurations for 3 independent NVT pro-
duction runs. The starting configurations have a box size close to the average box
size during equilibration. Each production run lasts 50 ns, totaling 150 ns simulation
time for each salt, with configurations saved every 2 ps.
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2.2 Polyatomic ions in TIP3P water
This part of the work focuses specifically on polyatomic anions: HSO−4 , CH3SO−4 ,
CH3SO−3 , H2PO−4 , CH3HPO−4 , (CH3)2PO−4 , CH3COO−, SO2−

4 , HPO2−
4 and CH3PO2−

4 .
We optimize their interactions with TIP3P water, and with the cations Na+, NH+

4

and CH3NH+
3 .

2.2.1 The TIP3P water model

The Lennard-Jones (LJ) parameters of the TIP3P oxygen are εOO = 0.6364 kJ/mol
and σOO = 0.315061 nm, with the partial charge of qO = −0.8340e [66]. The partial
charge for each of the two hydrogens is qH = +0.4170e, however there are no LJ
parameters assigned to the two hydrogens in TIP3P water [66].

2.2.2 Parameters for the ions

The parameters for NH+
4 and CH3NH+

3 are those from GAFF. The hydrogen atoms
connected to the nitrogen in these cations are indicated as HN . The sodium and
chloride models used here are those from Joung and Cheatham [44].

We introduce a general notation for the anions, An−, here investigated: (RO)kXOn−
m

(where X={S,P,C} and R={H,CH3}). The anions have up to three different oxy-
gen types, represented as follows: atom type O2 represents terminal oxygens, atom
type OH represents acidic oxygens and atom type OS represents X-O-X oxygens
(e.g., C-O-P in (CH3)2PO−4 ). We use O to represent any of the three oxygen types:
O={O2,OH,OS}. Most bonded parameters for the anions are from GAFF. The only
exceptions are the force constants associated with the HO-OH-X, OH-X-OH and
OH-X-O2 angles in the HSO−4 and H2PO−4 ions, which were changed from their orig-
inal values to 90 kcal mol−1 rad2, to prevent unphysical collapse of the hydroxyl
hydrogen on other oxygens of the oxoanion. The new values of the force constants
were taken from ref. [89]. The partial charges for the atoms composing the anions
are obtained using the standard RESP fitting protocol used in the AMBER [36] force
field, as described in section 2.2.6. The Lennard-Jones parameters ε or σ for the
oxygens of each of the anions are optimized in this study, as described in the Results
section. For the remaining atoms of the anions, the Lennard-Jones parameters of the
GAFF [90, 91, 36, 92] force field are used.

2.2.2.1 Optimizing the Lennard-Jones parameters for ion-water and anion-
cation interactions

The ε and σ parameters determine the Lennard-Jones interaction energy of two species
i and j as

Uij = 4εij

((
σij
rij

)12

−
(
σij
rij

)6
)

(2.4)
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Unless otherwise noted, the Lorentz-Berthelot combination rules are used to obtain
εij and σij from the self-interaction parameters, denoted by the subscripts ii and jj,
as follows:

εij =
√
εiiεjj, σij =

σii + σjj
2

(2.5)

The optimization of the oxygen parameters proceeded in four stages. First, the
self-interaction ε or σ parameters of the oxygens in HSO−4 , CH3COO− and SO2−

4

were optimized to reproduce the experimentally determined difference in solvation
free energy between those anions and Cl−:

∆∆Gsolv = ∆Gsolv(A
n−)− n×∆Gsolv(Cl−) (2.6)

We choose to optimize parameters to reproduce the experimental value of ∆∆Gsolv

instead of ∆Gsolv because of the lower uncertainty [93] associated with experimen-
tal values of ∆∆Gsolv relative to ∆Gsolv, and because we aim to create a force field
compatible with the Na+ and Cl− ions developed by Joung and Cheatham [44]. The
parameters obtained this way yielded the reference values used in the second pa-
rameterization stage to optimize the self-interaction parameters of the oxygen atoms
of the remaining anions following approach described in the introduction. The self-
interaction oxygen parameters optimized in stages 1 and 2 should be used in equa-
tions 2.5 to obtain the ε and σ parameters for the interaction of the anions with water
and with any other species in solution, except the cations Na+, NH+

4 and CH3NH+
3 ,

for which we derive specific anion-cation parameters.
For the anion-cation interactions investigated here, the combination rules shown

in equation 2.5 proved insufficient, as described in the Results section. For this reason,
the Lennard-Jones ε or σ parameters corresponding to the interaction between the
oxygens of the anions and Na+, as well as with N and HN in NH+

4 or CH3NH+
3 , were

parameterized in stage 3 to reproduce the activity derivative of 0.5 m solutions of
salts for which that information was available. In stage 4, we obtained optimized
parameters for the interactions of the remaining anions and Na+, CH3NH+

3 and NH+
4

using the ab initio approach described in the Introduction, and using the parameters
optimized in stage 3 as reference. Each parameterization stage is described in detail
in the Results section; the final scaling factors to the GAFF parameters are shown in
Tables 3.3, 3.4, 3.5, 3.7 and 3.8.

2.2.3 Solvation free energy

The principles of free energy perturbation are given in section 2.3; here we describe
only the specific implementation details that were used.

The starting configuration for the solvation free energy calculations is prepared
by placing a single ion in a simulation box of dimensions ∼ 4.0× 4.0× 4.0 nm3 and
solvating it in TIP3P water [66]. Periodic boundary conditions are applied in all
directions. The free energy is obtained along the path coordinates of λLJ and λC ,
which are the scaling factor to the Lennard-Jones and the electrostatic potentials,
respectively. These scaling factors range from 0 to 1 (1 for the decoupled state
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and 0 for the fully coupled state). To ensure adequate ensemble overlap, we use
21 steps for each of λLJ and λC ; the steps are evenly spaced for the λC ; for the
λLJ spacing we use 21 unevenly spaced points, λLJ ∈ {0.00 0.06 0.12 0.18 0.24 0.30
0.36 0.42 0.46 0.50 0.52 0.54 0.56 0.58 0.60 0.64 0.68 0.72 0.76 0.80 1.00}. Soft core
potentials are used during the LJ coupling. For each λ we perform an equilibration
for 100 ps followed by a production run of 1 ns in NPT ensemble.The total solvation
free energies are calculated from the partial results along the path coordinates using
Bennett’s acceptance ratio (BAR) [94], as implemented in Gromacs [81, 82]. We
set a non-bonded potential cutoff at 1.2 nm distance. Beyond this cutoff distance,
the electrostatic interactions are calculated with the particle mesh Ewald (PME)
method [84]. Lennard-Jones interactions smoothly shifted to zero between 1.0 and
1.2 nm. A leap-frog stochastic dynamics (SD) integrator [95] is used to integrate the
equations of motion in all simulations with the temperature fixed at 298 K. For NPT
simulations we maintained the pressure at 1 bar using the Berendsen barostat [96]
with a coupling time of 1.0 ps. All bonds with H-atoms were restrained using the
LINCS algorithm [97]. We used a 2 fs time step.

2.2.3.0.1 Correction terms to the solvation free energies: The free energy
values calculated from simulations (∆Gsim) are known to vary markedly depending
on the method by which electrostatic interactions are calculated [98, 99, 59, 100, 73].
To avoid this method dependence it is necessary to apply multiple correction terms
to the calculated values so that they can be compared with experimental free energies
of solvation. The largest of these terms is the Wigner correction term for the ion in
the gas phase; this term is already included in the free energy values calculated using
Gromacs [81, 82].

Another important correction term eliminates the error incurred on by using
particle-based summation schemes when calculating the long-range electrostatic inter-
actions as Gromacs [81, 82] does, instead of using the more adequate molecule-based
summation schemes. This term is not applied here, however, because it varies lin-
early with the charge of the ion and, because we are concerned only with differences
in hydration free energy (see equation 2.6), this term cancels out.

The free energies calculated using our chosen setup are intrinsic: they do not
contain a contribution of crossing the macroscopic air-water interface [93]. However,
often compilations of hydration free energies from experiment include this contribu-
tion – they are referred to as real free energies of hydration of single ions [93]. Because
the surface potential term is linear in the charge of the ion and thus cancels out in
equation 2.6, it can be ignored in our approach, independently of which experimental
data set is used for parameterization.

The free energy values calculated from simulations correspond to the transfer of
an ion in a given volume in the gas to the same volume of liquid. In contrast, the
experimental values correspond to a process where the ion is transferred from an
ideal gas state at 1 atm to an ideal aqueous solution at 1 M concentration, i.e.,
the experimental values of the solvation free energy contain an entropic term that is
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absent from simulation. This entropic term, ∆Gpress, has the form:

∆Gpress = −T∆Spress = −kBT ln

(
Vl
Vg

)
(2.7)

where Vl = 1 l/mol is the molar volume of an ideal aqueous solution of concentration
1 M and Vg = 24.465 l/mol is that of an ideal gas at 1 atm. This term will not
cancel out in the difference shown in equation 2.6 for multivalent ions, so ∆Gpress =
1.888 kcal/mol must be added to the solvation free energy values calculated using
simulations before that equation can be applied.

Transferring a molecule from the gas phase to the solution phase changes its
electronic density. A polarization correction is also included in calculating solvation
free energies to take this change into consideration. This correction (∆Gpol) was
calculated using ab initio methods, as described in detail in section 2.2.6.2.

All the correction terms that do not cancel out when using equation 2.6 were
applied in this work to obtain the calculated ∆GComp

solv , following equation 2.8:

∆GComp
solv = ∆Gcav + ∆Gchg + ∆Gpol + ∆Gpress (2.8)

where ∆Gcav and ∆Gchg are the Lennard-Jones and the electrostatic components of
the hydration free energy yielded directly by Gromacs.

2.2.4 Solution activity derivative

The principles behind the calculation of activity derivatives are summarized in sec-
tion 2.4; here we describe only the particular implementation details that were used.

All simulations are performed using the Gromacs simulation package [81, 82]. All
simulation boxes are cubic with periodic boundary conditions applied in the XZY
directions. The simulation box for the calculation of the activity derivative was
prepared by putting 72 anions and 72 cations (144 when using divalent anions) in a
cubic box with dimensions 4.0×4.0×4.0 nm3 and solvating the system by adding 7996
TIP3P [66] water molecules using editconf and solvate tools form Gromacs [81, 82].
The salt concentration simulated is thus 0.5 m. We select three distinct configurations
from the equilibration run, with a box volume similar to the average box volume
obtained during the equilibration. Each of these configurations is then used as the
initial state for a 50 ns simulation in the NVT ensemble. The total simulation time for
each production run is thus 150 ns; this large simulation time is necessary to provide
enough sampling to calculate activity derivatives. The remaining simulation details
are identical to those used to calculate free energies of solvation (section 2.2.3).

2.2.5 Potential of mean force

Here we present the details pertaining to the umbrella sampling simulations used
to calculate the potential of mean force for various ion pairs. The principles of the
technique are summarized in section 2.5. We run the umbrella sampling for the
CH3COO−, CH3SO−3 , CH3SO−4 , H2PO−4 , (CH3)2PO−4 , CH3HPO−4 and CH3PO2−

4 ions
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with each of the Na+ and CH3NH+
3 . We set up all simulations by placing a sin-

gle anion-cation pair inside a cubic box of size ∼3.4×3.4×3.4 nm3 and solvate the
molecules using TIP3P water. The systems are then equilibrated for 200 ps in the
NPT ensemble at 298.15 K. The temperature is kept constant using the Nose-Hoover
scheme [86, 87] with a time constant of 0.1 ps. Simulations are done with a pressure
of 1 bar, using the Parrinello-Rahman [88] approach with a time constant of 0.5 ps.
The remaining simulation details are identical to those used to calculate free energies
of solvation (section 2.2.3).

Running umbrella sampling requires generating several configurations along a re-
action coordinate. We take the advantage of steered molecular dynamics simulations
(SMD) and the implemented pull code in Gromacs to pull ion-pairs apart, along the
cation-anion direction. We set the pull rate to 0.001 nm/ps and pull force constant
to 5000 kJ mol−1 nm−2. The initial distance between cation and anion is set to be
zero using pull_init1 = 0, to force the two molecules to approach as close as pos-
sible. We run the pulling simulations for 1.5 ns, which corresponds to a maximum
anion-cation separation of 15 Å, sufficient for the purpose of our study. We select
multiple configurations with anion-cation separations between the minimum and the
maximum separation spanned during the SMD simulation; each selected configura-
tion is the starting point for an umbrella sampling window. For each window we run
an independent NPT simulation for 10 ns. We use the WHAM [101] analysis program
implemented in Gromacs to compute the potential of mean force; see section 2.5 for
details.

2.2.6 Ab Initio Calculations

2.2.6.1 Charge Fitting

The classical charges for the new species are obtained consistently with the AM-
BER [36] force field for proteins. The molecules are first optimized using MP2/6-31G*
level of theory to find the global minimum geometries. Thereafter we use the HF/6-
31G* level of theory to calculate the Merz-Kollman [102] atomic charges fitted to the
electrostatic potential. All calculations are performed using the Gaussian 03 software
package [103]. The Gaussian output is later plugged into the Antechamber module
of the AMBER [36] software suit to generate the classical atomic point charges using
RESP [65] fitting.

2.2.6.2 Polarization correction to the solvation free energy

The polarization energies were calculated in Gaussian 03. The structures are first
optimized using the IEF-PCM [104, 105, 106, 107, 108] model with B3LYP [109,
110, 111]/aug-cc-pVTZ level of theory followed by a single point energy calculation
in vacuum, using the same level of theory. This energy corresponds to a solvated
structure (more precisely, electron density, ρsolv), measured in gas phase, Egas[ρsolv].
Thereafter, we re-optimize the molecules in the gas phase to obtain the minimum
energies in the vacuum, Egas[ρgas]. Subtracting the former from the latter energy will
give us good estimates of the polarization energies [89].
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∆GPol = Egas[ρsolv]− Egas[ρgas] (2.9)

The default values in Gaussian 03 for the dielectric constant, fast response dielec-
tric constant (εinf) and probe radius (Rsolv) are 78.355, 1.776 and 1.385 Å, respectively
for this model.

2.2.6.3 Potential Energy Scan

To optimize the parameters of the interaction of the anions with water and with
cations for the cases where experimental data is unavailable, we require rigid-body
potential energy scans of the binding energy in anion-water or anion-cation systems
in the vacuum, as described in the Introduction and illustrated schematically in Fig-
ure 1.2. The potential energy curves as a function of the intermolecular distance
are obtained for each dimer using the MP2 [112] level of theory with augmented-cc-
pvt z[113] basis set in the Gaussian 03 [103] package. The structure of each isolated
species is first optimized with the same level of theory. After optimization, we per-
form the gas phase 1-D potential energy while holding the structure of the molecules
fix during the scan. Typical configurations for the anion-cation and anion-water po-
tential energy scans performed are shown in Figure 2.2.

Figure 2.2 Example configurations for the 1-D potential energy scans of
anions: a) with H2O. b) with Na+, c) with NH+

4 in orientation I (strong
hydrogen bond), d) with NH+

4 in orientation II (weak hydrogen bond).

2.2.6.3.1 Basis set superposition error When studying ion-ion interactions
with a finite basis set, the basis set superposition error (BSSE) [114] could become
significantly large. The BSSE occurs when two species A and B are approaching each
other and form a complex A-B. The resulting A-B complex is additionally stabilized
due to the fact that each of the A and B are using extra basis functions from one
another [115]. However, the overlap integral decreases as the distance between A
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and B increases, and becomes zero when the two species are beyond a few angstroms
apart; therefore, the total basis functions used vary as a function of the intermolec-
ular distance between A and B. Under these circumstances, the binding energy is
calculated as ∆EBinding = EAB(AB) − EA(A) − EB(B), where the superscripts are
the basis functions used for the energy calculations. Using varying basis functions
during 1D potential energy scans thus leads to artifacts in the binding energy and the
minimum distance between the two ions. To resolve this problem we use the Boys
and Bernardi [116] counterpoise corrections (CP) which is shown to correct for the
basis set superposition error by using the AB basis to calculate the energies for each
of A and B. The expression for the binding energy used in this work, which includes
the CP correction, is thus:

EQM,AB = EAB(AB)− EAB(A)− EAB(B) (2.10)

2.3 Calculating solvation free energies using free en-
ergy perturbation

The free energy of solvation of a single molecule can be calculated using free energy
perturbation method. The aim is to find a way to calculate the differences in free
energy between state 1 (solvated) and state 0 (non-solvated), using the connection
between thermodynamics and statistical mechanics in the canonical ensemble [117]:

A = −β−1 lnQ(N, V, T ) (2.11)

where A is the Helmholtz free energy, β = (kBT )−1, kB is the Boltzmann constant and
Q(N, V, T ) is the canonical partition function. The difference in free energy between
the states 0 and 1 of the system can be expressed as the ratio between their partition
functions [117]:

∆A = −β−1 ln
Q1

Q0

(2.12)

The canonical partition function for a system consist of N-particles is written
as [117]:

Q =
1

h3NN !

∫ ∫
exp[−βH(x, px)]dxdpx (2.13)

where h is the Planck constant and H(x, px) is the Hamiltonian of the system and is
a function of Cartesian coordinates, x, and the momentum, px. The N ! term is to
factor out the configurational repetition. Substituting Eq. 2.13 into Eq. 2.11 gives:

∆A =
−1

β
ln

∫ ∫
exp[−βH1(x, px)]dxdpx∫ ∫
exp[−βH0(x, px)]dxdpx

(2.14)

Using the relations between the target and the reference Hamiltonian [117]:

H1(x, px) = H0(x, px) + ∆H(x, px) (2.15)
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and the probability density function of finding the reference system in a state defined
by x and px

P0(x, px) =
exp[−βH0(x, px)]dxdpx∫ ∫
exp[−βH0(x, px)]dxdpx

(2.16)

the Eq. 2.14 becomes:

∆A =
−1

β
ln

∫ ∫
exp[−β∆H(x, px)]P0(x, px)dxdpx (2.17)

We write the equation 2.17 in an ensemble average form, over all reference state
configurations [117]:

∆A =
−1

β
ln 〈exp[−β∆H(x, px)]〉0 (2.18)

If the masses of the particles are the same in systems 0 and 1, the kinetic terms
in the partition function would be identical for both systems and therefore we can
re-write the equation 2.18 as the following [117]:

∆A =
−1

β
ln 〈exp[−β∆U(x, px)]〉0 (2.19)

where ∆U is the potential energy difference between systems 0 and 1.
Equation 2.19 is a good estimate of the free energy changes if the perturbation is

small. For large perturbations such as the free energy change due to solvation of a
molecule, the configurations with no water-solute overlap are poorly sampled in the
reference system and therefore equation 2.19 cannot be used directly. Instead, we
must use intermediate states between the reference and the target systems. We can
define N-2 intermediate states and re-write equation 2.19 as [117]:

∆A =
N−1∑
i=1

∆Ai,i+1 =
−1

β

N−1∑
i=1

ln 〈exp[−β∆Ui,i+1]〉0 (2.20)

We can generalize this formalism by writing the Hamiltonian as a linear function
of λ values [117]

H(λi) = λiH1 + (1− λi)H0 = H0 + λi∆H (2.21)

where 0<λi<1. The change in Hamiltonian between states i and i+ 1 is therefore
given as

∆Hi = H(λi+1)−H(λi) = (λi+1 − λi)∆H = ∆λi∆H (2.22)

We can therefore write the total change in the free energy during solvation of a
molecule as [117]

∆A =
N−1∑
i=1

∆Ai,i+1 =
−1

β

N−1∑
i=1

ln 〈exp[−β∆λi∆Ui,i+1]〉λi (2.23)

Note that we used the assumption of constant masses for the particles again and
factored out the kinetic term in the Hamiltonian [117].
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To calculate the changes in free energy between each pair of consecutive states
with least error, several numerical methods were developed. Here we use the Bennett
Acceptance Ratio (BAR) method [94] to achieve this goal. At each step the change
in the free energy of the forward and backward path, gives a different result and
averaging the two is not a good estimate of the ∆A since the accuracy of the free
energy difference calculation is not the same for the two opposite directions. This is
mainly due to the sampling differences between the reference and the target systems
resulting in different probability distributions Pi(∆Ui,i+1) and Pi+1(∆Ui+1,i) [117].
Therefore, averaging over the forward and backward calculations might have less
accuracy than each of the individual ones. The idea of BAR method is to find a
point C between i and i + 1 and calculate the forward free energy difference from i
to C and backward calculation from i+ 1 to C. The differences between the two free
energy calculations gives ∆Ai,i+1. The C is chosen so that the error in estimating the
∆Ai,i+1 is minimized [117, 94].

∆Ai,i+1 =
−1

β
ln
〈{1 + exp[β(∆Ui,i+1 − C)]}−1〉i
〈{1 + exp[−β(∆Ui,i+1 − C)]}−1〉i+1

+ C (2.24)

The constant C is defined

C = ∆Ai,i+1 +
−1

β
ln

ni
ni+1

(2.25)

where, ni and ni+1 are the sample size in states i and i+ 1. Note by that defining the
equation 2.24 this way, the point C does not need to be sampled and we only need
to ensemble average over the states in i and i + 1. Therefore, knowing the potential
energy of each intermediate states, the BAR method can be applied to post-process
the result. Since both ∆ Ai,i+1 and C values are unknown, the equations 2.24 and 2.25
should be solved together using iterative methods.

For the purpose of calculating free energy of solvation, we split the solvation
process into the free energy changes due to the electrostatic interactions, Vc, and
the changes due to van der Waals interactions, VLJ . We define λ values for each
term [118]

Vc(λ) =
1

4πε0εrrij
[(1− λ)q0

i q
0
j + λq1

i q
1
j ] (2.26)

where εr is the relative permittivity and ε0 the vacuum permittivity.

VLJ(λ) =
(1− λ)C0

12 + λC1
12

r12
ij

− (1− λ)C0
6 + λC1

6

r6
ij

(2.27)

where the 0 and 1 denote the states λ = 0 and λ = 0, respectively. C6 and C12 are
4εσ6 and 4εσ12, respectively, and rij is the distance between two particles [118].

Turning on (λ = 0) or off (λ = 1) the electrostatic or van der Waals terms of
the potential using the linear interpolation, might result in a large fluctuation in the
vicinity of λ=0 and λ=1. This is due the weak interactions between the particles
that allows them to closely approach each other and result in extreme repulsive or
attractive forces when calculating potential energy of the following λ state.
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To avoid unwanted instabilities near extreme values of λ we use soft core potentials,Vsc,
for the Lennard-Jones interactions [118]

Vsc(r) = (1− λ)V 0(r0) + λV 1(r1) (2.28)

where
r0 = (ασ6

0λ
p + r6)

1
6

r1 = (ασ6
1(1− λ)p + r6)

1
6

V0 and V1 are the normal van der Waals potentials of the system in states λ=0
and λ=1. σ is the radius of the interaction, equivalent to (C12

C6
)1/6, α is the soft-core

parameter and p is the soft-core λ power. The interactions in a soft-core potential
converge to a constant value, rather than blowing up, as r → 0 [118].

2.4 Calculating activity derivatives using Kirkwood-
Buff theory

The solution activity derivatives were used to optimize anion-cation interaction pa-
rameters for both monoatomic ions in TIP5P water and polyatomic ions in TIP3P
water. Details specific to each of these applications are given in Sections 2.1 and 2.2;
here we provide a short summary of the most relevant aspects of the Kirkwood-Buff
theory and its use in simulations of closed systems.

The molar activity derivative is defined as,

acc =
∂ ln ac
∂ ln ρc

∣∣∣
P,T

(2.29)

where ac is the solution molar activity and ρc is the number density of the solution,
defined as ρc = nc/V = (n+ + n−)/V ; n+ and n− are the number of cations and
anions, respectively, in the solution volume V . Using simulations, this derivative can
be easily calculated from the radial distribution functions (rdfs) in dilute solutions, as
formulated in the Kirkwood-Buff (KB) theory and described in detail elsewhere [119,
120, 48, 121, 122, 45].

The original KB theory is developed for the grand canonical ensemble, µVT; in
this ensemble, the KB integrals are defined as:

Gij = 4π

∫ ∞
0

r2[gµV Tij (r)− 1]dr (2.30)

where gij(r) are the rdfs of the two species i and j and the r is the distance between
them. Grand canonical ensemble simulations of dense systems are challenging to
perform, because the probability of inserting particles is very low. To avoid this
difficulty, we use an alternative formulation of the KB integrals, defined in terms of
rdfs, gNV Tij (r), obtained in the canonical ensemble [60, 123]:

Gij =

∫ 2R

0

[fijg
NV T
ij (r)− 1]4πr2(1− 3x/2 + x3/2)dr (2.31)
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where x = r/(2R) and fij is a concentration-dependent correction factor to the radial
distribution function [124, 125, 126]. The interactions in the simulation box can be
divided into two subsets: water(w)-co-solvent(c) interactions and co-solvent(c)-co-
solvent(c) interactions. The corresponding KB integral terms are given by:

Gcc =
1

4
(2G+− +G++ +G−−) (2.32)

and
Gcw = Gw+ +Gw− (2.33)

Using these expressions for KB integrals the molar activity derivative of the solution
is given by:

acc =
1

1 + ρc(Gcc −Gcw)
(2.34)

The activity derivative obtained this way can be compared to the molar activity
derivative obtained from experiment, calculated using equation 2.29. Experimental
activity derivatives are typically reported in the molal scale, so a correction factor
must be applied to the molar activity derivatives to allow for comparisons with the
equivalent molal quantity. At the low (0.5 m) salt concentration at which we work,
however, the correction factor is very small and can safely be ignored.

2.5 Calculating potentials of mean force using um-
brella sampling

The potential of mean force along a coordinate ξ, is defined from the average distri-
bution function 〈ρ(ξ)〉 [127],

W(ξ) =W(ξ∗)− kBT ln

[
〈ρ(ξ)〉
〈ρ(ξ∗)〉

]
(2.35)

where ξ∗ and W(ξ∗) are some arbitrary constants. The average distribution function
along ξ is defined as [127]

〈ρ(ξ)〉 =

∫
dR δ(ξ′[R]− ξ) exp(−βU(R))∫

dR exp(−βU(R))
(2.36)

where ξ′[R] is a function of R that only depends on a few or several degrees of
freedom, such as distance, angle, etc. U(R) is the potential energy of the system as a
function of coordinates R. For example we can find the average distribution function
when the ξ set to be the distance between two particles i and j. The integrand in the
numerator of equation 2.36 survives only if the distance function ξ′[R] is equal to the
ξ value [127].

Calculating the PMF is not always a straightforward procedure, since the presence
of high energy barriers along the ξ coordinate might make it impossible to sufficiently
sample the configurational space. One way to overcome this issue is to apply some
biased window potential, wi, to facilitate the configurational sampling in the vicinity
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of a chosen ξi value. The potential energy of the system would therefore be [U(R) +
wi(ξ)] [127]. This biasing potential would help to restraint the system around ξi
value, so that a sufficient configurational sampling is obtained. In this study we
use a harmonic function in the form wi(ξ)=1

2
(ξ − ξi)2 to restrain the ξ coordinate,

the cation-anion distance in this study, around consecutive ξi values. wi denotes
the bias potential in each window i. To obtain the final estimate of the PMF, the
results of the successive windows are unbiased and combined together. The biased
distribution function can be obtained by substituting the U(R) with [U(R) + wi(ξ)]
in equation 2.36, as the following [127]:

〈ρ(ξ)〉biased(i) = exp(−βwi(ξ)) 〈ρ(ξ)〉 〈exp(−βwi(ξ))〉−1 . (2.37)

The unbiased PMF can be obtained by substituting equation 2.37 into equa-
tion 2.35, which gives

Wi(ξ) =W(ξ∗)− kBT ln

[
〈ρ(ξ)〉(i)
〈ρ(ξ∗)〉

]
− wi(ξ) + Fi (2.38)

where Fi is the free energy resulted from the biased potential and defined as

exp(−βFi) = 〈exp(−βwi(ξ))〉 (2.39)

Several approaches have been proposed to find the Fi values and calculating the
PMF functions [127]. At the core of these approaches is the fact that Fi can be
obtained by requiring that the unbiased potential, Wi(ξ), should be the same in
the overlapping regions of adjacent windows. Therefore, one can adjust the Wi(ξ)
values by changing the Fis until they match, which can be done using least-squares
methods. The PMF along the ξ coordinate can be obtained by connecting the PMFs
of the consecutive windows. Most of the approaches proposed to find the Fi values,
however, require significant overlap between the two adjacent windows and therefore
are computationally expensive [127].

The weighted histogram analysis method (WHAM) is intended to enhance the
efficiency and the accuracy of the unbiasing process and PMF calculations [101, 127].
For an umbrella sampling with Nw biased windows, the optimal estimate of the unbi-
ased distribution function is the weighted sum over all the Nw unbiased distribution
functions [101, 127]

〈ρ(ξ)〉 =
Nw∑
i=1

[〈ρ(ξ)〉]unbiased(i) ×

[
ni exp(−β(wi(ξ)− Fi))∑Nw

j=1 nj exp(−β(wj(ξ)− Fj))

]
(2.40)

where ni is the number of independent data points at each window that builds up the
biased distribution function. Substituting equation 2.39 into equation 2.37, we find
that the individual unbiased distribution function can be write as [101, 127]

〈ρ(ξ)〉unbiased(i) = exp(+βwi(ξ)) 〈ρ(ξ)〉biased(i) 〈exp(−βFi)〉 . (2.41)

25



Plugging this into the equation 2.40, we have

〈ρ(ξ)〉 =
Nw∑
i=1

ni 〈ρ(ξ)〉biased(i) ×

[
Nw∑
j=1

nj exp(−β(wj(ξ)− Fj))

]−1

(2.42)

Assuming we have the optimal estimate of the distribution function we can write
the equation 2.39 as

exp(−βFi) =

∫
dξ exp(−βwi(ξ)) 〈ρ(ξ)〉 (2.43)

The WHAM equations 2.42 and 2.43 should be solved self-consistently by assign-
ing initial values to Fis and finding an estimate for the unbiased distribution function
〈ρ(ξ)〉 using equation 2.42. By plugging the 〈ρ(ξ)〉 into the equation 2.43 we find
better estimates of Fi values. The iteration between the two equations is repeated
until they converge [101, 127].

2.6 Calculating the anion-cation binding constants
from PMFs

Even though the formation of ion pairs in solution is not a chemical reaction, it is
useful to apply the mass action formalism to describe it, and to define an equilibrium
binding constant, Keq, that characterizes the strength of binding between two ions.

Consider the following equilibrium, where two ions, A and B, form a non-covalently
bound ion pair, AB:

A + B −−⇀↽−− AB (2.44)
(2.45)

At equilibrium, the concentrations of each of the species must obey the following
relation:

Keq =
[AB]

[A][B]
(2.46)

whereKeq is the equilibrium binding constant and depends on temperature onlyc̃iteSilber.
For simulations with many copies of A and B in a simulation box, Equation 2.46

may be applied directly to estimate the binding constant. For simulations at infinite
dilution, where only single copies of A and B exist in a simulation box of volume
V , however, equation 2.46 must be modified. Calculating the binding constant from
simulations at infinite dilution using Equation 2.46, where the concentration of each
species is obtained from the fraction of saved configurations where each species is
present, is incorrect.

To derive the correct expression for the binding constant in the limit of a single
pair of molecules, it is useful to re-write equation 2.46 as:

Keq =
nABV nAv
nAnB

(2.47)
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where nA and nB are the number of A or B molecules free in solution, nAB is the
number of AB species, nAv is Avogadro’s number and V is the volume of the solution.
nAnB thus defines the number of pairs of free A and B molecules. It follows that,
for simulations at infinite dilution, nAnB is simply equal to the number of saved con-
figurations where the unbound state is observed, and nAB is equal to the number of
configurations where the bound state is present. Normalizing the numerator and the
denominator in Equation 2.47 by the total number of saved configurations, we ob-
tain the correct expression to calculate binding constants from simulations at infinite
dilution [128]:

Keq = V nAv
Pb
Pu

(2.48)

where Pb and Pu are the probability of being in the bound and unbound state, re-
spectively.

We use Equation 2.48 to calculate the binding constants that characterize the
interactions of the polyatomic anions under study here and Na+, NH+

4 and CH3NH+
3 .

We extract Pb and Pu from the potential of mean force curves, ∆G(r), calculated for
individual anion-cation pairs. The probability of existing at a separation r is propor-
tional to exp(−β∆G(r)). It follows that Pb is the cumulative probability obtained by
integrating the normalized probability density function between r = 0 and a given
cutoff distance d, and Pu is 1 − Pb. The volume used in equation 2.48 is that which
is accessible to the molecules during the umbrella sampling simulation: it is the vol-
ume of a sphere of radius rm, 4/3πr3

m. rm is the maximum anion-cation separation
considered, i.e., the separation at which the cumulative probability is 1.

The binding constant necessarily depends on the cutoff distance d. We evaluate
this dependance by calculating the binding constants assuming that the bound state
of ions is only the contact ion pair configuration, and assuming also that the bound
state encompasses both contact and solvent shared ion pair configurations.

Figure 2.3 Contact ion pair(CIP) vs solvent separated ion pair(SSIP).
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Chapter 3

Result & Discussion

3.1 Monoatomic ions in TIP5P water
Anion-cation interaction parameters for NaCl, KCl, MgCl2 and CaCl2 are optimized
to reproduce the experimental activity derivative, aexpcc , of 0.5 molal concentration
solutions. These parameters for the ion pair interactions are shown in Table 3.1. The
optimized parameters are obtained by scaling the geometric average C(12)

ij,GA, given by
Equation 2.3, by a factor of fC12:

C
(12)
ij = fC12 × C(12)

ij,GA (3.1)

The results show that the geometric average is not a good estimate of anion-cation
interactions.

Figure 3.1 shows the calculated activity derivatives as a function of the scaling
factor fC12 applied to the geometric average C(12)

ij,GA. For all salts, the values of acc
calculated for C(12)

ij,GA lie far below the experimental target values. The low activity
derivatives reflect the overly strong short-range anion-cation interactions, which are
also reflected in the anion-cation rdfs shown in Figure 3.2. A sharp contact ion pair
peak (CIP) peak at ≈ 3 Å as well as a broad solvent shared ion pair one (SIP) at
≈ 5 Å, where the ions are separated by a single water layer, are observed when fC12

is close to 1.
When fC12 is increased from 1, acc increases rapidly at first, but much more slowly,

in the vicinity of the target values. For the example of NaCl (Figure 3.1 a), acc remains
in the range of 0.89−0.93, close to the target value acc = 0.93, for fC12 = 1.2−2.5. This
suggests that one can choose the optimal scaling factor as the one that exactly matches
the experimental value of acc, as has been done in state of the art force fields [48].
However, we observe that the choice of the scaling factor significantly changes the ion
pairing patterns reflected in the rdfs shown in Figure 3.2 a for NaCl solutions in this
interval of fC12. Similar trends are also present at a higher concentration of 6.18 m
as shown in Figure 3.3 a. For a scaling factor of fC12 = 1.2 , we observe CIPs with a
sharp peak around 3 Å at both low and high concentrations, while this peak vanishes
for fC12 = 2.5, because the ions migrate to the second shell and form SIPs. Thus, the
activity derivative remains almost constant despite parameters that lead to widely
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Figure 3.1 The calculated activity derivative with respect to fC12 for 0.5 m
solutions of the indicated salts. The factor fC12 determines the deviation of
the ion-pair C(12)

ij parameter from that obtained using a geometric average,
C

(12)
ij,GA (see Equation 3.1).
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Table 3.1 Optimized ion-ion C
(12)
ij parameters for the indicated salts; for

completeness, the C
(6)
ij calculated using Equation 2.2 are shown, as well

as the scaling factors fC12. The activity derivatives from experiment (aexpcc )
and calculated using optimized parameters (asimcc ) are also given; values
in parentheses are obtained using anion-cation parameters given by the
geometric average (Equation 2.3).

salt C
(6)
ij C

(12)
ij fC12 asimcc aexpcc

[10−3 kJ·mol−1·nm6] [10−7 kJ·mol−1·nm12]
NaCl 0.9870719 38.835145 1.6 0.91 (0.62) 0.93
KCl 3.9962779 117.888 1.2 0.85 (0.73) 0.89

MgCl2 0.547327 1719.172854 240 1.12(0.60) 1.08
CaCl2 2.687875 2445.089304 53 1.02(0.35) 1.02

different solution structures, and in this case should not be used as the only target
property against which to parameterize anion-cation interactions. Another target
property is required, to uniquely determine the optimum anion-cation interaction
parameters. Here we use the coordination number Cn – the number of Cl− ions
around Na+ ions, in contact ion pair configuration – obtained from x-ray diffraction
(XRD) [129]: Cn ≈ 0.3 at a concentration of 6.18 m. We find that, for fC12 = 1.6, the
computational Cn is 0.32 at this concentration, as shown in Figure 3.3. The calculated
activity derivative for this scaling factor is 0.91, in agreement with experiment. It is
worth noting, that contrary to what was reported in other computational studies [48,
130], at low NaCl concentration (0.5 m), we observe almost no CIPs (Cn = 0.01) and
most ions form SIPs (Cn = 0.45), using our optimized parameters.

Similar behavior is found for KCl solutions. The final scaling factor fC12 = 1.2
reproduces both the low concentration (0.5 m) activity derivative, which is 0.85 as
compared with a target experimental value of 0.89, and Cn at high concentration
(4.5 m), which is 0.55 and very close to the experimental value Cn = 0.6. At low
concentration, the KCl solution shows few CIPs, at an anion-cation distance ≈ 3 Å
(Cn ≈ 0.1), but abundant SIPs at ≈ 5 Å (Cn ≈ 0.5), indicating that only 10% of
the Cl− ions are in direct contact with K+ ions. Larger scaling factors would also
satisfy the experimental activity derivative, as shown in Figure 3.1 b but would lead
to no contact ion pairs at low and high concentrations (Figures 3.2 b and 3.3 b),
in disagreement with experiment. These results for KCl again emphasize that the
activity derivative may not be sufficient to optimize the ionic interactions in some
salts.

Others have also observed plateaus in the activity derivative as a function of
anion-cation interaction parameters, and these plateaus have been similarly linked to
interconversion between different types of ion pairs [61]. The importance of lifting
the indetermination in the parameters introduced by these plateaus by comparison
with other properties that reflect ion-ion interactions, however, has not always been
recognized. Instead, in some instances authors have arbitrarily chosen a particular
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Figure 3.2 Anion-cation radial distribution function for 0.5 m solutions of
the indicated salts. The factor fC12 determines the deviation of the ion-pair
C

(12)
ij parameter from the geometric average C(12)

ij,GA (see Equation 3.1).

scaling factor without physically justifying this choice (e.g., parameters for CaCl2 and
CaBr2 in ref. [61]). Our results demonstrate that this arbitrary choice can be easily
avoided by the introduction of other target properties, and results in a more reliable
description of solution structure.

For the divalent salts, MgCl2 and CaCl2, the scaling factors for MgCl2 and CaCl2
that reproduce the experimental activity derivatives are much larger, fC12 = 240 and
fC12 = 53, respectively, than for the 1:1 salts. Neither of the salt solutions show CIPs
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Figure 3.3 Anion-cation radial distribution function, left axis (solid-lines),
and coordination number Cn, right axis(dashed-lines), for high concen-
tration solutions of the indicated salts. The factor fC12 determines the
deviation of the ion-pair C(12)

ij parameter from the geometric average C(12)
ij,GA

(see Equation 3.1).

at 0.5 m, in agreement with the x-ray absorption fine spectroscopy (XAFS)/XRD data
[131]. The activity derivative v.s. fC12 plots for CaCl2 shows a pseudo-plateau in the
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vicinity of the experimental target value; however, in contrast to our observations on
NaCl and KCl solutions described above, the ionic distribution depends only weakly
on the scaling factor in this region. Therefore good parameters can be obtained by
using the activity derivative as the only target property for parameterization.

3.1.0.1 The effect of sampling time

To ensure that we have sufficient sampling time for the calculation of the activity
derivatives of the salt solutions, we obtained the corresponding activity derivatives
using a variety of time intervals, see Table 3.2. The results show that the activity
derivative obtained from radial distribution functions averaged over shorter time in-
tervals are very similar to those obtained using data from the entire simulation. These
results confirm that the 150 ns of sampling is sufficient to yield reliable results.

Table 3.2 Activity derivative of salt solutions in different time scales.

Ion Sampling Time acc

ns

0-50 0.89
NaCl 50-100 0.91
f=1.6 100-150 0.92

0-150 0.91
0-50 0.84

KCl 50-100 0.88
f=1.2 100-150 0.84

0-150 0.85
0-50 1.05

CaCl2 50-100 1.02
f=53 100-150 0.98

0-150 1.02
0-50 1.12

MgCl2 50-100 1.13
f=240 100-150 1.10

0-150 1.12
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3.2 Polyatomic ions in TIP3P water
The optimized parameters are presented in the Appendix B, in .top/.itp format for
gromacs users; the original values are shown as comments, to facilitate comparisons.
Amber-format parameters are given in the same files in the form of comments.

3.2.1 Determining self-interaction parameters for the oxygens
of the anions

3.2.1.1 Parameters developed based on solvation free energies

The computational solvation free energies (SolvFEs) are calculated as described in
section 2.2.3. We attempt to reproduce the experimental target data (∆∆GExp

solv ; see
equation 2.6) by scanning a range of εO2−O2 or σO2−O2 with values between f = 0.8
and f = 1.2 times the original GAFF [90, 91, 36, 92] parameters; for HSO−4 , scanning
of the εOH−OH or σOH−OH parameters would in principle also be necessary but in
practice was not done because the original GAFF [90, 91, 36, 92] parameters proved
adequate.

Given that only one target property was selected for optimization, an infinite
number of combinations of ε and σ values could yield equally good agreement with
the target, possibly at the expense of the performance of the model regarding other
observables. Because the original GAFF parameters are derived to reproduce the
density and heats of vaporization of organic liquids [90, 91, 36, 92], we choose to retain
them for either ε or σ, and optimize the remaining parameter only. Preliminary results
(not shown) indicate that the free energy of hydration is more sensitive to changes in
σ than to changes in ε. For this reason, we choose to optimize σ for the cases where
the original GAFF [90, 91, 36, 92] parameters led to deviations of tens of kcal/mol
from the target hydration free energies, but we optimize ε for the cases where the
deviation was lower than 10 kcal/mol.

For each anion for which experimental values of the hydration free energies exist,
we plot the calculated values of the solvation free energy difference, ∆∆GComp

solv , as a
function of the scaling factor, f , applied to εO2−O2 or σO2−O2 parameters, and fit the
result with a linear function. The optimal εO2−O2 or σO2−O2 parameters are found
by solving the linear function for the experimental SolvFE difference, ∆∆GExp

solv . The
procedure is illustrated in Figure 3.4 for SO2−

4 ; the strongly linear dependence of
∆∆GComp

solv on σO2O2 is apparent.
The optimized parameters for HSO−4 , SO

2−
4 and CH3COO−, as well as their ex-

perimental and computational SolvFEs, are given in Table 3.3. We recommend that
the parameters given in Table 3.3 for O2 are used for the interactions of the anions
with water and with other species in solution using combination rules (equation 2.5)
for all cases except those which are specifically parameterized.

The GAFF [90, 91, 36, 92] ε and σ parameters lead to a -0.6 kcal/mol deviation
from the target value for HSO−4 . Due to the uncertainty associated with measurements
of the solvation free energy of single ions[59], the experimental error in measuring the
SolvFE of HSO−4 is at least of the order of this deviation. Therefore we do not
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Table 3.3 Self-interaction parameters for O2 derived against experimental
solvation free energies. The parameters are expressed in terms of a scaling
factor relative to the GAFF values (shown in the Supporting Information).

Anion Parameters n×∆GComp
solv (Cl−)

kcal/mol
∆GComp

solv (A−n)
kcal/mol

∆∆GComp
solv

kcal/mol
∆∆GExp

solv

kcal/mol
Deviationd

kcal/mol

HSO−4 ..b 1×(-87.3) -85.1 2.2 2.8c -0.6
CH3COO− 0.77× εO2−O2 1×(-87.3) -93.0 -5.7(-3.9)a -6.2c 0.5 (+2.3)a
SO2−

4 1.17× σO2−O2 2×(-87.3) -270.0 -95.4 (-122.5)a -94.6c -0.8 (-27.9)a

aGAFF parameters; b No scaling; c reference [67]; d ∆∆GComp
solv - ∆∆GExp

solv ; ∆∆Gsolv is defined in Equation 2.6
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Figure 3.4 Difference in solvation free energy, ∆∆GComp
solv = ∆GComp

solv (SO2−
4 )−

2 × ∆GComp
solv (Cl−), as a function of the scaling factor fσO2−O2

for the SO2−
4

anion. The red line shows the target experimental value, ∆∆GExp
solv .

further parameterize HSO−4 against the SolvFE and we use the GAFF [90, 91, 36, 92]
Lennard-Jones parameters for this anion.

For acetate (CH3COO−), the original εO2−O2 needs to be scaled by a factor of
0.77 to retrieve the experimental SolvFE for this ion. The optimized parameter thus
reproduces the difference in hydration free energies between Cl− and CH3COO− better
than the GAFF [90, 91, 36, 92] parameters. We note, however, that the deviation
from experiment using the GAFF [90, 91, 36, 92] parameters is only +2.3 kcal/mol,
so using GAFF parameters to investigate the interactions of this anion with water is
acceptable.

In contrast, GAFF [90, 91, 36, 92] parameters yield a far too low hydration free
energy for SO2−

4 : the deviation from experiment is −27.9 kcal/mol. A scaling factor
of 1.17 to the original σO2−O2 parameter is required to reproduce the target ∆∆GExp

solv
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of the sulfate. GAFF [90, 91, 36, 92] parameters dramatically fail to reproduce the
SolvFE of multivalent ions, emphasizing the importance of parameter optimization
with respect to SolvFE for those anions.

3.2.1.2 Parameters developed using ab initio calculations

To optimize the oxygen parameters for CH3SO−4 , CH3SO−3 , HPO
2−
4 and CH3PO2−

4 ,
for which reliable hydration free energies measured experimentally could not be found
in the literature, we use the ab initio approach described in the Introduction.

3.2.1.2.1 Validation of approach for ion-water systems. As described gener-
ically in the introduction, this approach is based on the assumption that, for similar
anions, the difference, ∆EQM→cl, between the energy minimum of anion-water dimers
calculated using ab initio and the equivalent energy calculated using optimized clas-
sical parameters should be similar for anions of similar charge and structure (see
Figure 1.2). To evaluate whether this assumption holds, we perform potential energy
scans as a function of anion-water distance for the CH3COO−-H2O and the HSO−4 -
H2O systems. These are the only systems containing comparable anions for which
parameters were optimized based on the free energies of hydration. The scans are
performed using ab initio and using the optimized parameters, in the system con-
figuration shown in Figure 2.2a; these scans are shown in Figure 3.5 . We find (see
Table 3.4) that ∆EQM→cl = −1.3 kcal/mol for HSO−4 , and ∆EQM→cl = −1.2 kcal/mol
for CH3COO−; the similarity in the ∆EAB,QM→cl values for these two anions confirms
that the ab initio approach proposed here holds for anion-water dimers.

Figure 3.5 a)HSO−4 -H2O b)CH3COO−-H2O, 1D energy scan with both QM
and classical methods. The curves in (a) are averaged over scans of differ-
ent symmetries, as described in the Appendix A.
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The scans also illustrate that developing parameters by requiring that the classical
potential energy curve overlaps with the ab initio is unsuitable. Those parameters
would greatly overestimate anion-water interactions.

Table 3.4 Differences between the classical and quantum potential energy
scans for all anion-water dimers, and values of the optimized anion-water
parameters.

Anion Optimizationc Parametersd ∆Ee
QM→cl

kcal/mol
∆Rf

QM→cl
Å

HSO−4 Exp .. b -1.3a -0.14a
CH3SO−4 Comp .. b -1.4a -0.15a
CH3SO−3 Comp .. b -1.7a -0.15a
H2PO−4 Comp .. b -1.4a -0.12a

(CH3)2PO−4 Comp .. b -1.1a -0.11a
CH3COO− Exp 0.77× εOO -1.2(-0.8a) -0.14(-0.10a)

SO2−
4 Exp 1.17× σOO 4.8(1.0a) 0.22(-0.06a)

HPO2−
4 Comp 1.135× σOO 4.8(1.1a) 0.16(-0.05a)

CH3PO2−
4 Comp 1.135× σOO 4.8(1.3a) 0.16(-0.05a)

a GAFF parameters; b No scaling; c Parameters optimized based on hydration free energies (Exp), repeated here to
facilitate comparisons, or based on the ab initio approach (Comp); d Expressed as a scaling factor relative to the
original GAFF parameters (given in the Supporting Information); e ∆EQM→cl is defined in Equation 1.2; f

∆RQM→cl: the difference between the position of the dimer energy minimum obtained using ab initio calculations
and using classical parameters.

3.2.1.2.2 Parameter optimization. For each of the CH3SO−4 , CH3SO−3 , HPO
2−
4

and CH3PO2−
4 anions, we perform an ab initio gas phase potential energy scan of the

anion-water dimer, as described in section 2.2.6.3. For parameter optimization, we re-
quire the same type of potential energy scan to be performed for a reference species for
which classical parameters already exist: we use SO2−

4 as the reference compound for
CH3PO2−

4 and HPO2−
4 , and HSO−4 as the reference compound for CH3SO−4 , CH3SO−3 ,

H2PO−4 and (CH3)2PO−4 because of their similarities in total charge and structure.
For the reference species, we calculate also the analogous potential energy scans using
the classical parameters previously derived using hydration free energies. Finally, we
optimize the oxygen parameters for the anions by testing many εOO or σOO values
until the value that best fulfills the condition indicated in Equation 1.1 is found.

The optimized self-interaction parameters for the oxygens in all the anions are
shown in Table 3.4. The same Table also shows ∆RQM→cl, the difference in the
position of the potential energy minimum calculated using ab initio and using classical
parameters. For the divalent anions, the optimized parameters result in larger anion-
water separation at the energy minimum of the dimer than the original GAFF [90,
91, 36, 92] parameters. This increase has been observed in other parameterizations of
multivalent oxoanions based on experimental data [89], and illustrates the inadequacy
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of applying GAFF [90, 91, 36, 92] parameters, derived for neutral molecules, to heavily
charged species.

The original GAFF parameters for CH3SO−4 yield ∆EQM→cl = −1.4 kcal/mol; for
CH3SO−3 , H2PO−4 and (CH3)2PO−4 they yield ∆EQM→cl = (−1.7,−1.4,−1.1) kcal/mol
(see Table 3.4), respectively. Tuning the oxygen parameters of these anions to repro-
duce the target ∆EQM→cl = −1.3 kcal/mol obtained for HSO−4 leads to changes in
hydration free energy lower than 2 kcal/mol. Because this difference is slight, we opt
to retain the original GAFF [90, 91, 36, 92] parameters for CH3SO−4 , H2PO−4 and
CH3SO−3 .

The original GAFF [90, 91, 36, 92] parameters lead to a ∆EQM→cl = +1.1 kcal/mol
for HPO2−

4 , and to ∆EQM→cl = +1.3 kcal/mol for CH3PO2−
4 . Because these values

differ markedly from the target ∆EQM→cl = +4.8 kcal/mol obtained for SO2−
4 , the

oxygens of the two divalent ions are optimized to reproduce the target ∆EQM→cl.
The value of ∆EQM→cl depends predominantly on the parameters of the O2 oxygens
and is essentially independent of the parameters of the other oxygens; however, for
consistency, the σ parameter of the OH oxygens in HPO2−

4 is scaled by the same
prefactor used to scale σO2; following the same logic, the σ parameter of the OS
oxygens in CH3PO2−

4 is also scaled by the same scaling factor applied to σO2 of that
species. Applying these scaling factors to OH or OS is recommended, despite the fact
that they should lead to relatively small changes in the overall interaction between
these species and water; e.g., scaling or not the OH oxygen in HPO2−

4 leads to changes
of ∼2 kcal/mol in SolvFE.

The calculated uncorrected (∆Gcav+∆Gchg) SolvFE of HPO2−
4 are−311.8 kcal/mol

and−285.8 kcal/mol, for GAFF [90, 91, 36, 92] and our parameters, respectively. This
large change in solvation free energy illustrates the critical importance of optimizing
ion-water interactions for divalent anions. We do not compare these results to the
only available experimental value for SolvFE of HPO2−

4 because that value has very
high associated uncertainty [132]: that value was not directly measured, but instead
was calculated based on rough estimates of lattice energies.

3.2.2 Developing specific anion-cation parameters

3.2.2.1 Parameters developed based on solution activity derivatives

After finding optimal self-interaction parameters for the anions based on ion-water
interactions, we evaluate whether those parameters can be used with the combination
rules shown in Equation 2.5 to obtain reasonable interactions between the anions and
two cations of interest: the commonly used counterion Na+, and an analogue, NH+

4 ,
of the terminal side chain group of the amino acid lysine. We assess the quality of
those parameters by calculating, as described in section 3.5, the activity derivatives
of 0.5 m solutions of salts for which experimental solution activities exist. These
results are given in Table 3.5, under column aCalc,bcc and are referred to in the text
as arising from using unoptimized anion-cation parameters. For comparison, we also
calculate activity derivatives using exclusively the original set of GAFF [90, 91, 36, 92]
parameters for the anions (denoted as aCalc,ccc in Table 3.5).
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Table 3.5 Solution activity derivatives from experiment (aExpcc ) and from
simulation (aCalccc ). The optimal anion-cation parameters are expressed in
terms of the values calculated from Equation 2.5 using the original GAFF
values, to facilitate comparisons.

Anion Cation Parameters aCalc,acc aCalc,bcc aCalc,ccc aExp,dcc

CH3SO−3
Na+ 1.1× εONa 0.95 0.89 0.89 0.93

NH+
4 1.1 × { εON

εOHN

0.89 0.85 0.85 0.90

CH3COO− Na+ 1.022× σONa 0.99 0.35 0.22 1.00

SO2−
4

Na+ 1.13× σONa 0.64 * * 0.62±0.02

NH+
4 1.13 × { σON

σOHN

0.60 * * 0.62±0.02

* Could not be calculated because of aggregation; a Optimized σOO, εOO and anion-cation parameters; b Optimized
σOO and εOO, with anion-cation parameters derived from combination rules (for some salts, this set of parameters
coincides with the original GAFF parameters); c Original GAFF parameters; d reference [133]

The unoptimized anion-cation parameters fail, often dramatically, to adequately
describe anion-cation interactions in all cases; the original set of GAFF [90, 91, 36, 92]
parameters also fails. These failures point to the need of specifically optimizing the
anion-cation interactions. Large modifications to the anion-cation parameters (see
Table 3.5) are indispensable to attain agreement with experiment for solutions of
Na2SO4 or (NH4)2SO4: for both salts, using either unoptimized anion-cation param-
eters or using the original GAFF [90, 91, 36, 92] parameters led to dramatic aggre-
gation, as illustrated in Figure 3.6a for Na2SO4. Such large aggregation is clearly
unphysical, because our simulations are done at 0.5 m, far below the solubility limit
of Na2SO4 (21.94 g/100 g of solution) [134], and of (NH4)2SO4 (43.3 g/100 g of solu-
tion) [135, 80]. As shown in Figure 3.7, the optimized anion-cation parameters lead
to very few contact ion-pairs formed per ion, with both ions forming primarily solvent
shared ion-pairs, i.e., configurations where the ions share their first hydration layer.

For NaCH3COO, using unoptimized anion-cation parameters leads to a solution
activity derivative, aCalccc = 0.35, which is far lower than the target value of aExpcc =
1.00; the original GAFF [90, 91, 36, 92] parameters perform even worse, yielding
aCalccc = 0.22. To achieve good agreement with experiment, it is necessary to modify
σONa. The optimized parameters lead to a number of contact ion-pairs forming per ion
that is only 1/5 of that obtained using the original GAFF [90, 91, 36, 92] parameters,
as shown in Figure 3.8b. Our results thus indicate that the interactions between Na+

and acidic amino acids are markedly overestimated when using the sodium model of
Joung and Cheatham [44] in the AMBER [36] force field.

For NaCH3SO3 and NH4CH3SO3, the activity derivative calculated without opti-
mizing anion-cation interactions differs less than 5% from experiment. Despite this
seemingly small difference, we provide optimized anion-cation parameters for these
salts (see Table 3.5) because they lead to quantitative differences in the number of
ion-pairs: Figure 3.7 show that the optimized anion-cation parameters lead to 25%
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Figure 3.6 Simulations of Na2SO4. a) Original GAFF parameters: aggre-
gation becomes visible at 500 ps and large aggregates are seen at 8 ns. b)
Optimized anion-cation parameters: aggregation is not observed within
the time scope of the simulation.

fewer contact ion-pairs – defined as ions in direct contact with each other – than the
non-optimized ones.

3.2.2.2 Parameters developed using ab initio calculations

For several of the salts of interest here, the solution activities are not available in the
literature or have high associated uncertainty. High uncertainty is often found for salts
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of amphiprotic species like phosphate, because solutions of those salts simultaneously
contain H2PO−4 and HPO2−

4 , making it difficult to deconvolute the contribution of
each species to the solution activity [133]. For these salts, we optimize anion-cation
interactions again following the approach described in the introduction and using the
optimized anion-cation parameters developed in the previous section.

3.2.2.2.1 Determining optimal anion-cation orientations to be used in
gas-phase potential energy scans. In ab initio calculations, contact ion-pairs in
the vacuum benefit from extra delocalization stability due to the overlap of cation
and anion orbitals; this extra stabilization is sometimes referred to as intermolecular
hyperconjugation energy [136]. However, quantum effects such as electron delocaliza-
tion and charge transfer between two ions are not expected to be dominant in aqueous
solution; in this case the charge transfer preferentially occurs between the ions and
the water molecules in the first hydration shell. [137, 138, 139]

The fact that quantum effects stabilize ion-ion interactions in the vacuum but
not in solution represents a problem when using our approach to develop classical
parameters for ions in aqueous solution. Given that the magnitude of the hyper-
conjugation energy varies amongst contact ion-pairs – depending on the electronic
structure and the relative orientation of the two ions – our ab initio approach might
introduce artifacts if the two ion-pairs being compared benefit from different hyper-
conjugation stabilities. To resolve this issue, we must ensure that the anions for
which we want to make the ab initio comparison have similar interactions with the
same cation. We assess the similarity of interactions by performing natural bond or-
bital (NBO)[136] analysis. This analysis proved to well-capture the electron density
transfers,[140, 141, 142] on the geometries shown in Figure 2.2a,b,c and at distances
corresponding to the minimum energy on the 1-D potential curves for each ion-pair.
To perform this analysis we use the geometries from MP2 calculations and perform
B3LYP[109, 110, 111]/aug-cc-PVTZ calculations to obtain the electron densities. Us-
ing the B3LYP method is necessary to obtain the well-defined one-electron densities
required by NBO calculations.[140].

The results of the NBO analysis are shown in Table 3.6. In ion-pairs with Na+,
the electron density transfers from the lone pair (LP) of the oxygen in the anion
to the unfilled valence-shell (LP*) in Na+. The hyperconjugation energies vary in
a very small range, between 6.5-10.0 kcal/mol for monovalent and between 11.0-
11.5 kcal/mol for divalent anions, suggesting that the donor-acceptor interactions
are similar for all ion-pairs involving Na+. Therefore, the configuration shown in
Figure 2.2b can be used for the ab initio calculations needed to derive optimized
anion-cation parameters.
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Table 3.6 Second Order Perturbation Theory Analysis of Fock Matrix in
NBO Basis for anion-cation pairs

Ion-Pair Donor(i) Acceptor (j) E(2)†

kcal/mol
Sum

Anion-Na+

CH3SO−3 · · · Na+ LP(1-3)O LP*(1-3)Na 7.5
CH3SO−4 · · · Na+ LP(1-3)O LP*(1-3)Na 6.5

CH3COO−· · · Na+ LP(1-3)O LP*(1-3)Na 10.0
H2PO−4 · · · Na+ LP(1-3)O LP*(1-3)Na 7.0

(CH3)2PO−4 · · · Na+ LP(1-3)O LP*(1-3)Na 7.0

SO2−
4 · · · Na+ LP(1-3)O LP*(1-3)Na 11.5

CH3PO2−
4 · · · Na+ LP(1-3)O LP*(1-3)Na 11.0

Anion-NH+
4 : Orientation I

CH3SO−3 · · · NH+
4 LP(2)O BD*(1)H-N 48.0 88.0BD*(2)S-O BD*(1)H-N 40.0

CH3SO−4 · · · NH+
4 LP(2)O BD*(1)H-N 45.0 94.0BD*(2)S-O BD*(1)H-N 49.0

CH3COO−· · · NH+
4 LP(2)O BD*(1)H-N 51.0

SO2−
4 · · · NH+

4 LP(2)O BD*(1)H-N 77.0 130.0BD*(2)S-O BD*(1)H-N 53.0
CH3PO2−

4 · · · NH+
4 LP(2)O BD*(1)H-N 85.5 233.5BD*(2)S-O BD*(1)H-N 148.0

Anion-NH+
4 : Orientation II

CH3SO−3 · · · NH+
4 LP(1)O BD*(1)N-H(1-3) 4.5

CH3SO−4 · · · NH+
4 LP(2)O BD*(1)N-H(1-3) 4.5

CH3COO−· · · NH+
4 LP(2)O BD*(1)N-H(1-3) 6.0

H2PO−4 · · · NH+
4 LP(1)O BD*(1)N-H(1-3) 5.0

(CH3)2PO−4 · · · NH+
4 LP(1)O BD*(1)N-H(1-3) 5.0

SO2−
4 · · · NH+

4 LP(2)O BD*(1)N-H(1-3) 8.0
CH3PO2−

4 · · · NH+
4 LP(2)O BD*(1)N-H(1-3) 8.5

LP = Lone Pair
LP∗= Unfilled Valence-Shell
BD∗= Valence Anti-bonding
† Stabilization energy E(2) estimated as E(2)=∆Eij= qi

F (i,j)2

εj−εi
, where qi is the donor orbital occupancy, εi, εj are

diagonal elements (orbital energies) and F(i,j) is the off-diagonal NBO Fock matrix element.[143]
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In contrast to the ion-pairs involving Na+, those involving NH+
4 in configuration

I (see Figure 2.2c) exhibit two different electron density transfers, one from the LP
of the oxygen to the valence antibonding (BD*) orbital of (H-N) and the other from
BD* of (S-O) to BD* of (H-N). The total hyperconjugation energies lie between 51.0-
94.0 kcal/mol for monovalent and 130.0-283.5 kcal/mol for divalent ions. This wider
range of hyperconjugation energies arises from different donor-acceptor interactions
in these ion-pairs, making impossible the type of comparison necessary for our pa-
rameterization approach. To resolve this problem we searched for different relative
orientations of the ions involved in NH+

4 ion pairs, to find an orientation in which
hyperconjugation energies are both minimized and are similar for the various ion
pairs. For orientation II (See Figure 2.2d), the the hyper-conjugation energies are in
the narrow range of 4.5-6.0 kcal/mol for monovalent anions and 8.0-8.5 kcal/mol for
divalent anions. We use this configuration to find the parameters for the ion-pairs
containing ammonium and methyl ammonium.

3.2.2.2.2 Validation of approach for anion-cation systems. Similarly to
what we describe above to validate the approach for anion-water systems, we perform
potential energy scans as a function of the anion-cation distance for the CH3SO−3 · · ·Na+

and the CH3COO−· · ·Na+ systems, the only ones that are comparable and for which
anion-cation interaction parameters based on experimental data exist. The potential
energy scans (not shown) are done using quantum mechanics and using the classi-
cal models with optimized parameters, in the configuration shown in Figure 2.2b.
We find, as shown in Table 3.7, that ∆EQM→cl = +5.1 kcal/mol for CH3SO−3 and
∆EQM→cl = +5.3 kcal/mol for CH3COO−. The two values are very similar, confirm-
ing that the approach holds also for anion-cation systems.

3.2.2.2.3 Parameter optimization. For parameter optimization, we require po-
tential energy scans for reference species for which classical parameters already exist:
we use NaCH3SO3 as the reference for NaCH3SO4, NaH2PO4 and Na(CH3)2PO4;
Na2SO4 as the reference for Na2CH3PO4; NH4CH3SO3 as the reference for NH+

4 or
CH3NH+

3 salts of all monovalent anions; (NH4)2SO4 as the reference for NH+
4 or

CH3NH+
3 salts of all divalent anions. The Lennard-Jones parameters describing the

interactions of the oxygen atoms of the anions with the N and HN atoms in NH+
4 and

CH3NH+
3 and with Na+ are optimized by testing many values until the one that best

fulfills the condition indicated in Equation 1.1 to within 0.5 kcal/mol is found. This
procedure is similar to that which was followed to optimize water-ion interactions.
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Figure 3.7 Radial distribution functions of anion-cation pairs, g−+(r) (solid
lines, left y-axes) and corresponding number integral (CN; dashed lines,
right y-axes) using AMBER/GAFF parameters and using the optimized
parameters.

Table 3.7 Differences between the classical and quantum potential energy
scans for all anion-Na+ dimers, and values of the optimized anion-Na+

parameters.

Anion Optimizationb Parametersc ∆Ed
QM→cl

kcal/mol
∆Re

QM→cl
Å

CH3COO− Exp 1.022× σONa 5.3(3.9a) 0.08(0.06a)
CH3SO−3 Exp 1.1× εONa 5.1(4.6a) 0.06(0.05a)
CH3SO−4 Comp 1.1× εONa 5.1(4.7a) 0.06(0.05a)
H2PO−4 Comp 1.02× σONa 5.2(3.0a) 0.09(0.05a)

(CH3)2PO−4 Comp 1.01× σONa 4.9(3.8a) 0.07(0.05a)
SO2−

4 Exp 1.13× σONa 22.4(5.1a) 0.35(0.07a)
CH3PO2−

4 Comp 1.132× σONa 22.0(3.1a) 0.35(0.06a)
a GAFF parameters; b Parameters optimized based on activity derivatives (Exp), repeated here to facilitate
comparisons, or based on the ab initio approach (Comp); c Expressed as a scaling factor relative to the original
GAFF parameters, calculated using equation 2.5 from the GAFF self-interaction parameters given in the Supporting
Information; d ∆EQM→cl is defined in Equation 1.2; e ∆RQM→cl: the difference between the position of the dimer
energy minimum obtained using ab initio calculations and using classical parameters.

The optimized anion-cation interaction parameters are shown in Table 3.7 and Ta-
ble 3.8. In all cases, the parameters optimized based on ab initio lead to ∆EAB,QM→cl
differences within 0.5 kcal/mol of the target values. The anion-cation distances for
monovalent anions are slightly larger using the optimized parameters than using
GAFF [90, 91, 36, 92] . The same trend is observed for the divalent anions, although
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Figure 3.8 a) 3 m solution of Glycine (a = ref. [62]), b) 0.5 m solution of
sodium acetate

for those systems the increase in anion-cation distance is substantially larger than for
the monovalent anions. Such an increase is not surprising: as mentioned above, it
reflects the fact that Lennard-Jones parameters optimized for neutral species are not
appropriate for charged species.

Our parameters for the (CH3)2PO−4 · · ·CH3NH+
3 interaction are very close to re-

cently proposed parameters based that reproduce osmotic pressure measurements
made on DNA arrays, again confirming the suitability of our ab initio approach: we
propose that σON = 1.04×σON,GAFF , which corresponds to a +0.124 Å increase in the
σON value. This value is very close to the 0.14 Å increase proposed by Aksimentiev
and Yoo [62].

Our results show that optimum parameters for the NH+
4 -anion interactions differ

markedly from those for CH3NH+
3 -anion interactions. Developing parameters for pri-

mary amines should be done using CH3NH+
3 as the reference species, and not NH+

4 ,
which is a poor mimic of primary amines.

The radial distribution functions for some of the salts for which the anion-cation
interactions are optimized using ab initio are shown in Figure 3.7. Similarly to the
systems for which parameters are optimized based on experimental data, we find that
the optimized parameters reduce anion-cation attraction relative to GAFF [90, 91, 36,
92] parameters. These results suggest that GAFF [90, 91, 36, 92] parameters in general
overestimate cation-anion interactions and may lead to aggregation, particularly in
solutions with higher salt concentration. The most dramatic changes are seen in
solutions of divalent ions: GAFF [90, 91, 36, 92] parameters lead to very rapid (< 1 ns)
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Table 3.8 Differences between the classical and quantum potential energy
scans for all anion-NH+

4 and anion-CH3NH+
3 dimers, and values of the

optimized anion-cation parameters.

Anion Cation Optimizationb Parametersc ∆Ed
QM→cl

kcal/mol
∆Re

QM→cl
Å

CH3SO−3
NH+

4 Exp. 1.10× { εON
εOHN

10.1(9.7a) 0.25(0.23a)

CH3NH+
3 Comp. 1.05× { σON

σOHN

10.2(6.8a) 0.34(0.21a)

CH3SO−4
NH+

4 Comp. 1.20× { εON
εOHN

9.9(9.1a) 0.27(0.24a)

CH3NH+
3 Comp. 1.05× { σON

σOHN

10.6(7.4a) 0.35(0.21a)

H2PO−4
NH+

4 Comp. 1.02× { σON
σOHN

10.4(8.9a) 0.26(0.20a)

CH3NH+
3 Comp. 1.04× { σON

σOHN

10.0(7.0a) 0.30(0.19a)

(CH3)2PO−4
NH+

4 Comp. 1.01× { σON
σOHN

10.1(9.5a) 0.22(0.21a)

CH3NH+
3 Comp. 1.04× { σON

σOHN

10.4(7.5a) 0.30(0.19a)

CH3COO− NH+
4 Comp. ..f 10.2(10.9a) 0.20(0.23a)

CH3NH+
3 Comp. 1.02× { σON

σOHN

9.9(8.9a) 0.24(0.21a)

SO2−
4

NH+
4 Exp. 1.13× { σON

σOHN

30.3(16.9a) 0.59(0.26a)

CH3NH+
3 Comp. 1.14× { σON

σOHN

30.0(15.8a) 0.61(0.25a)

CH3PO2−
4

NH+
4 Comp. 1.13× { σON

σOHN

30.0(16.0a) 0.58(0.25a)

CH3NH+
3 Comp. 1.15× { σON

σOHN

30.7(14.7a) 0.62(0.23a)

a GAFF parameters; b Parameters optimized based on activity derivatives (Exp) or based on the ab initio approach
(Comp); c Expressed as a scaling factor relative to the original GAFF parameters, calculated using equation 2.5
from the GAFF self-interaction parameters given in the Supporting Information; d ∆EQM→cl is defined in
Equation 1.2; e ∆RQM→cl: the difference between the position of the dimer energy minimum obtained using ab
initio calculations and using classical parameters; f No scaling of anion-cation interactions.
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aggregation of the ions and crystal formation, whereas our parameters yield solubilized
systems. For all solutions containing monovalent anions, the optimized parameters
decrease the number of contact ion pairs while leaving the number of solvent-shared
ion-pairs unchanged. The overestimation of anion-cation interactions is particularly
marked for Na+· · ·CH3COO−, NH+

4 · · ·(CH3)2PO−4 and Na+· · ·(CH3)2PO−4 .
GAFF [90, 91, 36, 92] also particularly overestimates the interactions between

CH3NH+
3 and CH3COO−. This effect is illustrated in Figure 3.8a, by comparing the

radial distribution of a 3 m solution of glycine zwitterion using GAFF and using
optimized parameters. Overestimation of interactions between acidic and cationic
side-chains, i.e., salt-bridge formation, has also been observed by others. [144] This
artifact can be prevented by using our optimized anion-cation interaction parameters.

In Figure 3.8a we also compare the anion-cation rdf for glycine obtained using
our parameters with that obtained using parameters optimized from osmotic pres-
sure measurements [62]. The similarity of the results obtained from our parameters
– optimized using our ab initio approach– with those obtained from parameters op-
timized to reproduce experimental data [62] further demonstrates the success of our
approach.

3.3 Interactions between oxoanionic polymers and
cationic proteins

As mentioned in the introduction (section 1.1.2), we would like to determine and
compare the affinities between single anion-cations pairs in our simulations, and to
compare our results to the experimental data from Haag’s group, with the ultimate
aim of understanding the origin of the experimental trends. The experimentally
measured affinity of the anionic dendritic polyglycerols towards the cationic protein
L-selectin has the following trend:
carboxylate < phosphate < phosphonate ∼ sulfonate < bisphosphonate ≪ sulfate
To explain the observed differences in the anionic dPGs, previous studies have consid-
ered the chemical differences in the anions, such as charge density, acidity, etc., to the
macroscopic differences in the affinity of dPG molecules towards L-selectin. These
simple characteristics, however, proved insufficient to understand the experimental
results.

3.3.1 Characterizing monovalent anion-cation interactions

To better characterize the energetics of the anion-cation interactions, with the hope
of understanding experimental trends regarding ion-specific effects involving multiva-
lent oxoanions, we performed umbrella sampling and calculated the potential of mean
force (PMF) for the interaction between each of Na+ and CH3NH+

3 with CH3SO−3 ,
CH3SO−4 , CH3HPO−4 , CH3COO− and CH3PO2−

4 . The result of the umbrella sam-
pling is plotted in Figures 3.9 and 3.10, without and with the entropic contribution,
−2kBT ln(ξ), respectively. In Figure 3.9 the black and red curves corresponds to the
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1-1 and 1-2 Coulomb potential, respectively. The PMFs are shifted to converge to
the corresponding Coulomb potential at the 14 Å separation.

When the entropic 2kBT ln(r) contribution is factored in, it is clear that neither
CIP nor SSIP states are favored for most ions; substantial association is only to be
expected between CH3PO2−

4 and Na+. The intrinsic binding strength (without the
2kBT ln(r) contribution; see Figure 3.9) is also low for most ion pairs: the difference
in binding free energy between CIP relative to configurations at large separation is of
order 1 kcal/mol. For CH3NH+

3 and CH3SO−3 in particular, the CIP configuration is
actually disfavoured, having a free energy that is more positive than the free energy at
large separation. Only Na+ and CH3PO2−

4 show substantial binding strength, of mul-
tiple kcal/mol. The minimum binding energy free energy between Na+ and CH3SO−4 ,
approximately 0.5 kcal/mol, is consistent with the experimentally measured impact
of a single sulfate-cationic amino acid interaction on the binding affinity between L-
selectin and a sulfated ligand [30]. This agreement with experiment suggests that our
models capture SO2−

4 -CH3NH+
3 interactions reasonably well.

To better quantify the anion-cation affinity in our simulations, and thereafter the
trend of interaction of anions with CH3NH+

3 , we calculated anion-cation binding con-
stants using the relations given in section 2.6. The anion-cation binding constants,
as well as the distance corresponding to the probability maximum (Rmax) and cor-
responding to the maximum anion-cation separation defining a CIP or a SSIP, are
listed in Table 3.9. We considered the contribution of contact ion pairs (CIP), as well
as the overall contribution of CIP and solvent shared ion pairs (SSIP), and calculated
the corresponding binding constants, K(CIP) and K(CIP+SSIP).

All the anion-cation pairs show binding constants in the M−1 range, consistent
with the expected high solubility of these salts: acetate salts are generally solu-
ble; so are ammonium salts, including ammonium sals with the various forms of
the phosphate anion [80]. In contrast, sodium dihydrogen phosphate has a much
lower solubility than sodium hydrogen phosphate [80], a trend which is consistent
with the substantially large differences in the binding constants of Na+-CH3HPO−4
(K(CIP)=0.295 M−1) and Na+-CH3PO2−

4 (K(CIP)=339 M−1) with that we obtain
from our optimized parameters.

Based on the K(CIP) results, the anions show the following trend in their affinity
towards CH3NH+

3 (see Figure 3.11):
CH3SO−3 < CH3PO2−

4 < CH3SO−4 < CH3HPO−4 < CH3COO−
Considering K(CIP+SSIP), however, the trend changes dramatically with the phos-
phate having the highest binding constant and the monovalent ions having very similar
relative (see Figure 3.11):

CH3SO−3 ∼ CH3COO−∼ CH3SO−4 ∼ CH3HPO−4 < CH3PO2−
4

The similarity of the K(CIP+SSIP) values between the monovalent ions suggests that
these anions show specific effects when they are in direct contact with the cationic
groups. At large distances, non-specific effects dominate their interactions. However,
for divalent ions, such as CH3PO2−

4 , due to the higher charges on the anions, their
specific effect might decay slower than the monovalent ions.

However, neither K(CIP) nor K(CIP+SSIP) are consistent with the experimental
affinity of dendrimeric anionic polymers for selectins, nor are these binding constants
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Figure 3.9 Free energy as a function of anion-cation distance for the
indicated anion-cation pairs (dashed lines). The entropic contribution,
−kBT2 ln(r), is not included. The expected limiting behavior at large ξ, cor-
responding to the electrostatic interaction between two monovalent ions
(VCP (1-1)) or divalent ions (VCP (2-1)) of opposite charge, is shown. The
top figure shows the PMFs of the various anions with CH3NH+

3 (AMM),
the bottom one with Na+.
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Figure 3.10 Free energy as a function of anion-cation distance for the
indicated anion-cation pairs (dashed lines), including the entropic contri-
bution, −kBT2 ln(r). The top figure shows the PMFs of the various anions
with CH3NH+

3 (AMM), the bottom one with Na+.
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Table 3.9 Anion-cation binding constants calculated from the potential
of mean force curves including the −2kBT ln(ξ) contribution. Shown are
also the position of the CIP and SSIP configurations with lowest free en-
ergy (Rmin(CIP), Rmin(SSIP)), and the maximum anion-cation separation
defining a CIP or a SSIP, (Rmax(CIP), Rmax(SSIP)).

Anion Cation Rmax(CIP)
nm

Rmin(CIP)
nm

K(CIP)
M−1

Rmax(SSIP)
nm

Rmin(SSIP)
nm

K(CIP+SSIP)
M−1

CH3SO−3
Na+ 0.356 0.417 0.210 0.580 0.662 1.18

CH3NH+
3 0.419 0.445 0.094 0.630 0.695 1.15

CH3SO−4
Na+ 0.363 0.417 0.170 0.574 0.662 1.070

CH3NH+
3 0.422 0.448 0.153 0.620 0.700 1.27

H2PO−4
Na+ 0.353 0.422 0.199 0.577 0.658 1.28

CH3NH+
3 0.403 0.456 0.222 0.626 0.698 1.37

CH3HPO−4
Na+ 0.356 0.417 0.295 0.581 0.656 1.40

CH3NH+
3 0.396 0.455 0.213 0.606 0.692 1.27

(CH3)2PO−4
Na+ 0.351 0.419 0.315 0.581 0.655 1.27

CH3NH+
3 0.384 0.456 0.176 0.621 0.694 1.18

CH3COO− Na+ 0.318 0.376 0.149 0.555 0.619 0.98
CH3NH+

3 0.358 0.419 0.235 0.594 0.662 1.20

CH3COOH Na+ 0.349 0.403 0.0875 0.598 0.639 0.574
CH3NH+

3 0.387 0.446 0.212 0.652 0.659 0.757

CH3PO2−
4

Na+ 0.280 0.431 339 0.534 0.678 415
CH3NH+

3 0.395 0.426 0.144 0.601 0.727 2.11

Figure 3.11 Binding constants (M−1) for CH3NH+
3 and various anions in

(a) CIP and (b) CIP+SSIP configurations, calculated from the potential
of mean force curves including the −2kBT ln(ξ) entropic contribution.

52



consistent with the order of magnitude differences in the affinity of the different
anionic dPGs for selectins. Therefore, we tested the following parameters, that might
affect the affinity trend in the anions, to shed light on the origin of the difference
in the molecular level: a) counter ion effect, b) multivalent anion-cation interactions
and c) protonation state of the anionic bases.

3.3.2 The impact of competition with Na+ on the fraction of
free anions

Na+ is abundant in the extracellular physiological environment. In Haag’s study the
concentration of Na+ was kept at the standard extracellular level, 0.15 M, which is
significantly higher than the dPGs’ or the selectin concentrations. Therefore, one
should not neglect the effect of the presence of Na+ in the solution. We obtained
the K(CIP) and K(CIP+SSIP) binding constant of Na+-anion, and the results are
listed in the table 3.9. The results show that the binding affinity of sodium varies a
lot towards different anions and therefore can play a significant role in changing the
trend of the anionic interactions with the CH3NH+

3 . This idea is further investigated
by solving the binding equilibrium equations with Na+ and CH3NH+

3 , for each anion
(An−):

Na+ + An− −−⇀↽−− NaA(n−1)− KNaA =
[NaA(n−1)−]

[Na+][An−]
(3.2)

CH3NH +

3 + An− −−⇀↽−− NaA(n−1)− KCH3NH3A =
[CH3NH3A

(n−1)−]

[CH3NH
+
3 ][An−]

(3.3)

Using the equations above, the percentage of bound anions to each of Na+ and
CH3NH+

3 was calculated for a given concentration of ions. This calculation was per-
formed for ion concentrations of 1 and 3 M. These high concentrations correspond
to local concentrations near the surface of the dendritic polymer and the selectin.
For the surface coverage and dendritic polymer radius used in some experiments, the
typical distances between anionic groups at the surface of the dendritic polymer range
between 4 Åand 20 Å, which correspond to the local anion concentrations we used
for our calculations. Comparable or even higher local cationic concentrations can
be expected for selectin, following the same argument. These high charge densities
necessarily increase the local concentration of the Na+ ions near the dendritic poly-
mer to much beyond the bulk concentration of 0.15 M, so, for simplicity, the local
Na+ concentration was considered to be equal to the local anion concentration at the
surface of the dendritic polymer.

Figure 3.13 shows that the presence of Na+ will significantly impact the binding
pattern of CH3PO2−

4 , making it a very poor ligand for CH3NH+
3 , in either of CIP or

SSIP regimes: the strong affinity between Na+ and CH3PO2−
4 will effectively result

in very little binding between that anion and CH3NH+
3 . Na+ interacts similarly with

all monovalent anions, therefore we do not expect that the presence of Na+ will
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Figure 3.12 Percentage of CH3NH+
3 -anion CIP (blue) and CIP+SIP (red)

ion pairs for the indicated concentrations. The concentrations used here
reflect local concentrations at the surface of the selectin and the dendritic
polymer, as detailed in the text.

Figure 3.13 Percentage of Na+-anion CIP (blue) and CIP+SIP (red) ion
pairs for the indicated concentrations. The concentrations used here re-
flect local concentrations at the surface of the selectin and the dendritic
polymer, as detailed in the text.
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Table 3.10 Binding constants between two rigid species assuming n-site
interaction between them, considering either CIP or CIP+SSIP anion-
cation configurations at each site.

Anion K(1) K(2) K(3) K(4) K(5)

CIP CIP+SSIP CIP CIP+SSIP CIP CIP+SSIP CIP CIP+SSIP CIP CIP+SSIP

CH3SO−3 0.094 1.15 0.073 1.70 0.056 2.63 0.042 4.18 0.030 6.75

CH3SO−4 0.153 1.27 0.182 1.95 0.213 3.029 0.242 4.799 0.260 7.69

CH3HPO−4 0.213 1.27 0.307 1.97 0.450 3.16 0.647 5.15 0.889 8.457

CH3COO− 0.235 1.20 0.563 2.20 1.443 4.489 3.654 10.07 8.766 24.61

CH3PO2−
4 0.144 2.11 0.205 4.909 0.247 12.1 0.236 30.9 0.188 80.7

result in very different fractions of available anionic sites on the dendritic polymer.
Nevertheless, high concentrations of Na+ should redicue the percentage of anions
available for binding to CH3NH+

3 .

3.3.3 Impact of multivalency

We next investigated how the differences in the binding affinity of single anions and
cations would propagate in the context of multivalent interactions, which are present
between the dendritic anions and the selectins. We assume completely rigid species
(protein and dPG) and we further assume that each ion pair is sufficiently sepa-
rated from the adjacent ion-pairs so that they do not cross-interact. Under these
assumptions, the binding free energy of n ion-pairs can be constructed by excluding
the entropic 2kBT ln(r) contribution from n − 1 single ion-pair binding free ener-
gies [145]. The binding affinity arising from n-site interactions between 2 rigid species
is therefore obtained from summing over n− 1 entropy excluded free energies and 1
original ion-pair free energy.

The binding constants assuming n-site interactions between 2 rigid species are
listed in table 3.10; the corresponding binding free energy, ∆Gbinding, normalized to
the 1 M reference state [146] are shown in Figure 3.14.

Considering multivalent interactions magnifies the binding affinity differences be-
tween the anions; in particular, for CH3SO−3 , the binding affinity arising from CIP
contacts decreases for increasing n, a consequence of the unfavourable nature of that
state. The presence of multivalent interactions, however, does not alter the trend
visible in the monovalent interactions, i.e., the experimental trend is not mimicked
in this multiple binding model.
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Figure 3.14 Free energy of binding assuming n-site interactions between 2
rigid species; the cationic sites are mimicked as CH3NH+

3 , the anionic ones
as the indicated anions. (a) CIP interactions; (b) CIP+SSIP interations.
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3.3.4 Multivalency, pKa and competition with Na+- impact
on binding affinity

As a result of interaction with Na+ some of the anionic sites will not be available to
interact with the selectins. Since the percent of blockage depends on the concentration
of Na+ and on the identity and concentration of the anion itself, we investigate the
effect of Na+ blockage by considering various local concentrations of anionic head
groups and Na+. We assume that the interaction area of a dPG is about the size
of the accessible surface of a selectin, and is about 600 Å2. We considered various
numbers of anionic head groups, N, ranging from 1 to 5, within this interaction area
in dPG. Having the area and the number of head groups we calculated the local anion
density corresponding to each N value, and finally calculated the number of anionic
sites that are not bound to Na+, and are thus available for binding with selectin.
In this calculation, we considered both CIP or CIP+SSIP Na+-anion configurations.
The number of free anionic sites calculated this way are shown in tables 3.11 and 3.12.

Table 3.11 Number of free anionic sites (NF) on a dPG, given a maximum
of N sites, assuming that each site is blocked when it forms a CIP with
Na+.

N Number of Free Sites (NF)
CH3SO−3 CH3SO−4 CH3HPO−4 CH3COO− CH3PO2−

4

1 1.0 1.0 1.0 1.0 0.3
2 1.9 1.9 1.8 1.9 0.2
3 2.7 2.7 2.6 2.8 0.2
4 3.4 3.5 3.3 3.6 0.2
5 4.1 4.2 3.9 4.3 0.2

Table 3.12 Number of free anionic sites (NF) on a dPG, given a maximum
of N sites, assuming that each site is blocked when it forms either CIP or
SSIP pairs with Na+.

N Number of Free Sites(NF)
CH3SO−3 CH3SO−4 CH3HPO−4 CH3COO− CH3PO2−

4

1 0.9 0.9 0.9 0.9 0.3
2 1.5 1.6 1.5 1.6 0.2
3 2.0 2.1 1.9 2.1 0.2
4 2.4 2.5 2.3 2.6 0.2
5 2.8 2.8 2.6 2.9 0.2

The number of free anionic sites within the given interaction area might be further
reduced if the local pKa of the anionic sites is altered relative to the expected value
at low surface density. To examine this effect we consider the pKa of the conjugated
acids of anions, shown in Table 3.13.
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Table 3.13 pKa of various anions.

Anions Conjugate Acid pKa
MeSO3H -2.6
MeSO4H -3.5
MePO4H2 1.54
CH3COOH 4.76
MePO4H− 6.31

The pKa of the conjugate acids of CH3COO− and CH3PO2−
4 are not far from the

physiological pH=7 Therefore they can be partially protonated, which will further
reduce the number of free sites, NF, from the values listed in Tables 3.12 and 3.11.
This effect is of great importance especially considering the fact that the anionic
head groups may be closely packed at the surface of the dPGs, and therefore strong
internal hydrogen bonding as well as high charge density might affect the degree of
protonation. Marked changes in pKa have been reported previously for dicarboxylic
acids such as succinic acid, malonic acid, etc.

If the corresponding pKa of each CH3COO− group on a dPG raises, for example
to pKa=6.5, the free sites will be reduce to %76 of the original value (see table 3.14)
and an CH3COO− dPG with N=4 would only have 3 sites available. This effect
would reduce the affinity of the acetate-dPG for selectin relative to that measured for
other dPGs with different anions, which might alter the relative affinities of differently
functionalized dPGs for selectin.

Table 3.14 Percentage ratio of CH3COO− to the sum of protonated and
non-protonated states.

pKa %CH3COO−

4.76 99
5.00 99
5.50 97
6.00 91
6.50 76
7.00 50

We now consider the scenario of a substantial change in the pKa of acetate, from
4.76 to 6.5, and consider also the impact of multivalency and competition with Na+

and ask how it would change the binding affinity between two species, in the context
of a 5-site model. We further consider that, because of its pKa, 83% of the phosphate
sites will be in the form of CH3HPO−4 AND 17% in the form of CH3PO2−

4 . In Ta-
ble 3.15 we show the binding constants quantifying the affinity of the various anionic
dPGs for the cationic 5-site species, calculated under these conditions.

The results show that considering the impact of pKa and of sodium competition
simultaneously, in the context of multivalent binding between two species has a sub-
stantial effect on the relative binding affinity between two species. Although, we do
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Table 3.15 Binding constants assuming a maximum number of 5 binding
sites between 2 rigid species, and considering the impact of competition
with Na+ and of the pKa on the number of available anionic binding sites.

N=5 CH3SO−3 CH3SO−4 CH3HPO−4 CH3COO− CH3PO2−
4

pKa applied and blocked by Na+ in CIP form

NF ∼4 ∼4 ∼3 ∼3 ∼0
K(n)(CIP) 0.042 0.242 0.450 1.443 0
K(n)(SSIP+SSIP) 4.18 4.80 3.16 4.489 0

pKa applied and blocked by Na+ in CIP+SSIP forms

NF ∼3 ∼3 ∼2 ∼2 ∼0
K(n)(CIP) 0.056 0.213 0.307 0.563 0
K(n)(CIP+SSIP) 2.63 3.29 1.97 2.20 0

not see as large differences as in the real dPGS, It shows that the anionic binding is
more sensitive to the environmental factors such as pH and counter ion presence than
the chemical properties of the anions themselves.

3.3.5 Binding affinity between 3-site anionic and cationic poly-
mers - comparison between simulation and the multiva-
lent model

To assess the quality of the simple analytical multivalent binding model we employ
here, we performed umbrella sampling and PMF calculations for model multivalent
systems, with 3 anionic and cationic groups, illustrated in Figure 3.15. Each species
consists of a branched alkane core and 3 anionic or cationic (CH3NH+

3 ) termini.
The binding constants obtained from the PMFs for the 3-site polymers are shown

in Table 3.16. For comparison, we repeat in the same table the corresponding binding
constants obtained from the 3-site analytical binding model. The results show that
the simple multivalent model used here has strong limitations. Firstly, this model
substantially underestimates the binding between the 3-site polymers. This underes-
timation is consistent with the presence of the hydrophobic effect in the simulations,
which is not accounted for in the model, as well as the absence of the cross-interaction
between individual ion-pairs. More importantly, however, the model fails to predict
the relative binding affinity between the various systems, where the trend of inter-
action changes going from 1-1 to 3-3 binding sites in a real system. These results
show that the simple analytical model we develop is useful to explore the potential
impact of the identity of the anion, competition with Na+ and local pKa of the anion
on the binding affinity between selectins and ligands in a qualitative way only. The
binding constants for interaction between the 3-site anionic and cationic polymers
suggest that factors such as the relative orientation of anions and cations, as well
as the possibility of multidentate interactions(e.g. one anion interacting with more
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Figure 3.15 Example configuration of 3-site system for which the PMF as
a function of distance is calculated.

than one cations simultaneously), may substantially alter the binding affinity between
multivalent species.

3.4 Conclusions and outlook
We developed parameters for the alkali and halide monovalent ions, and the divalent
cations Ca2+ and Mg2+, for the TIP5P water model for which no ion parameters
are available, using the free energy of solvation and the activity derivative of the salt
solutions as the experimental target values. We show that the activity derivative is
a great target value for optimize the ion-ion interactions, however, it is poorly corre-
lated to the structural properties of the ions in water. We proposed that the activity
derivative should be used along with anion-cation coordination number, obtained
from x-ray data of solutions in high concentration, to optimize for ionic interactions
and the structural properties at the same time. Furthermore, We have developed a
new approach to obtain ion parameters for all-atom molecular dynamics simulations
of biomolecular systems when experimental data to parameterize the ions are sparse.
The approach consists of combining the existing experimental data with high level
QM calculations. The parameters for CH3SO−3 , CH3SO−4 , CH3HPO−4 , CH3COO−,
CH3PO2−

4 as well as the non-methylated forms of these ions are developed to capture
ion-water, anion-Na+and anion-CH3NH+

3 interactions. These optimized parameters
made the grounds for the second part of the project, where we investigated the in-
teraction of the individual anions with the head groups of the side chains of cationic
amino acids (CH3NH3+ and guanidinium) as well as with Na+, which is abundant
in biological environments and buffer solutions as electrolyte. Our potential of mean
force curves as a function of interionic distance, obtained using umbrella sampling,
suggest that the interaction with Na+has a great effect on affinity of the anions to-

60



Table 3.16 Binding constants calculated from PMF curves for the interac-
tion between 3-site anionic and cationic polymers.

Anion K(CIP)
n=3 model

M−1

K(CIP)
3-3 Umbrella Sampling

M−1

KUmb. Sampling

Kmodel

CH3SO−3 0.056 4.52 76

CH3SO−4 0.213 14.26 67

CH3HPO−4 0.450 12.6592 28

CH3COO− 1.443 17.0 12

wards CH3NH+
3 , by decreasing the number of free sites, as well as influencing the

structural properties of binding(i.e. CIP and SSIP forms). We also investigate the
impact of multivalency and the protnation status on the binding affinity of anions in
presence of Na+, using rigid n-site models. The results show that these factors are of
great importance and can change the affinity trend drastically. The binding constant
results from the multivalent models were compared to the ones from the umbrella
sampling and PMF calculations of 3-site polymers.

To achieve a thorough understanding of the interaction of the anionic dPGs and
selectin, one should first use the small anionic analogues to map out all the possible
electrostatically interactive sites on selectins. Furthermore the effect of multivalent
binding on the interaction with selectin should be investigated using small polymer
chains. In order to have a realistic comparison between different anioncs, the effect of
anionic local density on the protonation state of the polymers should be also addressed
accordingly.
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Appendix A

Symmetries and Orientations

63



A.1 Symmetry and QM Potential Scan
Depending on the symmetry of the anions, different anion-oxygens could experience
different chemical environments. Figure A.1 illustrates molecules with different sym-
metry point groups. When performing potential energy scans for the interaction of
these ions with each of water, sodium, NH+

4 and CH3NH+
3 , the three oxygens of a C3v

molecule, Figure A.1a, would yield the same result. However, for the molecule with
Cs symmetry, Figure A.1b, two of the oxygens are similar and the third oxygen inter-
acts differently with water and the counter ions. However, in classical force fields, all
terminal oxygens are treated as equal and are assigned identical LJ parameters. To
resolve this discrepancy between quantum and classical descriptions of these anions,
we performed the potential energy scans for every distinct oxygen in the anions. The
final ∆EQM→cl and ∆RQM→cl values are obtained as an average of different scans.

Figure A.1 The three oxygens in a) experience similar chemical environ-
ments due to C3v symmetry. The molecules with geometries similar to
b) have only two similar oxygens and the third one is distinguishable, due
to lower symmetry. Oxygens labeled with * experience similar chemical
environments within that molecule.

A.2 Effect of Orientation on Water-Ion Interactions
We examined whether our proposed approach would yield consistent results if poten-
tial energy scans in other orientations were used. The comparison between the two
different orientations, listed in Table A.1, shows that water-ion interactions could be
optimized regardless of the orientation of water around the ions, using our approach.
The values of ∆EQM→cl for the reference species (HSO−4 ) are essentially independent
of the orientation (I or II; see Figure A.2), and the same is observed for the other
species (H2PO−4 and (CH3)2PO−4 ) parameterized based on the reference species. It is
important to note that the absolute minimum energies are different in different ori-
entations. However, since the method is developed to capture the differences in the
energies ∆E, the parameterization could be done regardless of the orientation.
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Figure A.2 The two orientations of water around anions. X=S,P

Table A.1 Differences between the classical and quantum potential energy
scans for the mentioned anion-water dimers, in two different orientations.

Orientation Anion Optimizationc Parametersd QM
kcal/mol

Classic
kcal/mol

∆Ee
QM→cl

kcal/mol
∆Rf

QM→cl
Å

I HSO−4 Exp .. b -10.4 -11.8 -1.3a -0.14a
H2PO−4 Comp .. b -13.2 -14.6 -1.4a -0.12a
(CH3)2PO−4 Comp .. b -13.4 -14.5 -1.1a -0.11a

II HSO−4 Exp .. b -12.4 -13.6 -1.2a -0.14a
H2PO−4 Comp .. b -14.1 -15.2 -1.1a -0.14a
(CH3)2PO−4 Comp .. b -14.6 -15.7 -1.1a -0.14a

a GAFF parameters; b No scaling; c Parameters optimized based on hydration free energies (Exp), repeated here to
facilitate comparisons, or based on the ab initio approach (Comp); d Expressed as a scaling factor relative to the
original GAFF parameters (given in the Supporting Information); e ∆EQM→cl is defined in Equation M1.2; f

∆RQM→cl: the difference between the position of the dimer energy minimum obtained using ab initio calculations
and using classical parameters. ∗ X=S,P
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B.1 AMBER users
The parameters are provided in the *.top files, which is a gromacs format file. These
files contain the original as well as the optimized values in both gromacs and amber
formats. For amber users, the amber atom types are given as comments in the
*.top files (";" character is used to comment). You should ignore our suggested
names for atom types, since they were chosen to be compatible with gromacs naming
conventions. Keep in mind that in many cases, the amber users need to define a new
LJtype instead, as described below.

All the parameters for the bonds, angles and dihedrals are retained from orig-
inal amber force field. The charges and masses are given in the *.itp files of the
corresponding ions, under the [atoms] section.

Amber users are first supposed to prepare their own *.prmtop and *.inpcrd files
using LEaP or similar programs, and then load the *.prmtop file into the topology
file editor, ParmEd. You can use ParmEd to modify the self-interactions, called
SinglType, as well as the pairwise interactions, called PairType.

***Warning!!!*** This study is intended to provide parameters for specific anions
and cations. If you have atoms in neutral groups or atoms in ionic groups other that
those optimized in this study, and they share the same atom types (i.e O, O2, OH,
OS, N3, H) with the anions and cations that we parameterized, you first need to
create new van der Waals atom types, using "addLJType" command in the LEaP, to
avoid unnecessary complications. As an example, to add new LJtype for atoms 3, 5,
6 and 9, the command line should read:

addLJType @3,5,6,9

where @ is a keyword to select an atom number, in this case atoms 3,5,6 and 9.
The command will assign r and epsilon values of the first selected atom, here atom
3, to the rest of atoms, and give them a new LJtype.

To change the self interaction parameters, you can use the "changeLJSingleType"
command. This will change the interaction of a <mask> (atom selection) with itself
as well as with all other atomtypes. Note that, all the atoms in the <mask> should
have the same atom types, otherwise it will raise an error. As an example, to change
the self-interaction of atoms 3, 5, 6 and 9, to which we just assigned a new atom type,
the command line should look like:

changeLJSingleType @3 r(Å) epsilon(kcal/mol)

where r and epsilon are the radius and Lennard-Jones well depth, respectively, and
are given in the *.top files provided by us, under the [ atomtypes ] section. It is
important to note that, we only need to select atom 3, to apply the change to the rest
of the atoms with the same LJType. Therefore, here applying the change to atom 3
would effectively apply the change to the atoms 5, 6 and 9.

To change the pairwise interactions (i.e. anion-cation interactions in this study),
one can use "changeLJPair" command. As an example, to change the pairwise inter-
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action between atoms @3,5,6,9 – all of which have the same LJType – and all sodium
ions, the command line should read:

changeLJPair @3 :Na+ Rij(Å) epsilonij(kcal/mol)

where ":Na+" is to select all Na+ residues, Rij is the minimum distance between i
and j, and epsilonij is the LJ well depth between atoms i and j. The Rij and epsilonij
values are given in the *.top files provided by us, under the [ nonbond_params ]
section.

Detailed instructions on how to use ParmEd can be found in the amber manual.

B.2 Gromacs users
The original and optimized parameters are provided in *.top files along with the
corresponding *.itp files. Since this study is intended to provide parameters for spe-
cific anions and cations, we should avoid unintended changes to the atoms in neutral
groups or atoms in ionic groups other that those optimized in this study, that share
the same atom types (i.e O, O2, OS, OH, N3, H) with the anions and cations that
we parameterized. Therefore, for each optimized parameter a new atom type is intro-
duced (e.g. O is replaced with OSUL for SO2−

4 ). We also changed the atom types N3
and H of NH+

4 and CH3NH+
3 to (NAMO, HAMO) and (NAMM, HAMM) respectively,

to distinguish between the two cations. We recommend that you change the atom
type of amine head groups in your simulation to (NAMM, HAMM), since often there
are some other atoms with type N3 or H, which should not be changed (e.g. H type
in guanidinium).

B.3 Parameters
Acetate.top

; optimized parameters for acetate ion with respect to Na+ , NH4+ and CH3NH3+;

[ atomtypes ]
;name bond_type mass charge ptype sigma nm epsilon kJ/mol rAMBER; A epsilonAMBER; kcal/mol
CT CT 0.00000 0.00000 A 3.39967e-01 4.57730e-01 ; 1.9080 0.1094
HC HC 0.00000 0.00000 A 2.64953e-01 6.56888e-02 ; 1.4870 0.0157
C C 0.00000 0.00000 A 3.39967e-01 3.59824e-01 ; 1.9080 0.0860
OACE OACE 0.00000 0.00000 A 2.95992e-01 6.76553e-01 ; 1.6612 0.1617

;OACE OACE 0.00000 0.00000 A 2.95992e-01 8.78640e-01 ; 1.6612 0.2100
NA+ NA+ 0.00000 0.00000 A 2.43928e-01 3.65846e-01 ; 1.3690 0.0874
NAMO NAMO 0.00000 0.00000 A 3.25000e-01 7.11280e-01 ; 1.8240 0.1700
HAMO HAMO 0.00000 0.00000 A 1.06908e-01 6.56888e-02 ; 0.6000 0.0157
NAMM NAMM 0.00000 0.00000 A 3.25000e-01 7.11280e-01 ; 1.8240 0.1700
HAMM HAMM 0.00000 0.00000 A 1.06908e-01 6.56888e-02 ; 0.6000 0.0157
HP HP 0.00000 0.00000 A 2.64953e-01 6.56888e-02 ; 1.4870 0.0157

[ nonbond_params ]
;i j func sigma epsilon RijAMBER; A epsilon_ijAMBER, kcal/mol
OACE NA+ 1 2.75899e-1 4.97508e-1 ; 3.0969 0.1189 ;

;OACE NA+ 1 2.69960e-1 5.66963e-1 ; 3.0302 0.1355 ;
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OACE NAMM 1 3.16706e-1 6.93699e-1 ; 3.5549 0.1658 ;
;OACE NAMM 1 3.10496e-1 7.90543e-1 ; 3.4852 0.1889 ;
OACE HAMM 1 2.05479e-1 2.10813e-1 ; 2.3064 0.0504 ;

;OACE HAMM 1 2.01450e-1 2.40243e-1 ; 2.2612 0.0574 ;

Dihydrogen_Phosphate.top

; optimized parameters for Dihydrogen Phosphate H2PO4- ion with respect to Na+ , NH4+ and CH3NH3+;

[ atomtypes ]
;name bond_type mass charge ptype sigma nm epsilon kJ/mol rAMBER; A epsilonAMBER; kcal/mol
OHH2P OHH2P 0.00000 0.00000 A 3.06647e-01 8.80314e-01 ; 1.7210 0.2104
HO HO 0.00000 0.00000 A 0.00000e+00 0.00000e+00 ; 0.0000 0.0000
p5 p5 0.00000 0.00000 A 3.74177e-01 8.36800e-01 ; 2.1000 0.2000
OH2P OH2P 0.00000 0.00000 A 2.95992e-01 8.78640e-01 ; 1.6612 0.2100
NA+ NA+ 0.00000 0.00000 A 2.43928e-01 3.65846e-01 ; 1.3690 0.0874

NAMO NAMO 0.00000 0.00000 A 3.25000e-01 7.11280e-01 ; 1.8240 0.1700
HAMO HAMO 0.00000 0.00000 A 1.06908e-01 6.56888e-02 ; 0.6000 0.0157
CT CT 0.00000 0.00000 A 3.39967e-01 4.57730e-01 ; 1.9080 0.1094
NAMM NAMM 0.00000 0.00000 A 3.25000e-01 7.11280e-01 ; 1.8240 0.1700
HAMM HAMM 0.00000 0.00000 A 1.06908e-01 6.56888e-02 ; 0.6000 0.0157
HP HP 0.00000 0.00000 A 2.64953e-01 6.56888e-02 ; 1.4870 0.0157

[ nonbond_params ]
;i j func sigma epsilon RijAMBER; A epsilon_ijAMBER, kcal/mol
OH2P NA+ 1 2.75359e-1 5.66963e-1 ; 3.0908 0.1355

;OH2P NA+ 1 2.69960e-1 5.66963e-1 ; 3.0302 0.1355
OHH2P NA+ 1 2.80793e-1 5.67503e-1 ; 3.1518 0.1356
OHH2P NA+ 1 2.75287e-1 5.67503e-1 ; 3.0900 0.1356

OH2P NAMO 1 3.16706e-1 7.90543e-1 ; 3.5549 0.1889
;OH2P NAMO 1 3.10496e-1 7.90543e-1 ; 3.4852 0.1889
OH2P HAMO 1 2.05479e-1 2.40243e-1 ; 2.3064 0.0574

;OH2P HAMO 1 2.01450e-1 2.40243e-1 ; 2.2612 0.0574

OHH2P NAMO 1 3.22139e-1 7.91296e-1 ; 3.6159 0.1891
;OHH2P NAMO 1 3.15823e-1 7.91296e-1 ; 3.5450 0.1891
OHH2P HAMO 1 2.10912e-1 2.40472e-1 ; 2.3674 0.0575

;OHH2P HAMO 1 2.06777e-1 2.40472e-1 ; 2.3210 0.0575

OH2P NAMM 1 3.22916e-1 7.90543e-1 ; 3.6246 0.1889
;OH2P NAMM 1 3.10496e-1 7.90543e-1 ; 3.4852 0.1889
OH2P HAMM 1 2.09508e-1 2.40243e-1 ; 2.3516 0.0574

;OH2P HAMM 1 2.01450e-1 2.40243e-1 ; 2.2612 0.0574

OHH2P NAMM 1 3.28456e-1 7.91296e-1 ; 3.6868 0.1891
;OHH2P NAMM 1 3.15823e-1 7.91296e-1 ; 3.5450 0.1891
OHH2P HAMM 1 2.15048e-1 2.40472e-1 ; 2.4138 0.0575

;OHH2P HAMM 1 2.06777e-1 2.40472e-1 ; 2.3210 0.0575

Dimethyl_Phosphate.top
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; optimized parameters for Dihydrogen Dimethyl Phosphate CH32PO4- ion with respect to Na+ , NH4+ and CH3NH3+;

[ atomtypes ]
;name bond_type mass charge ptype sigma nm epsilon kJ/mol rAMBER; A epsilonAMBER; kcal/mol
p5 p5 0.00000 0.00000 A 3.74177e-01 8.36800e-01 ; 2.1000 0.2000
OM2P OM2P 0.00000 0.00000 A 2.95992e-01 8.78640e-01 ; 1.6612 0.2100
OSM2P OSM2P 0.00000 0.00000 A 3.00001e-01 7.11280e-01 ; 1.6837 0.1700
CT CT 0.00000 0.00000 A 3.39967e-01 4.57730e-01 ; 1.9080 0.1094
H1 H1 0.00000 0.00000 A 2.64953e-01 6.56888e-02 ; 1.4870 0.0157
NA+ NA+ 0.00000 0.00000 A 2.43928e-01 3.65846e-01 ; 1.3690 0.0874
NAMO NAMO 0.00000 0.00000 A 3.25000e-01 7.11280e-01 ; 1.8240 0.1700
HAMO HAMO 0.00000 0.00000 A 1.06908e-01 6.56888e-02 ; 0.6000 0.0157
NAMM NAMM 0.00000 0.00000 A 3.25000e-01 7.11280e-01 ; 1.8240 0.1700
HAMM HAMM 0.00000 0.00000 A 1.06908e-01 6.56888e-02 ; 0.6000 0.0157
HP HP 0.00000 0.00000 A 2.64953e-01 6.56888e-02 ; 1.4870 0.0157

[ nonbond_params ]
;i j func sigma epsilon RijAMBER; A epsilon_ijAMBER, kcal/mol
OM2P NA+ 1 2.72660e-1 5.66963e-1 ; 3.0605 0.1355

;OM2P NA+ 1 2.69960e-1 5.66963e-1 ; 3.0302 0.1355
OSM2P NA+ 1 2.74685e-1 5.10117e-1 ; 3.0832 0.1219

;OSM2P NA+ 1 2.71965e-1 5.10117e-1 ; 3.0527 0.1219

OM2P NAMO 1 3.13601e-1 7.90543e-1 ; 3.5200 0.1889
;OM2P NAMO 1 3.10496e-1 7.90543e-1 ; 3.4852 0.1889
OM2P HAMO 1 2.03464e-1 2.40243e-1 ; 2.2838 0.0574

;OM2P HAMO 1 2.01450e-1 2.40243e-1 ; 2.2612 0.0574

OSM2P NAMO 1 3.15625e-1 7.11280e-1 ; 3.5428 0.1700
;OSM2P NAMO 1 3.12500e-1 7.11280e-1 ; 3.5077 0.1700
OSM2P HAMO 1 2.05488e-1 2.16155e-1 ; 2.3065 0.0517

;OSM2P HAMO 1 2.03454e-1 2.16155e-1 ; 2.2837 0.0517

OM2P NAMM 1 3.22916e-1 7.90543e-1 ; 3.6246 0.1889
;OM2P NAMM 1 3.10496e-1 7.90543e-1 ; 3.4852 0.1889
OM2P HAMM 1 2.09508e-1 2.40243e-1 ; 2.3516 0.0574

;OM2P HAMM 1 2.01450e-1 2.40243e-1 ; 2.2612 0.0574

OSM2P NAMM 1 3.25000e-1 7.11280e-1 ; 3.6480 0.1700
;OSM2P NAMM 1 3.12500e-1 7.11280e-1 ; 3.5077 0.1700
OSM2P HAMM 1 2.11592e-1 2.16155e-1 ; 2.3750 0.0517

;OSM2P HAMM 1 2.03454e-1 2.16155e-1 ; 2.2837 0.0517

Methyl_Phosphate.top

; optimized parameters for Methyl Phosphate CH3PO42- ion with respect to Na+ , NH4+ and CH3NH3+;

[ atomtypes ]
;name bond_type mass charge ptype sigma nm epsilon kJ/mol rAMBER; A epsilonAMBER; kcal/mol
OMPO OMPO 0.00000 0.00000 A 3.35951e-01 8.78640e-01 ; 1.8855 0.2100

;OMPO OMPO 0.00000 0.00000 A 2.95992e-01 8.78640e-01 ; 1.6612 0.2100
p5 p5 0.00000 0.00000 A 3.74177e-01 8.36800e-01 ; 2.1000 0.2000
OSMPO OSMPO 0.00000 0.00000 A 3.40501e-01 7.11280e-01 ; 1.9110 0.1700

;OSMPO OSMPO 0.00000 0.00000 A 3.00001e-01 7.11280e-01 ; 1.6837 0.1700
CT CT 0.00000 0.00000 A 3.39967e-01 4.57730e-01 ; 1.9080 0.1094
H1 H1 0.00000 0.00000 A 2.64953e-01 6.56888e-02 ; 1.4870 0.0157
NA+ NA+ 0.00000 0.00000 A 2.43928e-01 3.65846e-01 ; 1.3690 0.0874
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NAMO NAMO 0.00000 0.00000 A 3.25000e-01 7.11280e-01 ; 1.8240 0.1700
HAMO HAMO 0.00000 0.00000 A 1.06908e-01 6.56888e-02 ; 0.6000 0.0157
NAMM NAMM 0.00000 0.00000 A 3.25000e-01 7.11280e-01 ; 1.8240 0.1700
HAMM HAMM 0.00000 0.00000 A 1.06908e-01 6.56888e-02 ; 0.6000 0.0157
HP HP 0.00000 0.00000 A 2.64953e-01 6.56888e-02 ; 1.4870 0.0157

[ nonbond_params ]
;i j func sigma epsilon RijAMBER; A epsilon_ijAMBER, kcal/mol
OMPO NA+ 1 3.05055e-1 5.66963e-1 ; 3.4241 0.1355

;OMPO NA+ 1 2.69960e-1 5.66963e-1 ; 3.0302 0.1355
OSMPO NA+ 1 3.07320e-1 5.10117e-1 ; 3.4495 0.1219

;OSMPO NA+ 1 2.71965e-1 5.10117e-1 ; 3.0527 0.1219

OMPO NAMO 1 3.50860e-1 7.90543e-1 ; 3.9383 0.1889
;OMPO NAMO 1 3.10496e-1 7.90543e-1 ; 3.4852 0.1889
OMPO HAMO 1 2.27638e-1 2.40243e-1 ; 2.5551 0.0574

;OMPO HAMO 1 2.01450e-1 2.40243e-1 ; 2.2612 0.0574

OSMPO NAMO 1 3.53125e-1 7.11280e-1 ; 3.9637 0.1700
;OSMPO NAMO 1 3.12500e-1 7.11280e-1 ; 3.5077 0.1700
OSMPO HAMO 1 2.29903e-1 2.16155e-1 ; 2.5806 0.0517

;OSMPO HAMO 1 2.03454e-1 2.16155e-1 ; 2.2837 0.0517

OMPO NAMM 1 3.57070e-1 7.90543e-1 ; 4.0080 0.1889
;OMPO NAMM 1 3.10496e-1 7.90543e-1 ; 3.4852 0.1889
OMPO HAMM 1 2.31667e-1 2.40243e-1 ; 2.6004 0.0574

;OMPO HAMM 1 2.01450e-1 2.40243e-1 ; 2.2612 0.0574

OSMPO NAMM 1 3.59375e-1 7.11280e-1 ; 4.0338 0.1700
;OSMPO NAMM 1 3.12500e-1 7.11280e-1 ; 3.5077 0.1700
OSMPO HAMM 1 2.33972e-1 2.16155e-1 ; 2.6262 0.0517

;OSMPO HAMM 1 2.03454e-1 2.16155e-1 ; 2.2837 0.0517

Methyl_Sulfate.top

; optimized parameters for Methyl_Sulfate ionCH3SO4- ion with respect to Na+ , NH4+ and CH3NH3+;

[ atomtypes ]
;name bond_type mass charge ptype sigma epsilon rAMBER epsilonAMBER
OMSO4 OMSO4 0.00000 0.00000 A 2.95992e-01 8.78640e-01 ; 1.6612 0.2100
s6 s6 0.00000 0.00000 A 3.56359e-01 1.04600e+00 ; 2.0000 0.2500
OSMSO OSMSO 0.00000 0.00000 A 3.00001e-01 7.11280e-01 ; 1.6837 0.1700
CT CT 0.00000 0.00000 A 3.39967e-01 4.57730e-01 ; 1.9080 0.1094
H1 H1 0.00000 0.00000 A 2.64953e-01 6.56888e-02 ; 1.4870 0.0157
NA+ NA+ 0.00000 0.00000 A 2.43928e-01 3.65846e-01 ; 1.3690 0.0874
NAMO NAMO 0.00000 0.00000 A 3.25000e-01 7.11280e-01 ; 1.8240 0.1700
HAMO HAMO 0.00000 0.00000 A 1.06908e-01 6.56888e-02 ; 0.6000 0.0157
NAMM NAMM 0.00000 0.00000 A 3.25000e-01 7.11280e-01 ; 1.8240 0.1700
HAMM HAMM 0.00000 0.00000 A 1.06908e-01 6.56888e-02 ; 0.6000 0.0157
HP HP 0.00000 0.00000 A 2.64953e-01 6.56888e-02 ; 1.4870 0.0157

[ nonbond_params ]
;i j func sigma epsilon RijAMBER; A epsilon_ijAMBER, kcal/mol
OMSO4 NA+ 1 2.69960e-1 6.23659e-1 ; 3.0302 0.1491

;OMSO4 NA+ 1 2.69960e-1 5.66963e-1 ; 3.0302 0.1355
OSMSO NA+ 1 2.71965e-1 5.61129e-1 ; 3.0527 0.1341

;OSMSO NA+ 1 2.71965e-1 5.10117e-1 ; 3.0527 0.1219
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OMSO4 NAMO 1 3.10496e-1 9.48652e-1 ; 3.4852 0.2267
;OMSO4 NAMO 1 3.10496e-1 7.90543e-1 ; 3.4852 0.1889
OMSO4 HAMO 1 2.01450e-1 2.88292e-1 ; 2.2612 0.0689

;OMSO4 HAMO 1 2.01450e-1 2.40243e-1 ; 2.2612 0.0574

OSMSO NAMO 1 3.12500e-1 8.53536e-1 ; 3.5077 0.2040
;OSMSO NAMO 1 3.12500e-1 7.11280e-1 ; 3.5077 0.1700
OSMSO HAMO 1 2.03454e-1 2.59386e-1 ; 2.2837 0.0620

;OSMSO HAMO 1 2.03454e-1 2.16155e-1 ; 2.2837 0.0517

OMSO4 NAMM 1 3.26021e-1 7.90543e-1 ; 3.6595 0.1889
;OMSO4 NAMM 1 3.10496e-1 7.90543e-1 ; 3.4852 0.1889
OMSO4 HAMM 1 2.11522e-1 2.40243e-1 ; 2.3743 0.0574

;OMSO4 HAMM 1 2.01450e-1 2.40243e-1 ; 2.2612 0.0574

OSMSO NAMM 1 3.28125e-1 7.11280e-1 ; 3.6830 0.1700
;OSMSO NAMM 1 3.12500e-1 7.11280e-1 ; 3.5077 0.1700
OSMSO HAMM 1 2.13627e-1 2.16155e-1 ; 2.3978 0.0517

;OSMSO HAMM 1 2.03454e-1 2.16155e-1 ; 2.2837 0.0517

Methyl_Sulfonate.top

; optimized parameters for Methyl_Sulfonate ion CH3SO3- ion with respect to Na+ , NH4+ and CH3NH3+;

[ atomtypes ]
;name bond_type mass charge ptype sigma epsilon rAMBER epsilonAMBER
OMSO3 OMSO3 0.00000 0.00000 A 2.95992e-01 8.78640e-01 ; 1.6612 0.2100
s6 s6 0.00000 0.00000 A 3.56359e-01 1.04600e+00 ; 2.0000 0.2500
CT CT 0.00000 0.00000 A 3.39967e-01 4.57730e-01 ; 1.9080 0.1094
H1 H1 0.00000 0.00000 A 2.64953e-01 6.56888e-02 ; 1.4870 0.0157
NA+ NA+ 0.00000 0.00000 A 2.43928e-01 3.65846e-01 ; 1.3690 0.0874

NAMO NAMO 0.00000 0.00000 A 3.25000e-01 7.11280e-01 ; 1.8240 0.1700
HAMO HAMO 0.00000 0.00000 A 1.06908e-01 6.56888e-02 ; 0.6000 0.0157
NAMM NAMM 0.00000 0.00000 A 3.25000e-01 7.11280e-01 ; 1.8240 0.1700
HAMM HAMM 0.00000 0.00000 A 1.06908e-01 6.56888e-02 ; 0.6000 0.0157
HP HP 0.00000 0.00000 A 2.64953e-01 6.56888e-02 ; 1.4870 0.0157

[ nonbond_params ]
;i j func sigma epsilon RijAMBER; A epsilon_ijAMBER, kcal/mol
OMSO3 NA+ 1 2.69960e-1 6.23659e-1 ; 3.0302 0.1491

;OMSO3 NA+ 1 2.69960e-1 5.66963e-1 ; 3.0302 0.1355

OMSO3 NAMO 1 3.10496e-1 8.69598e-1 ; 3.4852 0.2078
;OMSO3 NAMO 1 3.10496e-1 7.90543e-1 ; 3.4852 0.1889
OMSO3 HAMO 1 2.01450e-1 2.64267e-1 ; 2.2612 0.0632

;OMSO3 HAMO 1 2.01450e-1 2.40243e-1 ; 2.2612 0.0574

OMSO3 NAMM 1 3.26021e-1 7.90543e-1 ; 3.6595 0.1889
;OMSO3 NAMM 1 3.10496e-1 7.90543e-1 ; 3.4852 0.1889
OMSO3 HAMM 1 2.11522e-1 2.40243e-1 ; 2.3742 0.0574

;OMSO3 HAMM 1 2.01450e-1 2.40243e-1 ; 2.2612 0.0574

Sulfate.top

; optimized parameters for sulfate SO42- ion with respect to Na+ , NH4+ and CH3NH3+;
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[ atomtypes ]
;name bond_type mass charge ptype sigma nm epsilon kJ/mol rAMBER; A epsilonAMBER; kcal/mol
OSUL OSUL 0.00000 0.00000 A 3.46311e-01 8.78640e-01 ; 1.9436 0.2100

;OSUL OSUL 0.00000 0.00000 A 2.95992e-01 8.78640e-01 ; 1.6612 0.2100
s6 s6 0.00000 0.00000 A 3.56359e-01 1.04600e+00 ; 2.0000 0.2500
NA+ NA+ 0.00000 0.00000 A 2.43928e-01 3.65846e-01 ; 1.3690 0.0874
CT CT 0.00000 0.00000 A 3.39967e-01 4.57730e-01 ; 1.9080 0.1094
NAMO NAMO 0.00000 0.00000 A 3.25000e-01 7.11280e-01 ; 1.8240 0.1700
HAMO HAMO 0.00000 0.00000 A 1.06908e-01 6.56888e-02 ; 0.6000 0.0157
NAMM NAMM 0.00000 0.00000 A 3.25000e-01 7.11280e-01 ; 1.8240 0.1700
HAMM HAMM 0.00000 0.00000 A 1.06908e-01 6.56888e-02 ; 0.6000 0.0157
HP HP 0.00000 0.00000 A 2.64953e-01 6.56888e-02 ; 1.4870 0.0157

[ nonbond_params ]
;i j func sigma epsilon RijAMBER; A epsilon_ijAMBER, kcal/mol
OSUL NA+ 1 3.05055e-1 5.66963e-1 ; 3.4241 0.1355

;OSUL NA+ 1 2.69960e-1 5.66963e-1 ; 3.0302 0.1355

OSUL NAMO 1 3.50860e-1 7.90543e-1 ; 3.9383 0.1889
;OSUL NAMO 1 3.10496e-1 7.90543e-1 ; 3.4852 0.1889
OSUL HAMO 1 2.27638e-1 2.40243e-1 ; 2.5551 0.0574

;OSUL HAMO 1 2.01450e-1 2.40243e-1 ; 2.2612 0.0574

OSUL NAMM 1 3.53965e-1 7.90543e-1 ; 3.9731 0.1889
;OSUL NAMM 1 3.10496e-1 7.90543e-1 ; 3.4852 0.1889
OSUL HAMM 1 2.29653e-1 2.40243e-1 ; 2.5778 0.0574

;OSUL HAMM 1 2.01450e-1 2.40243e-1 ; 2.2612 0.0574
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