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Introduction

Ancient Greek philosophers discussed the atomos as the smallest building block of matter.

Today, the word atom refers to the smallest chemical unit that consists of a positively

charged nucleus surrounded by a negatively charged cloud of electrons.1 Atoms can

combine to form larger units, e.g., molecules and crystals. These units in turn are the

preponderant constituents of matter in its gaseous, liquid or solid state.

Attempts to isolate and observe the smallest units of matter have therefore been a human

endeavor for millennia. Apart from satisfying the natural human curiosity, scientific

explorations and discoveries offer palpable benefits to mankind in general. To name

a few examples, Fleming’s discovery of penicillin [2] led to a revolution in medicine,

Maxwell’s theory of electrodynamics [3] is the foundation for modern society and Ostwald’s

experiments on catalysis [4] helped to make chemical synthesis more efficient and to lower

industrial pollution.

Investigating the characteristics of molecules as well as atomic and molecular interactions

by exploitation of electromagnetic radiation is a common tool used by physicists and

chemists around the world to contribute to scientific progress. In 1905, Einstein explained

the photo-electric effect by assuming that electro-magnetic radiation of frequency ν can

be described in a particle-like manner [5], i.e., consisting of indivisible quanta with an

energy of E = h ⋅ ν, where h is Planck’s constant2. Matter can be ionized by absorbing a

photon, i.e., a quantum of light is absorbed and an electron is emitted. Therefore, the

photon energy needs to be larger than the ionization potential (work function). This effect

1In contrast to electrons, the nucleus is not indivisible. It is composed of positively charged protons
and electrically neutral particles (neutrons), which by themselves consist of so-called quarks [1].

2Planck’s constant denotes the quantum of action, which is the smallest change in energy possible
within a given time window.
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lies at the heart of the experiments presented here.

In addition to the linear (single-photon) interaction of light and matter, also non-linear

interaction is a subject of this work. In 1931, Göppert-Mayer described two-photon

processes for the first time [6]. She claimed that it should be possible for matter to

become ionized by absorbing two photons at the same time, even if the energy of a single

photon alone would not be sufficient to overcome the ionization potential. For a long time,

these predictions could not be verified experimentally. The probability of simultaneous

absorption of two photons is much lower than the probability for single-photon absorption.

To observe the predicted multi-photon processes, many photons must be available in a

very small volume within a very short time window. Nowadays, the observation of such

multi-photon processes can be easily achieved by pulsed laser light sources, which in turn

are also based on non-linear (multi-photon) processes and closely related to the field of

non-linear optics.

The working principle of the laser3 is provided by the effect of stimulated emission and

was postulated by Einstein in 1916 [7]. In 1960, Maiman demonstrated the first working

laser [8]. In 1961, Franken et al. irradiated a non-linear crystal with a laser and discovered

that it emits the second harmonic of the incident light [9]. Thereafter, Kaiser and Garett

observed the simultaneous excitation of a crystal by two photons [10]. Another non-linear

response of matter to incident laser light was found by Maker et al. in 1964 [11]. They

discovered that the refractive index of liquids changes as a function of laser intensity.

Today, it is known that this effect is caused by a term of the refractive index that varies

quadratically with the applied electric field (linear with intensity). The so-called Kerr effect

is widely used in modern solid state lasers [12]. By applying a technique called Kerr-lens

mode locking4, it became feasible to build high-repetition rate laser sources that produce

strong ultrashort light pulses. These pulses can be as short as vibrational periods of

molecular bonds, i.e., on the order of tens of femtoseconds (1 fs = 1 ⋅10−15 s). Among others,

amplified Kerr-lens mode-locked solid state lasers5 paved the way towards femtochemistry

3Laser: Light Amplification by Stimulated Emission of Radiation.
4The Kerr lens arises through the spatial intensity distribution of the Gaussian-shaped beam in a laser

cavity. Due to the intensity variation, the non-linear refractive index is modulated accordingly leading to
self-focusing because the indices of refraction are different for the intense inner part of the beam and its
less intense outer part.

5This is the most common type of laser used to investigate ultrashort dynamics in molecules.
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[13, 14], i.e., the investigation of atomic motion in molecules using femtosecond lasers.

The physical description of photo-initiated electronic excitation and ionization of molecules

and the subsequent nuclear motion are based on the Born-Oppenheimer approximation [15]

and the related Franck-Condon principle [16]. The quantum nature of molecular energetics

is described by wavefunctions that can be determined through the Schrödinger equation

[17, 18]. Within the Born-Oppenheimer framework, the electron-nuclear wavefunction

can be factorized into two parts. The separation leads to an electronic wavefunction,

depending parametrically on the nuclear coordinates, and a nuclear wavefunction. The

physical reasoning behind the Born-Oppenheimer approximation is based on the difference

in mass between the heavy atomic nuclei and the electrons, which are three to five orders

of magnitude lighter than the nuclei. Born and Oppenheimer assumed that the electronic

charge distribution in the molecule adapts instantaneously to the positions of the nuclei,

i.e., it changes adiabatically. Therefore, the electronic energy for different positions

of the nuclei, as calculated by the Schrödinger equation within the Born-Oppenheimer

approximation, forms a potential energy surface6 (PES). The Franck-Condon principle

is an application of the Born-Oppenheimer approximation for a sudden change of the

electronic state (photo-excitation or -ionization). It is assumed that the nuclear coordinates

can be regarded as frozen during a quantum transition from one electronic state to another.

The population of excited states depends on the initial state such that the overlap of the

nuclear wavefunctions of the initial and final state is maximized.

As a pioneer in the field of femtochemistry, Zewail was awarded the Nobel price in 1999

[19]. Exploiting ultrashort laser pulses, he used an optical pump-probe scheme to study

molecular dynamics in real time. The same concept is still used in modern laser experiments

and works as follows: Two laser pulses exhibiting a variable time delay are focused onto a

molecular target. The first laser pulse excites or ionizes the molecules, which subsequently

propagate on excited potential energy surfaces. After a well-controlled amount of time, a

second laser pulse probes the new state. This experiment is repeated for a series of time

delays between the two pulses. The result is a stroboscopic movie of the excited molecule.

The available time resolution is only limited by the duration of the laser pulses.

The femtosecond pump-probe scheme was used to study excited state dynamics and

6For a molecule, a manifold of potential energy surfaces exists as there are many possible electronic
configurations.
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chemical reactions [20, 21] as well as for steering reactions in the framework of coherent

control [22, 23]. In 1991, Baumert et al. studied multi-photon ionization of sodium dimers

[24]. The pump-probe delay controlled the branching ratio between the molecular parent ion

Na+2 and the fragment Na+. These types of experiments were analyzed within the framework

of the Born-Oppenheimer approximation ignoring the possible coupling of electronic and

nuclear degrees of freedom. Indeed, the duration of conventional femtosecond laser pulses

is too long to control or observe non-adiabatic electronic motion in real time. Investigating

molecular dynamics on timescales down to the attosecond regime (1 as = 1 ⋅ 10−3 fs) might

enable the experimentalist to track and control electron dynamics and their interplay with

nuclear dynamics.

Electron dynamics are initiated by preparing an electronic wavepacket consisting of a

superposition of stationary electronic states. The beat period of the resulting electronic

oscillation is given by ∆E∆T = 2πh̵. The spacing between electronic states ranges from eV

to meV for highly exited states. Therefore, the electronic timescale is on the order of as to

fs. E.g., ∆T = 827 as when the states involved are spaced by ∆E = 5 eV and ∆T = 827 fs

when the spacing is ∆E = 5 meV. The aforementioned Born-Oppenheimer approximation

is only valid when the electronic timescale is much smaller than that of the nuclear motion.

Hence, the approximation becomes inappropriate when 1) the electronic motion is much

slower than the nuclear motion or 2) the electronic and nuclear timescales are similar.

The first scenario is known as the inverse Born-Oppenheimer regime (IBO) and occurs in

Rydberg systems. In this case, the nuclei can adapt to the position of the slow-moving

Rydberg electrons and these electrons move in the averaged potential of the nuclei [25]. In

the second case, the energy spacing of the electronic potential surfaces becomes very small

and the surfaces approach a so-called conical intersection (avoided-crossing of potential

energy curves in one dimensional systems). As a result, the molecular system can undergo

non-adiabatic transitions from one electronic state to a neighboring state [26, 27]. Electron

dynamics that are much faster than any nuclear dynamics are investigated within the

framework of the post-Born-Oppenheimer regime [28]. The charge distribution in molecules

after sudden excitation can exhibit rich dynamics before the nuclear motion sets in (charge

migration). These post-Born-Oppenheimer dynamics can last for several femtoseconds,

approaching the timescale of nuclear motion [28]. Due to the onset of nuclear dynamics,

the coherent electronic motion decoheres, resulting in charge localization (charge transfer).
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The non-adiabatic potential caused by charge migration processes might significantly

influence the nuclear motion until the electron distribution relaxes. Up to this point,

the concept of electrons adapting instantaneously to the nuclei fails. Hence, controlling

electron dynamics on the attosecond timescale might provide a control parameter to steer

chemical reactions, e.g., the dissociation of a diatomic molecule.

The investigation of ultrafast processes in molecules beyond the Born-Oppenheimer regime

opens two new and highly interesting routes for physics and chemistry. On a fundamental

scale, it allows to follow electronic motion and coupled electron-nuclear dynamics in

real time. On the other hand, the insights might be exploited to achieve control over

photo-induced chemical reactivity beyond the femtochemistry approach mentioned above.

In the field of mass spectrometry, e.g., it would be desirable to control bond cleavages

site-specifically to allow for unambiguous composition elucidation.

The experimental observation of electronic rearrangements in molecular systems and its

possible influence on subsequent nuclear dynamics has been performed for more than 20

years. In 1995, Weinkauf et al. observed site-specific dissociation following charge transfer

in biomolecules [29, 30]. Polypeptides carrying an aromatic amino acid at their C-terminal

were activated by resonant multi-photon ionization (REMPI) of the aromatic compound.

The hole charge migrated to the opposite site (N-terminal) of the peptide, as observed by

monitoring the fragmentation pattern after the molecules were irradiated by a second laser

pulse. In 1998, Remacle et al. studied these experiments theoretically and introduced a

model to describe charge-directed reactivity [31]. A positive charge created in a peptide

propagated rapidly through the molecule and initiated dissociation at its final location,

indicating that reactivity can follow charge migration and subsequent charge transfer. In

1999, Cederbaum et al. showed theoretically that correlated electron dynamics could occur

in molecular systems before any nuclear dynamics can set in [32] (post-Born-Oppenheimer

regime). In 2003 Breidbach et al. claimed that electron correlation is an essential ingredient

for hole migration to take place [33]. Three main mechanisms in the process of charge

migration after sudden ionization were deduced. 1) The hole can migrate from one end of

the molecule to the other as discussed above. 2) It can oscillate back and forth within the

molecule, or 3) the hole charge density delocalizes over the whole molecule, depending on

the states involved in the initial ionization process.

In the following years, the process of ultrafast charge migration was studied theoretically
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for a large number of model systems. In 2005, Kuleff et al. investigated charge migration

in the amino acid glycine [34]. A hole created after sudden ionization becomes localized

within the molecule after 3 fs or it becomes distributed over the molecule within 8 fs,

depending on the molecular orbital in which the hole was created. In the same year,

Hennig et al. calculated that the hole charge created by ionization of a certain orbital of

N-methyl acetamide migrated almost completely from one side of the molecule to the other

within about 4 fs [35]. Also in 2005, Breidbach showed computationally that correlated

electron dynamics can occur within only 50 as [36]. The speed of charge migration, even

through large molecules like polypeptides, can be explained by the correlation of the

electronic distribution. Charges do not necessarily have to propagate along the bonds in

extended molecules, but can vanish at one side and reappear on the opposite side if the

relevant electronic states are delocalized to a sufficient extend. Kuleff et al. reported on

charge migration in a ring-structure molecule in 2010. The calculations showed that the

hole jumps over the ring [37] rather than migrating along the bonds. In 2014, Perveaux et

al. theoretically investigated whether the charge oscillation in neutral O3 between the two

bonds can be followed experimentally [38]. The authors concluded that it is feasible to

follow these dynamics with attosecond laser pulses but the experimental energy resolution

might be an issue. In 2016, Popova-Gorelova et al. predicted a charge oscillation period of

about 10 fs for indole after sudden ionization and theoretically showed that these electron

dynamics can be observed with time- and angle resolved photo-electron spectroscopy [39].

The interplay of fast charge migration and somewhat slower nuclear rearrangements in

larger molecules was studied for fewer cases. In 2005, Lehr et al. conducted femtosecond

pump-probe experiments on the molecule PENNA, which served as a model peptide [40, 41].

The investigated charge transfer took place on a timescale of 80 fs and probably involved

electronic as well as nuclear motion. A theoretical study of the dynamics after sudden

ionization in glycine also focused on the interplay between the electron distribution and

the nuclear rearrangement. In 2007, Kuleff and Cederbaum investigated charge migration

in glycine for three different conformers [42] and found that, for slightly different positions

of the nuclei, charge dynamics after sudden ionization differ dramatically. Another amino

acid was the subject of ultrafast pump-probe measurements in 2012 by Belshaw et al.

[43]. A 1.5 fs extreme ultraviolet (XUV) pump pulse ionized phenylalanine site-specifically

at the phenyl group. Thereafter, the charge hole migrated to the amine site within



Introduction 17

30 fs. The migration was probed by a 6 fs long pulse in the visible spectral range, which

preferentially created another charge at the amine site, leading to dicationic immonium

ions7. In accordance with theory, it was proposed that the charge distribution after

the first ionization event begins to oscillate on a timescale faster than 5 fs. Due to the

coupled electronic-nuclear motion, this coherent oscillation decoheres, leading to a charge

localization at the amine site. In 2015, Vacher et al. pointed out that the electron dynamics

after sudden ionization may decohere too fast to be probed experimentally due to the

widths of the nuclear wavepacket [44]. In the same year, Despré et al. demonstrated

theoretically that charge oscillations induced by sudden ionization in benzene last for

about 10 fs and therefore survives the nuclear motion-induced dephasing [45].

Using small molecules, the charge distribution during dissociative ionization was not only

observed but also controlled on the attosecond timescale. In first experiments, homonuclear

diatomic molecules (H2 and D2) were dissociated by single ionization. The negative charge

localization was determined by laboratory frame experiments, measuring the direction of

ejection for the positively charged fragment. The nucleus carrying the remaining electron

could be controlled in different ways [46–48]. In 2006, Kling et al. reported the control

of electron localization during dissociation of the deuterium molecular cation D+
2 [46]. A

carrier envelope phase (CEP, Section 1.1) stable 5 fs near-infrared (NIR) laser pulse created

a coherent superposition of the two lowest electronic states in the cation, of which the

upper one is repulsive. The superposition resulted in charge oscillations between the two

nuclei. As the internuclear distance increased, the electron was trapped at one or the other

nucleus, depending on the CEP. In 2010, isolated attosecond pulses (IAP, Section 1.1) and

6 fs short NIR laser pulses were used by Sansone et al. to control electron localization in

dissociative photo-ionization of molecular hydrogen and molecular deuterium [47]. After

ionization by the attosecond pulse, the remaining electron was localized on one of the

nuclei. The localization was achieved by a NIR field-induced coupling of the two lowest

electronic states in the cation when the IAP pulse preceded the NIR pulse. At pulse

overlap, localization was achieved by two interfering ionization pathways. While the

auto-ionizing Q1 state was populated by an XUV photon from the IAP, the repulsive

σu state was populated by an XUV and an additional NIR photon. After the decay of

7The term dicationic immonium ion denotes the doubly charged parent amino acid molecule that expe-
rienced a loss of the carboxyl group COOH. Immonium ions are generally denoted as +NH2 CH R,
where R is a rest compound.
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the Q1 state to the bound σg state, both pathways interfere upon dissociation as the

asymptotic energies of the σu and the σg states are fairly close. In both cases, the pulse

delay between the IAP and the NIR pulse controlled the side8 of localization within the

molecule. In another pump-probe experiment, reported in 2011 by Kelkensberg et al.,

the branching ratios between electronic states upon dissociative photo-ionization could

be controlled using attosecond pulse trains9 (APTs, Section 1.1) and an accompanying

30 fs NIR laser pulse [49, 50]. The APT ionized molecular hydrogen preferentially to the

two lowest lying electronic states of the cation, while the field of the NIR laser induced

transitions within and between the corresponding ionization continua. This resulted in

interfering two-photon dissociation pathways.

Attosecond time resolved experiments on complex (bio-) molecules are sparse [51]. Never-

theless, in 2014, Calegari et al. measured charge migration in the amino acid phenylalanine

[52], an experiment very similar to that of Belshaw [43] described above, but with higher

temporal resolution. A charge migration process was initiated in the cation by an ioniz-

ing attosecond XUV pulse and probed by further ionizing the parent cation with a 4 fs

short NIR pulse. The authors found an oscillation in the yield of the doubly charged

immonium fragment with respect to the pump-probe delay and concluded that the charge

oscillates from one site of the parent cation to the opposite with a period of 4.3 fs prior to

fragmentation. Attosecond dynamics in multi-electron systems were also investigated by

analyzing high-order harmonic spectra (see Section 1.1), a technique called High Harmonic

Spectroscopy (HHS). First experiments were conducted with smaller molecules, e.g., N2,

Br2 and CO2 [53–56]. In 2015, Kraus et al. impulsively aligned iodoacytelene and measured

high-order harmonic spectra from the aligned cation. The authors used the measured

amplitudes and phases of the spectra and reconstructed the charge migration in the cation

induced by strong-field ionization [57]. Further attosecond experiments on multi-electron

systems and accompanying theoretical studies are desirable to gain a better understanding

of the fundamental processes occurring in molecules on the timescale of electronic motion.

It is worth noting that all measurements of attosecond dynamics in molecules were so

8with respect to the laser polarization
9Attosecond pulse trains are generated by high-order harmonic generation by focusing an infrared laser

pulse in a gaseous medium (Section 1.1). The resulting XUV radiation consists of odd harmonics of the
driving laser field. In the time domain, the individual bursts of the attosecond pulse train are spaced by
half the laser period, which is 1.3 fs for an 800 nm laser field.
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far conducted in cations10. In 2014, Mignolet et al. showed theoretically that the dipole

moment in neutral LiH can be varied by a NIR electric field such that the direction of

ionization due to an accompanying attosecond XUV pulse train is tailored [60]. Another

theoretical study from Muskatel et al. showed that sudden electronic excitation in neutral

N2 and subsequent purely electronic dynamics in the neutral can affect the dissociation

behavior [61]. Nevertheless, tracking electron dynamics in neutral molecules on the

attosecond timescale is still a widely unexplored task that requires further development

of experimental, as well as, theoretical techniques. Last but not least, experimental

techniques remain to be established to study larger systems, such as peptides, which are

extensively discussed in theory but sparsely investigated in time-resolved experiments.

In conclusion, the work presented here is motivated by two branches of research: fem-

tochemistry and the investigations of electron dynamics. In femtochemistry, molecular

reactions are observed in real time or can be steered by manipulating the nuclear motion

[14, 19]. Chemical reactions, e.g., dissociation can also be induced via charge transfer

processes resulting from charge migration [42, 62], leading to charge-directed reactivity [29,

30]. Consequently the question arises, whether it is possible to steer chemical reactions

through the concerted manipulation of electrons on their natural time scale. Studies of

this kind may pave the way towards a new field of research, attochemistry [63, 64].

In the framework of this thesis, three major experiments were performed. Pump-probe

measurements on small molecules (N2, CO2 and C2H4) were conducted with attosecond time

resolution (Part I) and showed that (a) the electron distribution in neutral molecules could

be altered and observed on a sub-femtosecond timescale (Chapter 3) and (b) the coupling

of electronic and nuclear degrees of freedom on the attosecond to femtosecond timescale is

relevant to molecular dissociation initiated by sudden photo-induced ionization (Chapter

4). To survey the possibilities for ultrafast dynamical studies and their exploitation in

site-specific fragmentation of larger molecules, a high-resolution mass spectrometer was

coupled to a femtosecond laser system and the feasibility of ultrashort laser pulse-induced

dissociation for peptide sequencing was investigated (Chapter 6). These experiments

pave the way towards charge migration, charge transfer and optimal control studies in

biologically relevant molecules.

10For atoms, ultrafast electron dynamics were also studied in the neutral [58, 59]
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Chapter 1

Fundamentals of attosecond XUV

science

To witness chemical reactions, intra-molecular rearrangements and charge redistribution

(Figure 1.1) in real time is a long-standing scientific goal as motivated in the preceding

introduction. Fast electronic and nuclear dynamics can only be investigated with tools

delivering extraordinary time resolution, i.e., pump-probe techniques with ultrashort laser

pulses [65, 66]. Here, it is worthwhile to consider the fastest relevant timescale, namely

that of electronic motion in atoms and molecules.

Bohr’s model describes the classical period of an electron in its revolution around the

nucleus [67–69]. Bohr assumed electrons in atoms to be trapped in quantized orbits.

Therefore they have a quantized angular momentum L = nh̵, where h̵ is Planck’s constant

divided by 2π and n is the principal quantum number. Classically, the electron’s angular

momentum is defined as L =mevr with me being the electron’s mass, v its velocity and r

the radius of the electron orbit. Combining the two equations for the angular momentum

reveals an expression for the electron velocity

v =
nh̵

mer
=
s

T
, (1.1)

where s = 2πr is the circumference of the electron’s orbit and T denotes the orbital

period. Setting r = aBohr = 0.5 Å (Bohr radius) and n = 1 for the first orbit yields T = 136 as
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Figure 1.1: Calculated ultrafast hole migra-

tion dynamics after sudden ionization of the

peptide YAAA (Y - tyrosine, A - alanine).

The spheres denote: gray - carbon, white -

hydrogen, red - oxygen, blue - nitrogen. The

dark red contributions depict the hole den-

sity for the highest occupied molecular orbital

(HOMO, left) and the second highest (HOMO-

1, right). The charge migration process from

one side of the tetrapeptide to the opposite

was calculated to take place within 500 as.

This figure is reproduced from [62].

(1 as = 1⋅10−18 s). Quantum mechanical measurements do not allow for the direct observation

of this ground state orbital motion, but do allow to observe charge oscillations that result

from the coherent superposition of electronic states. An example is the charge oscillation

in the molecular hydrogen cation H+
2 , resulting from a coherent superposition of its two

lowest-lying electronic states. The energetic difference of these states is roughly 10 eV,

which corresponds to a beat period of about 415 as. In order to witness this motion, i.e.,

to investigate photo-induced molecular dynamics on electronic timescales [62, 70], laser

pulses with pulse durations on the order of a few hundred attoseconds have to be utilized.

A common way to create such pulses is to exploit the mechanism of high-order harmonic

generation (HHG) [71], which is studied in detail since the late eighties of the last century.

In 1987, Rhodes and McPherson et al. reported the first high-order harmonic spectrum

from rare gases [72, 73]. Laser pulses of 350 fs duration, a central wavelength of 248 nm

and a pulse energy of 20 mJ focused into a neon gas target produced harmonics up to the

17th harmonic (HH17, 14.6 nm). Nowadays, a common approach for HHG is to use an

infrared (IR), near-infrared (NIR) or mid-infrared (MIR) laser with high average power,

focused into a gaseous medium in a gas cell or a hollow core fiber. This typically leads to

the generation of radiation in the extreme ultraviolet (XUV), soft x-ray, or even in the

x-ray region of the electromagnetic spectrum [64, 74]. In order to further enhance the XUV
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photon flux [75] and to further tailor the XUV spectra, different colors can be combined

to one synthetic driving field [76]. In any case, the broad spectra of the generated XUV

pulses support very short pulses in the attosecond regime.

In the experiments at hand, a near-infrared (NIR) laser with a central wavelength of

λNIR = 800 nm (photon energy ENIR = 1.55 eV) is focused to reach intensities of about

1014 W/cm2 and leads to harmonics with photon energies of up to EHH ≈ 54 eV, which

corresponds to the 35th harmonic. XUV photons allow to investigate weaker bound

valence and stronger bound inner shell electrons, as well as hole migration processes

within molecules [42] upon single-photon excitation. Ensuring single-photon events in the

experiment significantly reduces the complexity of the analysis compared to experiments

where multi-photon processes occur.

In the following chapter, the process of high-order harmonic generation, as well as the

generation of attosecond pulse trains and isolated attosecond pulses, will be explained in

detail. The chapter is completed by a short introduction to some techniques to measure

and characterize attosecond radiation.

1.1 High-order harmonic generation

The interaction of atoms and molecules with an intense focused laser field results in

numerous phenomena. Moderately strong fields lead to multi-photon ionization (MPI) and,

if more photons are absorbed than necessary to ionize the system, above-threshold ionization

(ATI) occurs (Figure 1.2 (a)). Even stronger fields lead to a significant deformation of the

electronic potential energy surfaces and tunnel ionization becomes likely (Figure 1.2 (b)),

accompanied by ATI. In this case, the ATI structure would be formed by the interference

of electron wavepackets generated at different instants within the laser field. If the laser

field is strong enough, the potential can be disturbed such that the ionization barrier is

energetically even below the highest occupied state and the electron can be considered

unbound (Figure 1.2 (c)).

The transition between the MPI and tunneling regimes was first described by Keldysh
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Figure 1.2: Snapshot of the Coulomb potential near the atomic core (nuclear position at r = 0) at

the moment of ionization by a strong laser field. The laser intensity increases from left to right. (a)

Multi-photon ionization (MPI), γ > 1. The atom absorbs a number of laser photons, where the sum of

the photon energies is sufficient to ionize the system. Above-threshold ionization (ATI) occurs when

more photons are absorbed than necessary for the electron to escape the Coulomb potential. (b) Tunnel

ionization, γ < 1. The potential barrier is slightly suppressed by the laser electric field and the electron

can tunnel out of the bound potential possibly resulting in ATI. (c) Barrier-suppression, γ ≪ 1. The

barrier is strongly suppressed by the laser field, such that the electron can be considered unbound leaving

the vicinity of the Coulomb field.
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Figure 1.3: Visualization of the classical three-step model of high-order harmonic generation. Step 1

(Tunneling): The initial Coulomb potential (black solid line) of an atom is disturbed by a strong laser field

(red solid line) and an electron (blue dot) can tunnel through the potential well. Step 2 (Acceleration):

The electron is accelerated by the laser electric field. Step 3 (Recombination): If the electron returns

back to the ion, it can recombine by emitting XUV radiation (blue sinusoidal curve). The photon energy

corresponds to the energy the electron accumulated during the acceleration process and EIP.
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[77]. The Keldysh parameter

γ =

√
EIP

2Up

(1.2)

was introduced to indicate which ionization mechanism dominates. The Keldysh parameter

depends on the ionization potential EIP and the ponderomotive potential Up. The latter

is defined as the time average of a free electron’s kinetic energy due to its quiver motion

under the influence of the laser field. It is given by

Up =
e2INIR

2meε0cω2
NIR

, (1.3)

were e is the elementary charge, me the electron mass, ε0 the vacuum permittivity, c the

speed of light and INIR and ωNIR the intensity and central angular frequency of the driving

laser.

Combining Equations (1.2) and (1.3) leads to an interpretation of the Keldysh parameter

as a tunneling time in units of 1/ωNIR. In this sense, γ evaluates whether the electron can

tunnel out of the potential before the laser field reverses sign.

In moderately strong laser fields and in the limit of high frequencies, γ > 1, the system

under investigation can be described in the perturbative multi-photon picture. In the low-

frequency limit and for strong laser fields, γ < 1, the ionization process is non-perturbative

and therefore the tunnel regime dominates. This regime is normally exploited in high-order

harmonic generation. A semiclassical explanation of HHG has been introduced by Corkum

in 1993 [78], while a quantum mechanical approach was presented by Lewenstein et al.

one year later [79].

The classical model of high-order harmonic generation describes the process in three steps

(see Figure 1.3). In the first step, the potential of an atomic or molecular system is

disturbed by the strong electric field of a focused laser, leading to tunnel ionization (γ < 1).

In the second step the freed electrons are accelerated by the laser electric field away from

the remaining ion. When the electric field reverses sign, the electrons are accelerated back

towards the ion to recombine, resulting in the emission of XUV photons in the third step.
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1.1.1 The spectrum

High-order harmonic spectra contain a strong low energy contribution, a plateau and a

cutoff region (Figure 1.4). The cutoff energy Ecutoff depends on the ionization energy EIP

of the generation gas and the ponderomotive potential Up created by the laser field. It

can be approximated by [78]

Ecutoff = EIP + 3.17Up. (1.4)

From equation 1.3 it can be seen that

Up ≈ λ
2
NIRINIR (1.5)

and the cutoff of the HHG spectrum can be experimentally varied by tailoring the laser

intensity INIR or the driving laser wavelength λNIR.

The symmetry of the generation process results in a spectrum that consists of odd harmonics

as depicted in Figure 1.4. The ion and the electron can be regarded as a driven Hertz’

dipole. If the driving field E = E0 cosωNIRt becomes very strong, the dipole oscillation

reacts anharmonically and the optical Kerr effect [80] has to be taken into account, i.e.,

the induced polarization can be written as

p = ε0 (χ1E + χ2EE + χ3EEE + ...) , (1.6)

where χj is the jth order susceptibility [81]. It follows that a strong optical field can cause

the induced dipoles of the atoms or molecules in a medium to oscillate at higher harmonic

Figure 1.4: Diagram of a high-order harmonic

spectrum. The spectrum contains only odd mul-

tiples of the driving laser frequency. It consists

of three different parts: a rapidly decreasing per-

turbative regime (low energy harmonics), a non-

perturbative plateau region and a cutoff region (har-

monics exhibiting the highest energy).
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frequencies, leading to a new optical wave with frequencies of qωNIR, where q denotes the

harmonic order. For even harmonics (q is even) the emitted waves of frequency qωNIR

interfere destructively, while odd harmonics interfere constructively. Strictly speaking, the

Taylor expansion used in Equation (1.6) only holds true in the perturbative regime, while

high-order harmonic generation is a non-perturbative process.

Parity conservation in gaseous media gives another argument for the odd-harmonic structure

[82–84]. In high-order harmonic generation, the initial and final states of the atomic

or molecular system under consideration are equal and therefore no parity change is

encountered. On the other hand, the parity change associated with the absorption of n

photons and consecutive emission of a single harmonic photon is −1n+1. Therefore, n can

only be an odd integer in order to conserve the parity of the system and the harmonic

energy must be an odd multiple of the initial photon energy.

By breaking the driving laser field symmetry, e.g., by superimposing the NIR field with its

second harmonic, the production of even harmonics is possible, as well [85]. In this case,

the electric field of the two half-cycles in the fundamental are no longer symmetric with

respect to each other. As a result, odd and even harmonics show constructive interference.

1.1.2 Harmonic phase-locking

The temporal structure of high-order harmonic emission was theoretically investigated, e.g.,

by Antoine et al. [86] and a very important joint experimental and theoretical study was

later conducted by Mairesse et al. [87]. They found that harmonic radiation is produced by

two distinct electron trajectories. Based on the time the electrons spend in the continuum

after ionization, these trajectories are called long or short. The contributions exhibit

opposite chirp1 with respect to each other. In addition, electron trajectories with return

times in between the long and short trajectories produce XUV photons with the highest

energies (cutoff harmonics).

The three types of electron trajectories in the HHG process (long trajectories, short

trajectories, cutoff trajectories) are depicted in Figure 1.5. Electrons from the long

trajectories are emitted earlier during the laser cycle and recombine later than the electrons

1The term chirp refers to the temporal variation of the instantaneous frequency of the signal.
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Figure 1.5: Illustration of the long and short

trajectories during the high-order harmonic gen-

eration process. The NIR field (dotted red line)

drives electrons on long (blue) and short (red) tra-

jectories. The electrons on the long trajectories

are born earlier in the NIR cycle and return later

to the ion than the electrons on the short tra-

jectories. Electrons on the steepest (max{∂x
∂t

})

trajectories (green, born at α = 17 ○) generate the

cutoff harmonics. As can be seen, the chirps of

the harmonics from the two different trajectories

have opposite sign.
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from the short trajectories. As a consequence, the maximum distance of the involved

electrons from the parent ion is larger for the long trajectories than it is for the short

trajectories. Taking into account that the velocity of the electrons returning to the ion

is proportional to the slope of the trajectories at the zero crossing, it is obvious that the

recombination of electrons from the green trajectories (emitted at α = 17 ○ after the cycle

maximum) result in the highest energy XUV photons.

It was shown in [87] that the high-order harmonics exhibit a particular phase relation.

The calculations predicted that the return times of the electrons vary nearly linear with

the harmonic order, i.e., the spectral phase of the harmonics is quadratic. A deviation

from this behavior was found for the cutoff trajectories, where the return times are almost

constant. Consequently, the cutoff harmonics exhibit a linear spectral phase.

The calculations also predicted that the XUV radiation is emitted within a time window

that corresponds to about a quarter of the driving laser field cycle if the long trajectories can

be rejected. Together with the fact that the three-step sequence of high-order harmonic

generation is repeated every half cycle of the driving field, the temporal structure of

the high-order harmonic spectrum (its Fourier transform) forms a train of ultrashort

sub-femtosecond light bursts.
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1.1.3 Phase matching

The conversion efficiency of high-order harmonic generation is on the order of 10−6.

Constant et al. reported the conversion of 6 ⋅1015 NIR photons (1.5 mJ, 800 nm) into 8 ⋅109

photons of the 15th harmonic [88]. In the present experiments, ≥ 107 harmonic photons

per laser pulse can be obtained [89]. The probability for the gas under investigation to

absorb these harmonic photons (photo-absorption probability2) is estimated to be on the

order of 10−4. I.e., 103 absorption events per laser shot during the experiments can be

achieved if the high-order harmonic generation process is optimized.

To maximize the conversion efficiency, the interaction region of the driving laser with

the generation gas needs to be maximized without loosing phase matching conditions,

described in the following paragraphs. For this purpose, a ≈ 1 mm thick cylindrical gas cell

with a maximum pressure of several tens of mbar is employed in the present experiments.

The harmonic radiation only interferes constructively over the whole laser-gas interaction

region if the fundamental and the harmonics stay in phase (Figure 1.6). The underlying

phase-matching depends on a variety of parameters [90–93]. These parameters have to be

balanced such that the phase mismatch ∆k between the qth harmonic and the driving

laser (NIR) vanishes, i.e.,

∆kq = kq − qkNIR = 0 (1.7)

holds true. Possible phase mismatches of the harmonics and the fundamental originate

from macroscopic, microscopic and geometrical phase effects

∆kq = kq − qkNIR = ∆kq,geo +∆kq,mac +∆kq,mic (1.8)

and the individual terms will be discussed in the following paragraphs.

The phase mismatch depend on the intensity variation of the driving laser across the focus.

Assuming a Gaussian laser pulse propagating along z with a Rayleigh length b = ρ2π/λNIR,

where the focal beam waist is typically on the order of ρ = 50µm, the intensity variation

2The particle density in the experiments is estimated to be 1014 cm−3. The laser-molecule interaction
region is about 2 mm in length. The photo-absorption cross section is typically on the order of 10−17 cm2.
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Figure 1.6: Illustration of phase

mismatch. The field of the driving

laser is shown as a red line while

the qth harmonic is drawn in blue.

A small phase mismatch of the NIR

field and the emitted harmonic is de-

picted. Harmonics can only add up

coherently if the driving field stays

in phase with the harmonic fields

over the whole laser-gas interaction

region.

Mismatch

NIR
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Space

Field

on axis reads [94]

INIR(z) = Imax ⋅
1

1 + ( z
b
)

2 , (1.9)

where Imax is the laser peak intensity in the focus at z = 0.

The geometrical phase mismatch arises from the Gouy phase φG = arctan z/b [95], which

defines the phase accumulated by a focused laser beam in addition to the phase accumulated

by a plane wave of the same frequency [96]. This additional phase results in an irregular

spacing of the wavefront close to the focus [97] and shifts the electrical field with respect

to its envelope by π upon propagation through the focal spot. Ruffin et al. and Lindner et

al. observed this behavior experimentally using laser pulses with only a few field cycles [98,

99]. The Gouy phase of the focused NIR field in high-order harmonic generation varies

much more rapidly along z as compared to the Gouy phase of the harmonic radiation

because the Rayleigh length of the harmonics is much larger than that of the fundamental3

[100]. Thus, the geometrical phase mismatch depends predominantly on the Gouy phase

shift acquired by the NIR radiation:

∆kq,geo = −q∂zφG. (1.10)

The macroscopic phase mismatch ∆kq,mac = ∆kq,n + ∆kq,pl originates from neutral gas

dispersion (∆kq,n) and plasma dispersion (∆kq,pl) [101]. Both depend on the pressure in

3The ratio of divergence of the harmonic and the fundamental beam is typically about 1 ∶ 5.
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the generation region and on the fraction of ionized molecules and therefore also on the

intensity of the fundamental field. In the multi-photon picture4, the rate of ionization,

W ∝ I lNIR, scales with the lth power of the laser intensity if the order of the process

is l [102]. Ionization of, e.g., argon with an ionization potential of EIP = 15.8 eV by an

800 nm laser is an 11th order process. In this case, the fraction of ionized atoms is given by

η(z) = 1−exp (−I
l
NIR(z)/Ilsat) for the on-axis contribution, where Isat is the saturation intensity

[103]. This parameter depends on EIP and is estimated to be about Isat = 5 ⋅ 1014 W/cm2 for

argon [104]. Thus, the phase mismatch due to neutral gas dispersion can be calculated by

[101]

∆kq,n = q
2π

λNIR

Pnδn (1 − η) , (1.11)

where Pn is the pressure in the generation cell normalized to ambient pressure (i.e.,

fractional pressure). The difference δn of the index of refraction n between the harmonics

and the fundamental is δn = −4 ⋅ 10−4 at ambient pressure (considering Argon and the 21st

harmonic) and scales with Pn [105]. The second term of the macroscopic phase mismatch

due to plasma dispersion is [101]

∆kq,pl =
q2 − 1

q
ηPnreλNIRNatom, (1.12)

where re = e2/4πε0mec2 is the classical electron radius and Natom denotes the atomic number

density at ambient pressure. I.e., the phase mismatches due to both, the neutral gas

dispersion and the plasma dispersion, scale linear with the pressure in the HHG cell.

The third effect, the microscopic phase mismatch, originates from the intrinsic phase the

electron accumulates during the time it spends under the influence of the laser field. The

accumulated phase mismatch reads [106]

∆kq,mic = −τq∂zUp(z) = −τq ⋅
e2Imaxλ2

NIR

8π2meε0c3
⋅ ∂z

⎡
⎢
⎢
⎢
⎢
⎣

1

1 + ( z
b
)

2

⎤
⎥
⎥
⎥
⎥
⎦

, (1.13)

neglecting a potential intensity dependence of the return time of the electron, τq. The

4Under normal HHG conditions the process takes place in the transition region to tunnel ionization.
Nevertheless, the MPI picture is chosen here for simplicity and to show the principles.



34 1.1. High-order harmonic generation

Figure 1.7: Phase mismatch ∆k

due to the Gouy phase, the intrin-

sic phase, the plasma dispersion, and

the neutral gas dispersion across the

focus (z = 0) of the driving field. ∆k

is calculated by Equation (1.8) for

(a) different intensities (q = 21) and

for (b) different harmonics (Imax =

4.5 ⋅ 1014 W/cm2). The two zero cross-

ings in (a) and (b) are attributed to

phase matching of the short (positive

z, behind the focus) and long (nega-

tive z, in front of the focus) trajecto-

ries (see Figure 1.5). (c) Gouy phase,

intrinsic phase, and their sum (q = 21,

Imax = 4.5 ⋅ 1014 W/cm2). The plots il-

lustrate: (1) By varying the laser field

intensity, the phase matching posi-

tion can be shifted. (2) Phase match-

ing occurs for all harmonics at the

same position. (3) Without plasma

dispersion and without neutral gas

dispersion, the phase matching posi-

tion would be further away from the

laser field focus.
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return time might be approximated as a linear function of q in the plateau region [87]. Thus,

τq = aq + b where the parameters a and b are chosen such that the behavior obtained in [87]

is reproduced. I.e., the time between the emission of consecutive harmonics (consecutive

return times) in argon at laser intensities above 1.5 ⋅1014 W/cm2 is about 90 as and this train

of bursts is centered at about 1.5 fs with respect to the ionization time in an 800 nm laser

field.

Figure 1.7(a) and (b) shows the total phase mismatch across the focus (Equation 1.8) for

different peak intensities Imax and different harmonic orders q, respectively. For typical
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experimental conditions and the aforementioned approximations, two points of phase

matching can be found on the optical axis: one in front of the focus and the other one

behind the focus.

In the experiment at hand, the cell is located about 10 mm behind the focus to achieve the

best harmonic output on axis. Already in 1996, Salieres et al. found that by accurately

adjusting the cell position with respect to the laser focus, it is possible to find two positions

where the harmonic conversion efficiency is maximized [107]. By neglecting the macroscopic

effects, Balcou et al. explained this observation by a balancing of the intrinsic and the

Gouy phase [106]. In this case, the maximum in front of the focus is only present off-axis

(long electron trajectories) while the maximum behind the focus is located on-axis (short

electron trajectories) [86]. The microscopic phase mismatch can compensate for the

mismatch evolving from the Gouy phase due to its intensity dependence across the focus,

which is depicted in Figure 1.7(c), where only the Gouy and the intrinsic phase and their

sum is plotted. It can be seen that when neglecting the macroscopic effects, the phase

matching position would be further away from the laser focus.

Although not treated here, a side remark might be given about the phase matching along

the laser pulse envelope: Due to the laser pulse intensity slope and the intensity dependence

of the macroscopic and microscopic phase mismatch, phase matching along the pulse

envelope is non-trivial. Experimentally the intra-pulse phase matching can be achieved

among other things by varying the chirp of the driving field [108], [109] and [110].

1.2 Attosecond pulse trains

High-order harmonic generation is fundamental to the generation of attosecond pulses.

Five years after the first high-order harmonics generated in gaseous media were reported

[73], Farkas et al. suggested HHG as a possible source of attosecond pulses provided that

the high-order harmonics are phase-locked [111]. In 2001, Paul et al. published the first

measurement demonstrating the experimental production of an attosecond pulse train

[112].

An example of an attosecond pulse structure together with the generating laser electric

field is depicted in Figure 1.8. Due to the HHG generation process, the individual XUV
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Figure 1.8: Cartoon of an attosec-

ond pulse train (blue) and a NIR

electric field (red) in the time do-

main. In high-order harmonic gen-

eration, a femtosecond NIR driving

laser pulse generates an attosecond

pulse train (XUV), such that the in-

dividual XUV bursts are synchro-

nized to the zero-crossings of the

NIR electric field.

Time

Field

bursts are synchronized to the zero-crossings of the NIR electric field and the bursts within

the APT can be as long as half an optical cycle of the driving field. In order to further

shorten the bursts, experimental measures have to be taken, which will be described in

the following paragraph.

1.2.1 Burst compression

As shown above, attosecond pulse trains can be generated by means of high-order harmonic

generation. The APT in the time domain consists of a number of bursts separated by

the half-cycle period of the driving laser, i.e., 1.33 fs for a NIR laser field with a central

wavelength of 800 nm. The spectrum of the APT is composed of a series of odd harmonics

(see Figure 1.9 (a)). Harmonics are generated from long and short electron trajectories

with opposite chirp, as depicted in Figure 1.5. The so-called atto-chirp stems from the

intrinsic phase accumulated during high-order harmonic generation and is the reason for

relatively long burst durations on the order of 1 fs of the harmonic beam. In addition, the

XUV beam is divergent due to the spatial distribution of photons generated by electrons

from the long trajectories5.

To obtain high-quality attosecond pulse trains with spectrally sharp harmonics and the

shortest possible XUV bursts, the APT must be further optimized. After the generation

process, the APT propagates through a thin aluminum foil, which filters the fundamental

5The XUV beam generated by the short trajectories is also divergent due to the divergence of the
generating NIR beam but less divergent than the XUV beam generated by the electrons from the long
trajectories.
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Figure 1.9: Scheme of temporal burst com-

pression. Higher-order harmonics are generated

by focusing a strong NIR pulse into a rare gas.

An aluminum foil cuts off the lower harmon-

ics from the spectrum. It also compresses the

XUV pulses because the dispersion of the XUV

light is such that it partially compensates the

intrinsic atto-chirp. An iris discriminates the

XUV light produced from the long trajectories.

This approach results in temporally compressed

attosecond bursts. The image is reproduced

from [113].

wavelength and the lower harmonics below the 11th order (see Figure 1.9 (b)). In addition,

the aluminum filter also compensates the intrinsic atto-chirp [114], because the dispersion

for XUV light in aluminum is such that the higher energy photons are stronger delayed

than the lower energy photons. This means that the aluminum foil acts as a compressor

for the harmonics generated by the short trajectories. Harmonics resulting from the long

trajectories are suppressed by an aperture behind the aluminum filter exploiting the fact

that they have a larger divergence. By the aforementioned procedure, the bursts are

compressed from approximately 1 fs to approximately 300 as. The duration of the overall

attosecond pulse train is about half of the full width at half maximum (FWHM) of the

femtosecond driving laser pulse (in the present case about 15 fs).

1.3 Isolated attosecond pulses

A future prospect in attosecond science is to carry out pump-probe experiments with

isolated attosecond pulses (IAPs) to investigate pure electron dynamics in atoms and

molecules. The first IAP with a pulse duration of about 650 as was generated by Hentschel

et al. in 2001 [115]. Not only does the temporal structure differ from the previously

discussed attosecond pulse trains, but also the spectrum. The temporal and spectral

structure of the light pulses are connected via a Fourier transformation. While a train

of pulses in the time domain transforms into a series of peaks in the spectral domain
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Figure 1.10: Generation of an IAP

from a few-cycle NIR pulse. The in-

tensity to ionize atoms is only large

enough once within the pulse result-

ing in the generation of a single XUV

burst. To ensure the single ioniza-

tion event the CEP has to be opti-

mized and stabilized.

NIR

IAP

Field

envelope

Point of

ionization

CEP

Time

Field

(Section 1.1.1), the Fourier transformation of a single attosecond burst yields a continuous

spectrum6.

Isolated attosecond pulses can be obtained by filtering the spectrum of an APT. Using

only the highest frequencies (cutoff region with linear spectral phase) from the generated

harmonic spectrum guarantees that the XUV light stems merely from the highest intensities

of the NIR driving laser and is therefore limited in pulse duration. In this sense it is

favorable to use very short few-cycle driving pulses. As a consequence, ionization and

recombination in the HHG process might only occur only once within the NIR laser pulse

(Figure 1.10).

In order to obtain few-cycle NIR pulses, the output from amplified Ti:Sa lasers are

spectrally broadened by self-phase modulation in hollow-core fibers, filled with an inert

gas at several hundreds of mbar [116]. An alternative approach is to use filamentation to

broaden the spectrum significantly [117]. A comparison of both methods is presented by

Gallmann et al. [118]. Both methods generate supercontinuum spectra, which support

optical or NIR pulses shorter than 5 fs. Compression of the broadened pulses is achieved

by chirped mirrors [119, 120]. The resulting pulses contain only a few optical cycles. Thus,

the carrier envelope phase (CEP) becomes relevant. The CEP is defined as the phase

offset of the electric field oscillations with respect to the pulse envelope, which is depicted

in Figure 1.10. To reproducibly generate IAPs from few-cycle pulses, the CEP must be

both stabilized and controlled [66].

6These broad and continuous spectra, makes these pulses especially well suited for attosecond transient
absorption experiments.
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The highest energy photons are produced by the most intense part of the driving field.

Thus, using a few-cycle pulse with a suitable CE phase, the cutoff part of the harmonic

spectrum should be emitted only once per NIR pulse and should deliver a continuous

spectrum. A single attosecond pulse can then be obtained by spectrally filtering the XUV

light such that only the cutoff photons are contained in the XUV burst. Baltuska et al.

used this approach and showed that the XUV spectrum can be changed from a spectrum

of distinct harmonics to a continuum spectrum by varying the CEP [121]. By spectrally

filtering the XUV spectrum and using only 1.5 cycle 720 nm pulses, Goulielmakis et al.

generated 80 as pulses in 2008 [122].

If the duration of a CEP stabilized pulse exceeds the number of field cycles sufficient to

produce IAPs, several gating techniques can be utilized to ensure a single XUV burst

per NIR pulse [123]. In the process of high-order harmonic generation ionization and

recollision plays an important role (Chapter 1.1). Therefore, the employed gating techniques

manipulate either the ionization process [124] or the recollision process [125].

Ionization gating exploits the phase-matching conditions during high-order harmonic

generation [126]. The generation medium is completely ionized before the pulse maximum

and as a consequence the plasma dispersion cannot be compensated by the neutral gas

dispersion in the trailing edge of the pulse. Therefore, efficient high-order harmonic

generation only occurs in the leading edge of the driving pulse and the generation of

isolated attosecond pulses is possible if the intensity increase in the leading edge is steep

enough. The CEP in this case is a parameter to vary the energy maximum of the XUV

spectrum.

Polarization gating alters the electron recollision probability in the process of high-order

harmonic generation. Using elliptically polarized laser pulses Budil et al. observed a

suppression of high-order harmonic generation already in 1993 [127]. Sansone et al.

exploited the effect and used the polarization gating technique to generate IAPs of 130 as

duration [128]. The driving laser pulse is devided in two collinear propagating circular

polarized pulses separated by a few femtoseconds. A time-varying polarization of the

combined field is such that the electrons can only recombine to generate XUV radiation at

the maximum of the field, where the field polarization is linear. Thus, efficient harmonic

generation can only occur in a very short time window around the center of the driving

pulse.
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Figure 1.11: Field synthesis in the

process of optical gating. A near-

infrared field (NIR) is collinearly

overlapped with its second harmonic

(SH). The synthesized field (sum)

shows an enhanced field maximum

and suppressed secondary minima.

Thus, only one XUV burst can be

generated per field cycle in high-

order harmonic generation.

Time

Field NIR field

SH field

sum field

Optical gating suppresses harmonic generation except for the highest intensity field cycle

of the driving laser pulse by tailoring the light electric field as depicted in Figure 1.11.

A superposition of the fundamental field with its second harmonic and control of their

relative phase can produce an electric field that is only intense enough to produce sufficient

harmonic radiation once within the pulse even if the pulse does not contain only a single

optical cycle.

The world record in generating the shortest attosecond pulses was achieved in 2012 by

Zhao et al. [129]. The authors used polarization gating together with optical gating, a

technique called double optical gating (DOG) [130, 131]. DOG allows to create a very

narrow time window for harmonic generation even with slightly longer pulses than needed

for polarization gating only. In this scheme, in addition to a time-dependent polarization

gate, a weak second harmonic field co-propagates with the harmonic driving laser. Thus,

the electric field symmetry of the NIR pulse is broken [85], as depicted in Figure 1.11 for

linear polarized fields. Therefore, the delay between the two opposite circularly polarized

pulses in the polarization gating scheme is less sensitive, which makes the technique

experimentally easier to handle. In addition, the delay can be reduced in the DOG scheme,

allowing for slightly higher intensities and therefore higher XUV photon output.

Besides temporal gating techniques also spatial gating might be feasible to generate isolated

attosecond pulses [132]. In 2012, Vincenti and Quéré proposed to exploit the attosecond

lighthouse effect to accomplish IAP production [133]. The experimental demonstration

followed one year later [134]. A wavefront tilt with respect to the pulse front of the

high-order harmonic driving field translates to a spatial chirp in the focus resulting in a

wavefront rotation in time. As a result, harmonic radiation generated in consecutive optical
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cycles will exhibit slightly different axes of propagation. Thus, employing an orifice to

discriminate all but one path allows to select an isolated attosecond pulse from high-order

harmonic radiation generated by few-cycle pulses in the first place.

In the MBI laboratories it was recently possible to generate IAPs and to carry out IAP

pump-NIR probe studies on multi-electron systems [135]. The laser system is the one

described in Chapter 2. The 1 kHz output with 3 mJ, 20 fs pulses is utilized. The CEP

of the oscillator and the amplifier is stabilized to a standard deviation of 200 mrad over

a time period of over an hour. In order to achieve a stable laser operation necessary for

the generation of IAPs, several issues of the laser systems are addressed: The Mazzler,

compensating the gain narrowing, is shut off as the device prohibits CEP stabilization for

an unknown reason. In addition, to minimize thermal instabilities the compressor gratings

are actively water cooled and the cooling system for the pump lasers is changed for a

water/water thermal exchanger. The output beam of the laser system is then focused to

an intensity of about 5 ⋅ 1014 W/cm2 into a 1 m long hollow core fiber with an inner diameter

of about 300µm, filled with neon at a pressure of 2 bar. The beam pointing of the laser is

actively stabilized to achieve a stable coupling efficiency. After the fiber, the pulse energy is

1.5 mJ with a self-phase modulated spectrum supporting theoretical pulse durations below

3 fs. The beam is subsequently compressed with a chirped mirror compressor consisting

of 10 mirrors supporting a phase compensation of 40 fs2 each. Experimentally, a pulse

duration of 5 fs was demonstrated. Applying polarization gating, high-order harmonics

are generated in argon and spectrally filtered with aluminum foil. With pulse durations

between 6 fs and 7 fs, IAPs of about 200 as can be generated.

1.4 Characterization of attosecond XUV light pulses

In the present work, femtosecond NIR pulses and XUV attosecond pulse trains were

employed to investigate electron and nuclear dynamics in molecules. In order to present

reasonable interpretations of the molecular pump-probe experiments, the utilized pulses

must be characterized. Unfortunately, it is not possible to transfer the pulse duration

measurements available for UV or NIR frequencies into the XUV range due to a lack of

suitable optics. Mirrors for the XUV spectral region exhibit only small reflectivity and
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non-linear crystals are not available, because XUV light is easily absorbed by matter.

In this section, different approaches to measure the pulse duration of short XUV pulses

will be presented. In the first part, a two-color femtosecond NIR-APT XUV scheme is

explained, which can be used to reconstruct the temporal structure of the bursts within

the APT. The second part gives a brief introduction to the characterization of isolated

attosecond pulses.

1.4.1 Reconstruction of attosecond beating by interference of

two-photon transitions (RABITT)

Attosecond pulse trains (APTs) can be generated by means of high-order harmonic

generation. The electric field of the generated XUV light as a function of time E(t) can

be expressed as a sum of harmonic waves

E (t) = ∑
q

aq cos (qwNIRt + φq), (1.14)

where q is an odd integer and ωNIR is the angular frequency of the fundamental field and

therefore qωNIR is the angular frequency of the qth harmonic. The amplitudes aq of the

individual frequencies and their respective phases φq have to be determined to characterize

the harmonic field.

In order to determine the harmonic amplitudes aq, a flat-field XUV spectrometer [136] can

be applied. Alternatively, the harmonic amplitudes can also be determined by measuring

the photo-electron spectrum (PES) of a rare gas ionized by the harmonic radiation taking

into account the photo-ionization cross section in the XUV spectral region of interest.

The harmonic phases φq are then the missing parameters to determine the temporal

structure of the harmonic radiation by Equation 1.14. Provided that the APT under

investigation is uncompressed, the spectral phase of the harmonics is expected to be

quadratic [87].

In 2001 Paul et al. proved for the first time that an APT was generated experimentally

[112]. A technique known today as reconstruction of attosecond beating by interference of

two-photon transitions (RABITT) [139] was utilized: The energy-resolved photo-electron
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(a) (b)

Figure 1.12: Scheme of a RABITT experiment. (a) RABITT experimental setup. The incoming beam

is split into a pump beam responsible for generating harmonics and a probe beam. The pump beam is

focused into a gas cell and spectrally filtered by a thin aluminum foil. The probe beam passes a delay stage

and is recombined with the harmonics on a cored mirror. Both beams are focused into the interaction

region of an electron spectrometer. Figure taken from [137]. (b) Energies of electrons generated in the

RABITT process. Electrons can be generated by single-photon absorption of a harmonic photon with

energy Eq = h̵ωlaser, where q is the odd harmonic number and ωlaser is the driving laser angular frequency,

or the electrons absorb or emit an additional NIR laser photon leading to sidebands in the PES. The

sideband intensities oscillate as a function of pump-probe delay, where the oscillations originate from an

interference between electrons from two different pathways (Eq +ENIR and Eq+2 −ENIR). Figure taken

from [112].

spectrum of a rare gas ionized by an APT in the presence of a NIR field was measured

as a function of XUV-NIR time delay (Figure 1.12 (a)). The APT pump and the NIR

probe fields must be phase-locked. To this end, a NIR laser pulse is split into two separate

pulses by a beam splitter. One part of the pulse generates the APT while the other (NIR

probe pulse) is collinearly overlapped with the APT downstream. The APT is swept

temporally over the NIR probe pulse, sampling its electric field. In this quasi pump-probe

measurement, photo-electron spectra change as the instantaneous NIR electric field changes

due to the modulated probability to induce continuum transitions. In addition to the

photo-electron energies stemming from ionization by odd harmonics, sidebands occur at

electron energies corresponding to even harmonics (Figure 1.12 (b)). These electrons are

formed by absorption or emission of one NIR photon in addition to the absorption of an
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Figure 1.13: RABITT measurement and burst reconstruction. The high-order harmonics were generated

in xenon. (a) RABITT data recorded with a velocity map imaging spectrometer (VMIS, see Chapter 2)

The signal stems from electrons created by ionization of argon. (b) Intensity distribution of the harmonics

obtained from (a) by integrating along the time axis and correcting for the total photo-ionization cross

section [138]. The phases were obtained by fitting the oscillations of the sidebands to a sine function and

setting the phase of the 11th harmonic arbitrarily to zero. (c) Reconstructed average burst and Fourier

limit. The FWHM of the burst is τ 1
2
= 291 as.

XUV photon. Therefore, each sideband exhibits contributions from two different two-color

pathways involving adjacent harmonics. The two pathways interfere leading to oscillations

of the sideband signal as a function of the APT-NIR delay at twice the NIR field frequency.

Neglecting a small atomic phase contribution allows to write the sideband signal Sq+1(t)
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as a function of the relative pulse delay t as

Sq+1(t) = S0 ⋅ cos (2ωNIRt +∆φq∣q+2) , (1.15)

where S0 is the maximum signal of the sideband and ∆φq∣q+2 is the phase difference of

the two contributing harmonics [112, 137]. Thus, the sideband oscillations directly reveal

the relative magnitude of the harmonic phases φq. Therefore, it is possible to reconstruct

the temporal structure of the APT by applying Equation (1.15) and using the result in

conjunction with Equation (1.14).

Figure 1.13 (a) shows a typical RABITT measurement carried out in the attosecond

laboratory at the MBI. Xenon was used for the process of high-order harmonic generation,

while argon was used as the target gas in the electron spectrometer. The oscillatory period

is 1.3 fs, which is half the period of the 800 nm fundamental laser. The calibration of the

energy axis is straightforward, due to the knowledge of the ionization potential of the

target gas (EIP,Ar = 15.8 eV) and the energetic separation of signals generated by adjacent

harmonics, which is ∆E = 2h̵ωNIR.

Phases and relative intensities shown in Figure 1.13 (b) are deduced from the measurement

plotted in Figure 1.13 (a). Using these data as the input of Equation (1.14), the average

temporal shape of the bursts in the attosecond pulse train is obtained and depicted in

Figure 1.13 (c). This fairly simple technique is used in attosecond laboratories around the

world as a fast and robust check of the quality of APTs.

The RABITT technique only allows to determine the average shape of the individual

pulses in the APT. Non-averaged information could be obtained by a technique, developed

by Kim et al. in 2010 [140]. The principle is similar to RABITT, but instead of measuring

the RABITT signal over a short delay time (6 − 10 fs), the scan runs over the complete

NIR pulse (20 − 40 fs). This information is used as the input for the method of complete

reconstruction of attosecond bursts (CRAB). Kim et al. were able to obtain information

about the individual bursts in an attosecond pulse train. Nevertheless, for the experiments

presented in the present thesis, it is sufficient to know the average temporal structure of

the individual pulses within the attosecond pulse train by characterizing them with the

RABITT technique.
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1.4.2 Streaking

As discussed above, optical gating techniques lead to isolated attosecond pulses. As

RABITT can only be used to determine the pulse duration of the bursts within an APT,

the question arises how to determine the exact pulse duration of IAPs. Therefore, new

techniques have been developed to characterize isolated attosecond XUV pulses. A mature

method is attosecond streaking, briefly introduced here.

Attosecond streaking was proposed in 2002 by Itatani et al. as a way to measure isolated

attosecond pulses [141]. Here, the IAP co-propagates with a few-cycle NIR pulse, which

is often the pulse that generated the XUV pulse. Both beams are focused into a rare

gas and can be mutually time delayed. The XUV pulse ionizes the gas and the resulting

photo-electrons show a spectral structure that corresponds to the spectral structure of

the XUV pulse but with kinetic energies shifted by the ionization potential of the gaseous

medium. The photo-electron spectrum (PES) is recorded as a function of the XUV-NIR

delay. Depending on this delay, the photo-electrons undergo a momentum shift due to the

vector potential Aω = −∫ Eωdt arising from the NIR electric field Eω. As a consequence,

the center of energy of the PES bands is shifted and the kinetic energy distribution width

is altered. This effect is called streaking. If the XUV burst is chirped, the PES can

experience an additional broadening due to Aω. The strength of this additional broadening

varies with the sign of Aω and therefore with the XUV-NIR time delay [66]. Comparing

the streaked and the non-streaked PES renders possible to retrieve the IAP duration [115].

A streaking measurement where the electric fields can be arbitrarily complex is frequency-

resolved optical gating for complete reconstruction of attosecond bursts (FROG-CRAB)

[142]. The measurement is basically the same as for the attosecond streak camera method

but the dressing pulse does not have to be the HHG driving pulse. The dressing pulse

is used as a temporal phase gate to record the PES. Applying the so-called principal

component generalized projects algorithm (PCGPA) [143] to the measured trace, yields

information on the spectral width of the XUV pulse, its chirp and the electric field of the

dressing laser. In 2006, Sansone et al. used FROG-CRAB to reconstruct a 130 as XUV

pulse generated by polarization gating of a 5 fs driving pulse [128].
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Chapter 2

The attosecond experimental setup

A growing number of laboratories around the world utilize attosecond and XUV technology

to investigate atomic and molecular processes [64, 144, 145]. All these experimental

setups are sophisticated and highly developed in terms of light pulse parameters (duration,

energy), stability, reliability and automation [146]. Time-resolved measurements with

attosecond precision require outstanding stability of all mechanical and optical elements.

In the experiment described here, laser pulses have to propagate about 10 m from the laser

amplifier to the experimental interaction region. It is necessary to record and evaluate the

pointing and power stability of the laser beam and to account for it in the data analysis.

The most important issue for the quality of attosecond experiments is the determination

and stabilization of the temporal delay between the two laser pulses in the pump-probe

measurements. In the experimental section below, both the laser and the delay stability

will be discussed in greater detail. First, a short introduction of the setup will be presented,

starting with an outline of the laser amplifier and the optical paths through the experiment,

followed by a description of the vacuum chambers and the spectrometers.

2.1 The laser system

The attosecond beamline utilizes a newly developed Ti:Sa laser system (Amplitude

Technology), based on chirped pulse amplification (CPA). The Amplification stages are
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pumped by four Nd:YLF pump lasers, delivering a combined power of about 230 W. A

schematic of the laser system is given in Figure 2.1. The subsequent description follows

the red arrows, which denote the path of the seed beam through the amplifier.

The seed beam is generated by a Rainbow™ oscillator (Femtolasers), operating at

76 MHz. It exhibits a spectral width from the visible to the near-infrared (NIR) region of

300 nm leading to pulse durations of less than 7 fs in terms of full width at half maximum

(FWHM). To amplify these short pulses, they are temporally stretched in a grating stretcher

and pre-amplified in a regenerative amplifier operated at a repetition rate of 10 kHz. The

beam is boosted to about 4.4 W in a multipass amplification stage downstream before the

pulse is split into two individual beams. Up to this point, the system is pumped by about

30 % of the output of an Etna™ pump laser (Thales). The remaining 70 % of the Etna™
laser are used to pump the last amplification stage in the 10 kHz arm before the beam is

compressed. The specified output power of this arm is 20 W.

The second arm of the laser operates at 1 kHz and is pumped by three Evolution™ pump

lasers (Coherent). After the common booster stage, a Pockels cell couples out a small

portion of about 50 mW of the pre-amplified beam into the 1 kHz booster stage, where it

is amplified to 9 W. A last amplification stage, equipped with a cryogenically cooled laser

crystal, increases the laser beam power to 27 W prior to recompression. The resulting

output power is 20 W due to losses on the gratings of the compressor.

To achieve the specified final pulse duration of ≤ 20 fs (FWHM) at 20 W of output power1,

the pulse shaping capabilities of two acousto-optic modulators (AOMs) [147, 148] are

exploited. To attain an optimal amplified pulse spectrum in the regenerative amplifier,

a first feedback loop controls an acousto-optic programmable gain control filter [149]

(Mazzler™, Fastlite) for amplitude shaping to minimize the effect of gain narrowing of

the spectrum. A second feedback loop optimizes the spectral phase of the output beam

by means of an acousto-optic programmable dispersive filter (AOPDF) [150] (Dazzler™,

Fastlite), which modifies the spectral phase of the seed beam prior to amplification.

The AOM settings are monitored by a technique called spectral phase interferometry for

direct electric field reconstruction (SPIDER) [151] to ensure shortest pulse durations.

1The work was conducted, when the laser system was still in the development stage. Therefore, a pulse
duration of about 30 fs at an output power of about 15 W was provided for the experiments described in
this thesis.
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Figure 2.1: Overview of the laser system. The setup generates two beams with an average power of

20 W each. The beams operate at repetition rates of 10 kHz and 1 kHz, respectively. The system consists

of a fs-oscillator, a stretcher stage, a regenerative amplifier, two booster stages and two separate cryogenic

cooled amplification and compressor stages. The amplifier is pumped by four pump lasers with a combined

power of about 230 W. (Detailed power specifications for the pump lasers are (green) 1: 12.7 W, 2: 16 W,

3: 100 W, 4: 15 W, 5, 6 and 7: 30 W each. Power specifications for the amplified beams are (red) 1:

0.18 W (seed), 2: unknown, 3: unknown, 4: 4.4 W, 5: 3.3 W, 6: 26 W, 7: 20 W, 8: 0.05 W, 9: 3 W, 10:

27 W, 11: 20 W)

In the experiments described in this thesis, 20 % of the power of the 1 kHz arm are

used, i.e., a pulse energy of about 3 − 4 mJ. This is sufficient to pump the high-order

harmonic generation process and, in addition, to have a second beam with intensities up

to 1014 W/cm2 for pump-probe experiments.
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2.2 The beamline

The experimental setup for HHG and the spectrometers were built at the AMOLF institute

in Amsterdam. Later, the machine was moved to the MBI laboratories in Berlin. The

basic setup was presented in several publications [50, 152]. A schematic overview of the

experiment is shown in Figure 2.2.

The beam diameter of the amplified laser beam is reduced by 1/3 (to about 18 mm) by

means of a mirror telescope, prior to entering a Mach-Zehnder type interferometer. A

beam splitter (BS), located on a micrometer delay stage (step size ∆τ = 6.67 fs), splits the

incoming laser beam into two arms. 60 % of the laser pulse are reflected from the beam

splitter to form the high-order harmonic generation arm of the interferometer.

The beam is steered into the HHG vacuum chamber via a focusing mirror (FM1) with

a focal length of 500 mm. The intensity is sufficient to generate high-order harmonics

(Section 1.1) in a small gas cell that is filled with a rare gas. Generated XUV light is

separated from the remaining NIR light and low-order harmonics (<H11) by a thin (300 nm)

aluminum filter. The foil also compresses the generated attosecond XUV bursts, because

the dispersion of harmonics in aluminum is such that it compensates for the intrinsic

atto-chirp (Section 1.1). The result is an attosecond pulse train (APT) that lasts for

about 20 fs. The duration of the individual bursts within the APT is about 300 as to

450 as FWHM, depending on the high-order harmonic generation gas. The burst duration

was measured by the RABITT technique (Section 1.4.1). After the filter, the APT has

to pass a 1.5 mm aperture, which is the center hole of the so-called recombination mirror

(RCM). The aperture also removes XUV photons resulting from long trajectories in the

HHG process, because their divergence is larger than the divergence of the XUV stemming

from the short trajectories.

The second arm of the interferometer carries 40 % of the incoming beam, which is trans-

mitted through the initial beam splitter. This beam is reflected into the recombination

chamber (RC) via a focusing mirror (FM2) (f = 500 mm) to match the divergence of the

beam in the HHG arm. This focusing mirror is mounted on a piezo-driven delay stage (PS).

The piezo stage controls the path length difference of the two interferometer arms with

nanometer precision and therefore the delay of the two pulses with attosecond accuracy.
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Figure 2.2: Experimental scheme. The laser beam from the commercial Ti:Sa system is split into two

parts by a beam splitter (BS) to form a Mach-Zehnder type interferometer. The reflected, more intense

portion of the beam is focused (FM1) into a gas cell (located inside the HHG vacuum chamber) containing

a rare gas to generate high-order harmonics. The weaker part is focused (FM2) into the recombination

chamber (RC) to match the divergence of the first beam and propagates towards the front surface of the

recombination mirror (RCM). This mirror possesses a center hole through which the XUV beam generated

via HHG is transmitted from the backside. Both beams now propagate collinearly and are focused into

the interaction region of a velocity map imaging spectrometer (VMIS) by a toroidal mirror. The VMIS is

capable of measuring ions or electrons angle- and energy-resolved (b). The high-order harmonic spectrum

can be monitored in real time by an XUV spectrometer downstream (a). The relative delay of the XUV

and NIR beams used in the pump-probe experiments can be controlled with attosecond precision by

means of a piezo-driven delay stage (PS).

Inside the recombination chamber, the NIR beam is reflected off the surface of the RCM to

collinearly recombine it with the XUV beam. Both beams are focused into the interaction

region of the spectrometer by a toroidal mirror, located at the exit of the recombination

chamber.

A grazing incidence toroidal mirror [153, 154] is used as focusing element, because no

mirror materials or dielectric coatings reflect the broad XUV spectrum efficiently under

normal incidence. Toroidally shaped mirrors do not create the strong astigmatism that

would occur upon using spherically shaped surfaces in a grazing incidence geometry. The

two different radii, a small radius of curvature r in the sagittal plane and a large radius
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of curvature R in the meridional plane, allow to compensate for the astigmatism. The

experimental setup works in 1 ∶ 1 imaging mode (2f -2f geometry). The distance of the

toroidal mirror from the HHG focus is about 800 mm, as is the distance from the toroidal

mirror to the experiment, i.e., the focal length of the toroidal has to be f = 400 mm. Due

to experimental constraints (e.g., the spot size on the surface of the toroidal mirror), the

incidence angle of the beams on the toroidal is fixed to θ = 15 ○. It follows by the toroidal

formula,

2

R cosα
=

1

f
=

2 cosα

r
, (2.1)

that the two radii of the toroidal are R = 3090 mm and r = 206.84 mm, taking into

account that α = 90 ○ − θ. The spatial quality of the focused beam is very sensitive to any

misalignment of the toroidal mirror with respect to the incoming laser beam. Therefore,

accurate daily alignment is ensured by utilizing two irises. The first is installed right in

front of the HHG chamber and the second is the hole in the recombination mirror itself. If

the direction of the incoming beam is fixed and reproducibly adjusted on a daily basis, only

the requirement for a precise alignment of the toroidal coordinates remains. The proper

alignment of the toroidal is made feasible by mounting it on a five axes adjustable stage.

These axes are adjusted such that the astigmatism of the focused beam is minimized.

After the toroidal mirror, the accurately focused NIR and XUV beams irradiate the

molecules under investigation in the interaction region of a velocity map imaging spec-

trometer (VMIS) [155]. Photo-electrons or photo-ions created in the active region of the

spectrometer are electrostatically accelerated and focused by means of an electrostatic lens

system onto a two-dimensional detector consisting of microchannel plates and a phosphor

screen. Depending on the ratio between the repeller plate voltage (acceleration) and the

extractor voltage (focusing), the spatial coordinates of charged particles along the laser

propagation axis (spatial imaging) or the momentum distribution of charged particles in

the laser focus (velocity map imaging) are mapped onto the two dimensional detector

plane (see Figure 2.3). The VMIS assembly used in the attosecond laboratory at the MBI

makes use of a special design [156]. The molecular beam is directly injected through a

small capillary (diameter ≈ 50µm), incorporated into the repeller plate of the VMIS. This

allows for up to three orders of magnitude higher gas densities in the experiment compared

to setups where a molecular beam is injected into the interaction region of the VMIS
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Figure 2.3: Velocity map imaging spec-

trometer (VMIS) with the gas injec-

tion system integrated in the repeller

plate. A laser beam (red) ionizes atoms

or molecules (blue) close to the nozzle,

which results in charged particles acceler-

ated towards the MCP/ phosphor screen

detector. In VMI mode, particles origi-

nating from a finite interaction region but

with equal initial momentum are focused

by the extractor and ground electrodes to

the same position on the detector plane.

The black trajectories stem from particles

ionized at two different positions along

the laser focus with equal absolute veloc-

ity but opposite direction.

through a skimmer. The signal-to-noise ratio in the experiments is higher accordingly [89].

The spatial imaging mode of the VMIS is used during alignment, but the spectrometer

is operated in velocity map imaging mode for data acquisition. In VMI mode, a gating

voltage is applied to the front of a microchannel plate of the detector to make sure that

only one species (i.e., a specific mass/charge ratio) is seen by the detector assembly. The

three dimensional momentum distribution projected onto the two dimensional detector is

reconstructed from the recorded images by means of an iterative Abel inversion [157]. The

reconstruction yields angular- and energy-resolved information about the products formed

upon photo-ionization of atoms and molecules.

Behind the VMIS chamber, a flat-field XUV spectrometer is installed [136]. After inter-

acting with the molecules in the VMIS, the XUV photons are dispersively reflected and

focused by a grating with variable line spacing (Hitachi, 600 Grooves/mm, radius of curvature

5.649 m) onto another MCP-phosphor screen stack. The resulting spectrum is recorded

with a camera. This gives the ability to monitor the high-order harmonics spectrum during

the measurement and, therefore, to track the conditions of the HHG process in real time.
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2.3 Attosecond stability

The setup described above is used to measure electron dynamics in molecules on an

attosecond timescale. The pump-probe geometry must therefore attain a stability that

results in a temporal jitter between the beams with a root mean square (RMS) value of

less than 100 as to fully exploit the time resolution given by the duration of the attosecond

bursts. Unfortunately, there are several sources of instability.

Mechanical vibrations introduced by vacuum pumps, power supplies and chiller units in

the lab have to be minimized. Therefore, the optics inside the vacuum chambers are

mounted on vibrationally decoupled breadboards. The breadboards are directly attached

to the optical table without contact to the walls of the chambers. This construction has

the disadvantage that the optical height is higher than desirable. To still guarantee a

satisfactory mechanical rigidity, the optic holders are not directly mounted on the optical

table but on an elevated second breadboard on top of the optical table.

Instabilities can also be caused by airflow which can disturb the laser beam, e.g., by

changing the refractive index of air due to density fluctuations. This leads to differences

of the optical path length in the two arms of the interferometer.

In addition, the laser itself shows fluctuations in the output power, depicted in Figure 2.4

(a), in beam pointing and pulse duration. Occasionally, these fluctuations can become

large and exhibit distinct frequencies, which can be seen as modulations of various laser

parameters resulting in signal artifacts. If the pointing stability is poor, the spatial

overlap of the pump and the probe beam and the overlap with the molecular beam in

the interaction region of the VMIS is not guaranteed. Assuming a path length in the

interferometer of about 2 m and a pointing stability of 10µrad, the spatial drift of the

beams with respect to each other would be on the order of 20µm. Taken into account

that the focal spot size is only about 100µm, it becomes apparent that a drift of the beam

would lead to unwanted signal variations. Another source of signal fluctuations can be a

breathing of the laser spot size, as shown in Figure 2.4 (c). These spot size fluctuations

can be as large as 20 %, i.e., 20µm. The instabilities are probably caused by the pump

lasers and directly affect the high-order harmonic signal.

Several active and passive control mechanisms were implemented to handle all the afore-
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Figure 2.4: Stability of the laser amplifier output. (a) Power measurement after the compressor and (b)

its Fast Fourier Transform (FFT). (c) Measurement of the deviation of the spot size from its mean value

and (d) its FFT. The measurement was carried out 3 m from the amplifier output. The beam was focused

with f = 800 mm. The Fourier analysis reveals a clear modulation with a period of 2.1 min (7.9 mHz) in

both signals.

mentioned issues. First of all, the relative optical path lengths in the interferometer were

actively stabilized. A second narrow band laser, called stabilization laser, propagates

parallel to the main laser in the interferometer. Before the stabilization laser beams can

reach the toroidal mirror, they are coupled out of the recombination chamber by a pick-up

mirror. The separate beams of the secondary laser are non-collinearly overlapped in the

horizontal direction. This leads to an interference pattern consisting of equally spaced

stripes that can be recorded by a camera. Applying a Fast Fourier Transformation (FFT),

information on the relative change of the optical path length of the two interferometer

arms is obtained. The information is sent back to the piezo-driven delay stage, located

in the NIR-only arm of the interferometer, which adjusts its position accordingly. If the

mechanical stability of the floor of the laser lab is good enough and if the PID parameters
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(see, e.g., [158] and references therein) controlling the piezo stage are chosen correctly, the

temporal jitter of the two arms in the interferometer can be as small as 10 as RMS. On

the other hand, a frequency drift of the stabilization laser can not be taken into account

by the stabilization software, which may result in a faulty stabilization. In a pump-probe

experiment, the APT is delayed with attosecond precision with respect to the NIR pulse,

leading to an observable that depends on the exact delay of the APT with respect to the

NIR electric field. The investigated observable could show, e.g., a high yield when the

bursts of the APT are synchronized with the extrema of the electric field of the NIR and

a low yield when the bursts are synchronized with the zero-crossings. If the stabilization

laser frequency drifted during the measurement, the software would stabilize the optical

path length difference on incorrect values. This would lead to a signal oscillation that is

longer or shorter than the actual period of the NIR electric field, depending on the time

direction of the scan.

The aforementioned issues are serious if the stabilization laser is a non-frequency stabilized

helium-neon (HeNe) laser, as it was the case in the past. HeNe lasers can show significant

frequency drifts due to thermal effects (cooling or heating of the cavity), leading to a

change of the longitudinal mode spectrum. Another source of frequency instability can

arise from the fact that non-frequency stabilized HeNe lasers always support at least

three longitudinal modes. This is due to their gain profile, which can lead to mode

jumps during operation. To overcome problems resulting from frequency instabilities of

the stabilization laser, a temperature stabilized distributed feedback (DFB) diode laser

system was incorporated into the setup. DFB lasers provide a very narrow line width

of about 10 MHz and only a single longitudinal mode is supported in the short cavity.

Therefore, mode jumps are excluded. Both lasers were tested and compared in a Michelson

interferometer. To minimize mechanical influences during the stability measurement, the

footprint of the interferometer was designed to be as small as possible. In addition, the

interferometer was boxed to avoid disturbances stemming from air fluctuations. To get a

good comparison of the HeNe and DFB frequency stability, a flip-mirror was installed,

which allowed to change between the different lasers without influencing any other optical

element. Therefore, consecutive scans with the two lasers could be carried out in quick

succession. The individual beams in the interferometer generated an interference pattern

on a camera. The pattern was analyzed by the stabilization program, assuming the central
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Figure 2.5: Comparison of the worst case stability of (a) the HeNe laser vs. (b) the DFB laser for

2 min. Both lasers are not frequency stabilized. The measurement was carried out in a boxed Michelson

interferometer with a small footprint, so that the main delay drift can be attributed to a frequency drift

of the lasers itself.

wavelength to be stable. The software calculated an optical path length difference of

the interferometer arms when the interference pattern sweeps over the camera sensor.

Measurements showed that the HeNe drifts are on the order of 100 as/min, while the drifts

of the DFB were less than 40 as/min. In addition, the DFB wavelength of 761 nm is much

closer to the central wavelength of the measurement laser (800 nm) than that of the HeNe

(632.8 nm). Hence, the DFB beam is better reflected from the dielectric mirrors in the

setup. This leads to an improved contrast of the linear interference fringes produced by

the DFB on the camera and, therefore, to a higher quality of the stability measurement

compared to the HeNe measurements. The contrast could be further improved due to the

power tuning ability of DFB lasers.

The phase φ that is recorded and stabilized by the software depends on the offset ∆x

of the path length difference of the two interferometer arms and the wavelength λ of

the stabilization laser such that φ = (δx+∆x)/λ ⋅ 2π, where δx is the path difference that

corresponds to the attosecond delay during pump-probe measurements. Thus, the phase

difference ∆φ caused by a drift of the stabilization laser wavelength from λ1 to λ2 is given

by

∆φ = (δx +∆x) ⋅
∆λ

λ1λ2

⋅ 2π, (2.2)

where ∆λ = ∣λ1 − λ2∣. From Equation 2.2 it can be seen that the phase is most insensitive to
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wavelength drifts of the stabilization laser when the offset ∆x of the path length difference

of the two interferometer arms is small or even zero. As a consequence, the path length

difference between the two arms of the interferometer was kept as small as possible. Due

to technical limitations the best that could be achieved was ∆x ≈ 1.5 cm.

One might be interested in the stability in terms of a wavelength drift during the time period

of a typical pump-probe measurement presented in the current work. Such a measurement

takes about 12 min and the interferometer path difference for the stabilization laser is

about 1.5 cm, as mentioned before. Taking into account the speed of light of 3 ⋅ 108 m/s, it

follows that the virtual change of the optical path length within 12 min is about 144 nm

and 360 nm for the DFB and HeNe, respectively. The DFB wavelength fits 19711 times

and the HeNe wavelength 23704 times into the given path difference of 1.5 cm. Thus, the

central wavelength of the DFB and HeNe might drift up to 7 pm and 15 pm within 12 min,

respectively. Therefore, the DFB laser is a significant improvement over the HeNe laser.

Additionally, the DFB laser is easy to operate, very robust and small, while being still

inexpensive compared to frequency stabilized HeNe lasers. Nevertheless, it is still desirable

to use a system with about one order of magnitude better wavelength stability (50 fm/min)

to achieve measurements with small time drifts of only a few tens of attoseconds.

In conclusion, it is apparent that both stabilization lasers drift, but the DFB is about twice

as stable as the HeNe. If a slight frequency discrepancy is detected in the pump-probe

experiments, it can most likely be attributed to the wavelength drift of the stabilization

laser. The setup could be further improved by decreasing the offset ∆x of the path length

difference between the two arms of the interferometer. Another option is to implement a

measurement of the absolute frequency of the stabilization laser, e.g., with a Fabry-Perot

interferometer. The recorded wavelength can be sent back to the stabilization software

which uses this information in the stabilization process, avoiding wrong positions of the

piezo delay stage due to instabilities of the stabilization laser.

Besides the optical path length changes that are stabilized actively, there are also other

instabilities that can lead to incorrect measurements of the time signal in an attosecond

pump-probe experiment. As seen in Figure 2.4, the laser output is not perfectly stable.

This is, in principle, no problem, unless the laser output shows a stable oscillation instead

of a random fluctuation. It could happen that the signal oscillation caused by the laser

output shows up in the measurement or is even the dominant contribution. This is a
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situation encountered during the current work. For example, the time it takes to record one

measurement point is 15 s. If nine points per period of an oscillatory signal are recorded, a

full cycle of the signal is recorded withing 2.3 min. This is indistinguishable from the period

of the 2.1 min oscillation shown in Figure 2.4 caused by the laser. There is always a danger

that the oscillatory behavior of an observed signal actually originates from measurement

artifacts. In order to avoid this, the measurement program was reprogrammed such that it

is synchronized with the XUV spectrometer and a power meter that measures the relative

output power of the laser system directly after the compressor. The experimentalist is

thereby able to record the fluctuations in both the NIR power and the number of XUV

photons. In the analysis later on, one can easily see whether the measured oscillations stem

from changes in the photon flux or whether they can be assigned to an actual two-color

pump-probe signal.

It is clear that a lot of effort is required to reliably measure attosecond time-resolved

dynamics in molecules. Under consideration of the aforementioned stability concerns, it is

possible to observe dynamics in smaller molecules on the timescale of electronic motion.
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Chapter 3

Charge oscillations in neutral

molecules - the attosecond Stark

effect

The following chapter is based on the publication “Probing Time-Dependent Molecular

Dipoles on the Attosecond Time Scale” by Neidel et al. [159].

3.1 Introduction

The emergence of new attosecond laser techniques permits addressing fundamental ques-

tions regarding the interaction between light and matter by providing access to electronic

properties in real time [66]. One way to observe electron dynamics on these extremely

short timescales in molecules, is to use an interferometric method described in Chapter

2. An attosecond pulse train (APT) is collinearly overlapped with a near-infrared (NIR)

pulse. Due to the nature of APT generation, the pulse train is phase locked to the NIR

electric field. This enables the experimentalist to observe dynamics on a sub-NIR field

cycle timescale, an advantage not accessible with conventional femtosecond pump-probe

spectroscopy. The technique was previously employed to probe attosecond single electron

dynamics in cations [47, 48]. Kelkensberg et al. reported an APT-NIR phase sensitivity
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on the fragment yield in dissociative photo-ionization of molecular hydrogen [49]. Oscilla-

tions in the yield of high-kinetic energy fragments were assigned to a NIR field-induced

coupling of ionization continua, which results in quantum interferences of indistinguishable

ionization pathways.

So far, the observed attosecond timescale effects in molecules were all explained in terms

of dynamics in ionic systems. These first experimental results have been complemented

by theoretical work describing several scenarios for inducing and observing attosecond

electron dynamics in neutral molecules [160, 161]. Burnus et al. have shown how the

electron density in molecules can be transiently modulated on the attosecond timescale

by moderately strong laser fields, leading to electronic excitation [162]. An experimental

approach that would allow observing attosecond electron dynamics in neutral molecules

remains to be developed.

It is well known that the absorption of a photon requires both energy and momentum

conservation. Consequently, short-wavelength radiation is absorbed in the vicinity of

atomic nuclei [163], explaining why in X-ray photo-absorption inner-shell excitation is

favored over valence excitation. Therefore, it may be anticipated that attosecond XUV/X-

ray pulses should be suitable for probing time-dependent electron localization in molecules,

and that the short wavelength/high photon energy of the attosecond pulses provides a

highly local time-dependent probe of the electron density near the atomic centers in the

molecule.

Classically, the initial step of laser excitation corresponds to the acceleration of an electron

by the periodic light electric field, which creates a time-dependent dipole. The induced

dipole may only last during the interaction when the electron density responds to the electric

force exerted by the dressing field, or persists if the interaction led to the formation of a

coherent superposition of electronic states. The corresponding changes in the charge density

may produce sub-cycle time-dependent modifications of physical molecular properties,

such as variations in the photo-ionization yield.

In the present case, the time-dependent dipole during the interaction of a molecule

with a light field is considered. This process can also be described in terms of the

occurrence of Stark shifts in the molecular photo-absorption spectrum. Indeed, attosecond

probing of NIR-induced molecular electron dynamics may be regarded as an ultrafast
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variant of molecular Stark spectroscopy, which is a well-established tool for extracting

information on structure and chemical bonds in molecules, where the sensitivity of a

given transition to a static (or oscillatory) external electrical perturbation is measured.

Molecular Stark spectroscopy thereby provides direct information on the polarizability

tensor of the molecular sample. The possible advantage employing intense laser fields in

Stark spectroscopy (enabling extensive control over the field strength, oscillation period,

etc.) was already pointed out by Bublitz and Boxer in 1997 [164].

In this chapter results are presented, which illustrate for the first time - with attosecond

time resolution - the effect of a moderately strong NIR laser field on the photo-ionization

efficiency of a series of small to midsize molecules (N2, CO2 and C2H4). In the experiments,

a moderately strong NIR femtosecond pump pulse interacts with molecules and induces a

time-dependent polarization that is probed by photo-ionization through an XUV attosecond

pulse train. As a result, the parent molecular ion yield oscillates as a function of the

pump-probe time delay. The origin of the oscillatory signal is interpreted in terms of

a time-dependent screening induced by the polarization of the molecules, which alters

the photo-ionization probability. The findings are supported by many-body, real-time,

real-space, time-dependent density functional theory (TDDFT [165, 166]) calculations

and demonstrate the possibility to observe charge migration in a large variety of neutral

molecular systems.

3.2 Theoretical modeling

The theoretical work presented in this paragraph was conducted by our collaborators in the

group of Dr. Franck Lépine (Lyon University).

The real-time, real-space formulation of TDDFT including the Octopus [167] and the

Teleman [168] packages is used to perform the calculations. Details will be presented else-

where [169]. TDDFT is particularly suited for investigating ultrafast electronic dynamics

in complex molecules since it allows a dynamical mean-field representation of the complex

interaction between a laser field and a many-body system [170]. As a consequence, it can

be used for studying both the linear and non-linear response in two-color femtosecond

NIR-attosecond XUV pump-probe experiments.
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Figure 3.1: A.: Calculated molecular dipole D

(black curve) induced by a NIR femtosecond laser

field F (red curve), for the case of an aligned

N2 molecule interacting with a 30 fs, 800 nm,

1012 W/cm2 laser pulse. The NIR field induces an

adiabatic time-dependent dipole that corresponds

to a displacement of the charge density distribu-

tion around the fixed nuclei. B.: Field-induced

electronic density changes at three different time

delays (field strengths) (see A.). Times chosen are

ta = t0 + 75 as, tb = t0 + 334 as and tc = t0 + 667 as,

where t0 corresponds to the time of a zero-crossing

of the laser electric field. The color scale indicates

an increase (red) or decrease (blue) of the electron

density around the nuclei. The red arrow indicates

the direction of the light electric field. C.: Kohn-

Sham potential VKS for an aligned N2 molecule

(upper panel in C.), where the position of the nu-

clei are shown with red dashed lines. Variation of

VKS when an electric field is present (lower panel in

C.). The Kohn-Sham potential acts as a screening

field when the polarized molecule interacts with

an ionizing XUV laser pulse (see also Figure 3.2).

To illustrate how the electronic density in a neutral molecule is driven on an attosecond

timescale by the electric field of an incident NIR laser, calculations were performed for an

N2 molecule interacting with a linearly polarized 800 nm laser field. The laser intensity

was set to 1012 W/cm2 to avoid noticeable ionization. The molecular axis of the N2 molecule

is aligned along the light electric field. Figure 3.1 A. shows the computed time-dependent

dipole of the molecule (black curve), which follows adiabatically the time-dependent light

electric field (red curve). At the chosen wavelength and laser intensity, the electrons

are simply driven by the instantaneous light electric field without significant population

transfer to electronically excited states. Therefore, after the laser field has ended, the

molecule remains in the ground state. Classically, the time-dependent variation of the



Chapter 3. Attosecond Stark effect 65

Figure 3.2: A.: Ionization probability σ

plotted as a function of the NIR-XUV pump-

probe delay (upper panel). For a delay dt

in the delay scan, the XUV is overlapped in

time with an instantaneous NIR electric field

F that can be read off at time t = dt in the

lower panel. The maximum ionization is ob-

served when the APT is synchronized with

the extrema of the NIR electric field. The

calculation was performed in 2D in order to

decrease the computational time. B.: The

electron density is shown for the case when

the molecules are aligned along (left) or per-

pendicular (right) to the laser polarization

axis (upper panel). Variation of the ioniza-

tion probability σ for the two different cases

of the molecular alignment (lower panel). Im-

portantly, although showing a pronounced de-

pendence on the alignment, the field-induced

oscillation persists in the case of alignment-

averaged calculations (black curve).

dipole reflects an oscillatory motion of the electrons along the molecular axis, and is

accompanied by time-dependent changes in the localization of the electrons around the

nuclei. This is illustrated in Figure 3.2 B., which shows the variation of the electron

density (i.e., the difference between the electronic density with and without the laser field),

at three different times (indicated in the upper panel of Figure 3.1 A.), corresponding

to three different laser field strengths. The electron density variation is largest at the

maximum of the laser electric field, where the charge distribution is displaced on both

sides of the molecule as well as between the nuclei. This leads to an asymmetric charge

distribution, which generates the molecular dipole plotted in Figure 3.1 A.
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The time-dependent change of the electron localization around the nuclei induces changes

in the interaction between the molecule and an attosecond XUV pulse ionizing the molecule.

In the ionization process, the transition of one electron into the ionization continuum is

determined by the XUV field and by the average potential that describes the interaction

of the electron with all other electrons and ions within the molecule. In terms of mean

field theory, this additional potential corresponds to the Kohn-Sham potential [171]. The

Kohn-Sham potential, calculated for N2 along the molecular axis, is plotted in Figure

3.1 C., together with its variation under the influence of the NIR electric field. When

the XUV light interacts with the polarized molecule, its effect on the individual electrons

within the molecule is screened by the Kohn-Sham potential, leading to either an increase

or decrease of the ionization efficiency.

Figure 3.2 plots the ionization probability of an N2 molecule which is fixed-in-space. The

molecule is polarized by a femtosecond NIR pump pulse (central wavelength: 800 nm,

pulse duration: 30 fs, intensity: 1012 W/cm2). In addition, an XUV attosecond pulse train

(duration of individual bursts: 300 as, intensity: 109 W/cm2, one XUV burst per NIR half-

cycle, photon energy centered at 35 eV) ionized the molecule. For a given NIR-XUV delay,

the ionization yield is calculated as the total electronic charge that is transferred into

the continuum after 120 fs of time propagation. The calculation is repeated for different

NIR-XUV pump-probe delays leading to the upper curve presented in Figure 3.2 A. The

lower panel in Figure 3.2 A. shows the NIR electric field for better comparison of the

timings. The ionization yield is maximized when the APT is synchronized to the extrema

of the NIR electric field. The opposite holds when the APT is synchronized with the

zero crossings of the laser electric field. Consequently, the total ionization yield oscillates

as a function of the NIR-XUV delay with a period that is half the period of the NIR

electric field. As discussed above, this oscillation is due to the influence of screening of the

XUV light electric field by the NIR-induced polarization of the molecule, and as such is

a manifestation of the time-dependent localization of the electrons within the molecule.

The effect observed in the calculation can be as large as 20 % and strongly depends on the

NIR intensity.

Variations of the ionization yield were previously observed in attosecond pump-probe

experiments on helium atoms [172]. In these experiments, the bandwidth of the XUV light

(with a 10 eV wide spectrum centered around 25 eV) was partially below the field-free
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ionization threshold of helium (24.58 eV), allowing the efficient population of excited states

below the ionization threshold, which could subsequently be ionized by the NIR pulse.

Conversely, in the case presented here, both in the experiment and in the theory shown in

Figure 3.2, a situation is considered where the XUV photon energy is tuned well above

the ionization threshold of the molecule (which is typically below 16 eV), and where the

NIR-XUV delay-dependent ionization yield reflects NIR field-induced electron dynamics in

the neutral molecule. The variation of the ionization yield can be considered as a variation

of the opacity of the molecule, similar to the time-dependent changes in the absorbance of

fused silica due to NIR field-induced polarization that were recently reported [173].

In gas phase experiments, laser pulses usually interact with randomly aligned molecules.

Figure 3.2 B. shows the effect of molecular alignment. The amplitude of the NIR-XUV

delay-dependent oscillations is noticeably decreased when the NIR and XUV pulses are

polarized perpendicularly to the molecular axis (blue curve). Moreover, in this case, the

yield oscillations are out of phase with the oscillations that occur for molecules aligned along

the laser polarization, so that the maximum of ionization occurs when the NIR electric

field is zero. Importantly, the yield oscillations remain observable in alignment-averaged

calculations (black curve in Figure 3.2 B.), albeit with a reduced amplitude.

3.3 Experimental results

To experimentally verify the possibility to observe the effects predicted above, an experi-

mental arrangement containing a two-color NIR+XUV Mach-Zehnder-type interferometer

and a mass spectrometric detection system was used. A detailed description of the

experimental apparatus is presented in Chapter 2. Particularities are briefly presented

here.

High-order harmonics were generated in xenon or argon by focusing 2 mJ of the NIR

femtosecond laser into a gas cell. The cutoff of the XUV spectra were around harmonic 21

(xenon) and 31 (argon) which in the latter case corresponds to an energy of 48 eV. The

NIR pump pulse energy was 1 mJ and tuned to result in an intensity of 1013 W/cm2 at the

molecular target. A VMI was used in gated Time-of-Flight mode to detect photo-ions. To

illustrate the generality of the observations, ion yield measurements were conducted for N2,
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Figure 3.3: Time-of-flight fragment spectra for N2, CO2 and C2H4 ionized by high-order harmonic

radiation generated in xenon. The plots are normalized to their maximum signal. The middle panel shows

the energies and terms of the lowest cationic states (see [174], [175] and [176] for N2, CO2 and C2H4,

respectively). The vertical ionization energy is denoted as E� and the dissociation energy is abbreviated

as Ediss. The right hand side of the figure shows a stylized high-order harmonic spectrum, where the

amplitudes are taken from a typical RABITT measurement (Section 1.4.1).

CO2 and C2H4. The measurements consisted of recording the cationic species produced

by XUV-induced ionization as a function of the delay between the femtosecond NIR pump

pulse and the APT XUV probe pulse, which were phase-locked. The XUV pulse train was

characterized by means of the RABITT technique (Section 1.4.1).

Figure 3.3 plots the time-of-flight spectra recorded with the VMIS for the three molecular

species (N2, CO2 and C2H4) after interaction with the APT (generated in xenon) without
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Figure 3.4: Experimentally measured ion yields for N+
2 , CO+

2 and C2H+
4 using attosecond pulse trains

generated in xenon. The relative variation of the signal is shown as a function of NIR pump-XUV probe

delay (dashed black lines) in the left panels. The FT power spectra (solid black lines) are plotted in the

right panels. The shaded gray area is used in an inverse Fourier transformation, of which the results are

plotted as the solid red curves in the left panels. Note that the phases of the different oscillations cannot

be compared because the time offset was chosen arbitrarily for each measurement. The yields oscillate

with a periodicity corresponding to half the period of the NIR field, which is indicated by the dashed blue

line in the FT power spectra.

the dressing NIR field. In N2 the ionization leads mainly to the formation of an intense

parent ion peak where the molecular ion is formed in one of its three first ionic states,

namely the X2Σ+
g , A2Πu and B2Σ+

u states. The XUV photon energies used in this experiment

also enables accessing the pre-dissociative C2Σ+
u state and the dissociative F2Σ+

g state,

which leads to the observed N+ peak in the mass spectra (see also Chapter 4). In CO2,
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Figure 3.5: Experimentally measured ion yields for N+
2 , CO+

2 and C2H+
4 using attosecond pulse trains

generated in argon. The relative variation of the signal is shown as a function of NIR pump-XUV probe

delay (dashed black lines) in the left panels. The FT power spectra (solid black lines) are plotted in the

right panels. The shaded gray area is used in an inverse Fourier transformation, of which the results are

plotted as the solid red curves in the left panels. Note that the phases of the different oscillations cannot

be compared because the time offset was chosen arbitrarily for each measurement. The yields oscillate

with a periodicity corresponding to half the period of the NIR field, which is indicated by the dashed blue

line in the FT power spectra.

three charged fragments are observed, as well as a main contribution from the CO+
2 parent

ion. The first four ionic states X2Πg, A2Πu, B2Σ+
u and C2Σ+

g are involved in the observed

ionization process. Dissociation may arise by pre-dissociation of the vibrationally excited

C-state, which lies well above the dissociation limits at 19.1 eV (CO+
2 → O+ + CO) and

at 19.5 eV (CO+
2 → CO+

+O). More extensive fragmentation is observed for C2H4. This
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molecule has the lowest ionization potential (EIP = 10.5 eV) of the three molecules tested

and many states can be involved in the ionization/dissociation process. Synchrotron

experiments have shown the possible contribution of up to six stable ionic states to the

parent ion peak [177]. Fragments arise from ionization to higher ionic channels, such as

the C2Σ+
u and F2Σ+

g states. The highest photon energy available in our experiment can

lead to excitation of additional states. However, as the photo-excitation cross section

decreases with the photon energy, their contribution can be considered negligible.

In Figures 3.4 (APT generated in xenon) and Figures 3.5 (APT generated in argon) the

variation of the singly charged parent ion yields versus pump-probe delay is shown. The

right columns show the Fourier transform power spectra of the oscillations, which exhibit

a dominant frequency of 0.75 PHz, indicating a period equal to half the period of the

electric field oscillation of the NIR laser. In the case of N2 a modulation of about 1 − 2 %

is observed in the yield of the cation indicating that the NIR field polarizes the neutral

molecule. As observed in the TDDFT calculations (Figure 3.2) the APT is a sensitive

probe to the redistribution of the electronic density. The fact that the experimentally

observed oscillation is smaller than the calculated one is likely due to the fact that the

experiment involves averaging over the laser focal volume and the molecular alignment,

and is furthermore influenced by nuclear degrees of freedom, which were not included in

the TDDFT calculation.

Similar experiments were performed on other molecules and oscillations with various

amplitudes are shown for CO+
2 (about 2.5 %) and C2H+

4 (about 6 %) in the case of APT

generation in argon (Figure 3.5) and somewhat smaller modulation depths when the APT

is generated in xenon (Figure 3.4). The dependence of the modulation depth on the chosen

molecule indicates the influence of the molecular polarizability tensor. In the case of

randomly oriented molecules, the average scalar polarizability is considered. Thus, the

amplitudes of the oscillations increase with the total polarizability of the target molecule:

N2: 1.71 Å3, CO2: 2.507 Å3, C2H4: 4.18 Å3).
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3.4 Discussion

TDDFT calculations were performed on CO2 and C2H4 following the same protocol

as described in the case of N2 (see Section 3.2). In Figure 3.6, the amplitude of the

time-dependent variation of the ionization yield resulting from two-color (NIR and XUV)

excitation is plotted for N2, CO2 and C2H4 as a function of their calculated polarizability

tensor components along the molecular axis. As in Figure 3.2 A., molecules aligned

along the laser field axis are considered. The monotonically increasing behavior observed

illustrates the fact that a higher polarizability leads to a stronger variation of the ionization

yield because the electron distribution is localized within the neutral molecule more

efficiently, thereby creating a larger screening potential. Please note that the polarizability

along the molecular axis is higher for CO2 than for C2H4. If the average polarizability is

considered, the order is reversed.

The oscillations measured in the experiment at hand exhibit a maximum oscillation depth

in the few percentage range and a period equal to half the period of the NIR field. The

amplitudes of the oscillations are smaller than the amplitudes calculated with TDDFT

although the NIR intensity in the experiment is roughly two times higher. This could

be expected because the molecules in the experiment are not aligned along the laser

polarization and the signal measurement involves focal volume averaging.

Comparison of the Figures 3.4 and 3.5 reveals that the modulation of the ionization

yield is four times higher if the NIR field-induced charge redistribution was probed by

an APT generated in argon gas (cutoff energy Ecutoff ≈ 51 eV) compared to ionization by

an APT generated in xenon (Ecutoff ≈ 33 eV). To verify that the modulation depth is a

function of photon energy, additional systematic measurements have to be conducted. The

TDDFT calculations could not confirm the experimental observation of the dependence

of the ionization yield on the photon energy, so far. The reason is that the numerical

noise increases with increasing photon energies because the ionization cross-sections

(and therefore the signal) decreases for higher photon energies. Nevertheless, a possible

explanation for the photon energy dependence of the modulation depth of the ionization

cross-section might be given in terms of conservation of momentum and energy. The

ionization cross-section increases with decreasing distance between the electron and the

atomic cores if the photon energy is sufficient. Additionally, as can be seen in Figure 3.1 C.
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Figure 3.6: TDDFT calculations of the modulation depth of the XUV-induced ionization yield ∆σ

of aligned molecules (N2, CO2, C2H4), as a function of the polarizability tensor components along the

molecular axis αz. The NIR-induced charge displacement increases with the polarizability of the molecule,

enhancing the screening effect that leads to the ionization yield variations. The induced change in the

electron density at the maximum of the NIR electric field is shown above the data points, while the ground

state chemical bonding structure is shown to the right.

the potential variation is the highest close to the nuclei. Therefore, the sensitivity of the

XUV radiation on the NIR-induced molecular polarization would increase with increasing

XUV photon energy. Indeed, the TDDFT calculations revealed that the mean distance

between the positive and negative charges in the molecule undergoes an oscillation that

follows the NIR field oscillations. On the other hand, the variation of the mean distance

between the electron cloud and the atomic centers is rather small and might not be large

enough to explain the observed modulation of the ionization cross-section and therefore

also not the measured photon energy dependence of the modulation depth of the ionization

cross-section.

In addition to the parent ionization yield also the photo-fragment yield oscillates if the

XUV ionization process is accompanied by an infrared field [49, 50]. It could be argued

that the parent ion yield fluctuates because the fragment ion is produced more or less

efficiently depending on the relative phase between the pump and probe pulses. This

would imply that the oscillation of the parent ion yield is out of phase with respect to

the fragment ion yield. In fact, consecutive measurements were performed on N2, which

allows for a comparison of the relative phases of N+
2 and N+ yields (Figure 3.7). It turned

out that both the parent ion yield and the fragment ion yield are oscillating in phase.
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Figure 3.7: N+ and N+
2 photo-ion yields of the APT ionization process of the NIR field-dressed N2

molecule. The black dashed curve represents the sum of consecutively recorded scans. The right panel

shows the FT power spectra of the measurements. The blue line indicates the frequency corresponding to

half the NIR cycle. The shaded gray area contains the part of the FT power spectrum that is inverse

Fourier transformed to obtain the red solid line in the left panel. The oscillations in both data sets show

exactly the same phase, i.e., the fragment ion yield, the parent ion yield as well as the total yield is

oscillating with twice the driving laser frequency.

Therefore, the modulation of the parent ion yield cannot be caused by a modulation of

the fragment ion yield. This is further supported by a measurement recording the signal

oscillation stemming from the overall C2H+
x progression. A modulation depth of 0.6 % and

a relative abundance of the fragment signal (H+ and CH+
x) of 3 % with respect to the C2H+

x

signal was observed (in the case of xenon as the HHG gas). If the fragment signal caused

the parent ion signal modulation, the modulation depth of the fragment yields would have

been at least as large as 20 % assuming that the C2H+
x signals oscillate exactly out of

phase and the CH+
x signal in phase with respect to the H+ signal. Modulations as high as

20 % of the fragment ion yields in these types of experiments were never observed in the

attosecond laboratories of the MBI and, to the best of my knowledge, were not reported

in the literature. The parent ion oscillation that was observed in the present experiment
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is therefore not caused by the effect of an oscillatory production of ionic fragments in

dissociative photo-ionization experiments.

The aforementioned considerations support the interpretation that the NIR field modulates

the probability distribution of the electrons in neutral molecules which can be probed by

an XUV APT. The experiment at hand can be regarded as the first example of molecular

attosecond Stark spectroscopy. Given that the observed NIR electric field-induced changes

in the XUV ionization yield depend on detailed properties of the orbitals involved in the

ionization (symmetry, ionization cross-section and polarizability), experiments such as the

ones discussed here could be used to completely characterize the polarizability tensors of

the states involved, especially when they are carried out with aligned molecules. This goal,

as well as the application of the method to more complex systems, will be pursued in the

near future.

3.5 Conclusion

It was demonstrated that NIR-driven time-dependent dipoles in neutral molecules can

be observed by means of variations of the ionization efficiency by an attosecond XUV

pulse train. The effect is understood in terms of a screening of the XUV field by the

NIR-induced polarization. The amplitude of the attosecond oscillations is determined by

the polarizability tensor of the electronic states involved in the absorption of the XUV

light and therefore represents a first implementation of molecular Stark spectroscopy on

the attosecond timescale. In future, this approach could not only be used to measure

time-dependent molecular polarizability tensors in more complex molecules, but might also

allow monitoring of electronic screening and attosecond electronic motion during chemical

reactions. Finally, the capability to modulate molecular opacity could find applications in

investigations of XUV-induced damage of bio-molecules.
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Chapter 4

Photo-dissociation of N2 influenced

on the attosecond timescale

4.1 Introduction

Influencing molecular dynamics on the electronic timescale may provide additional control

over the outcome of chemical reactions as compared to established femtochemistry [13].

Kling et al. controlled the direction of ejection of charged fragments in the laboratory frame

upon photo-dissociation of molecular deuterium by manipulating the remaining electron

in the ion with CEP stable lasers [46]. Belshaw et al. observed ultrafast electron dynamics

and their interplay with nuclear dynamics in the ion of the amino acid phenylalanine [43].

Probing the dissociation of molecules with attosecond precision may lead to new insights

into the coupled electron-nuclear rearrangements resulting in bond breakage and bond

formation.

In the current work, the dissociative photo-ionization of nitrogen molecules is investigated

with attosecond time resolution. Nitrogen molecules were exposed to the sequence of an

APT and a co-propagating NIR pulse. The N+ kinetic energy release (KER) spectrum

is recorded as a function of pump-probe delay by means of velocity map imaging [155,

156, 178]. Time-dependent oscillations were observed in the vibrational substructures in

the KER spectrum, which exhibit complex phase relations as a function of the N+ kinetic



78 4.2. Experimental

energy. In conjunction with theory it was found that the origin of this behavior can be

attributed to a coupling between attosecond electron dynamics and femtosecond nuclear

motion. As a result, the attosecond pump-probe delay controlled the branching ratios in

the kinetic energy distribution of the N+ fragments upon dissociative photo-ionization of

molecular nitrogen.

4.2 Experimental

The experimental setup is described in detail in Chapter 2. However, specificities are

briefly presented here. The XUV spectrum, resulting from high-order harmonic generation

in xenon, spanned an energy range of 15.5 eV centered around 25 eV (harmonics 11 to 21).

The duration of the bursts within the attosecond pulse train was determined to be about

300 as (FWHM) using the RABITT technique . The reconstruction is presented in Section

1.4.1.

Temporal and spatial overlap of the XUV APT pump and the femtosecond NIR probe

beam was carefully checked by ionization of argon with XUV pulses and streaking of the

resulting photo-electrons by the NIR field. In this manner, time zero (t0 = 0 fs) could be

determined with an accuracy of ±2 fs. Negative time delays correspond to situations where

the NIR pulse precedes the XUV pulse.

N+
2 potential energy surfaces in the relevant energy range have been reported (see, e.g.,

[174, 179–182]) and will be presented in the following with respect to the N2 X1Σ+
g ground

state. The current work focuses on the dynamics of two-color XUV+NIR ionization from

the ground state of N2 (X1Σ+
g) and subsequent dissociation. Relevant potential energy

curves and the dissociation limits L1, L2, and L3 of the N+
2 cation are depicted in Figure

4.1. Low-energy N+ KER fragments (0.00 − 1.50 eV) resulting from XUV ionization of

N2 mainly stem from the C2Σ+
u- and the F2Σ+

g -state of the molecular cation [174], after

dissociation into the L1 and L3 continuum, respectively. The L2 continuum is not reached

because a spin-flip would be required.

The N+
2 cationic states C2Σ+

u and B2Σ+
u exhibit the same symmetry resulting in non-

adiabatic coupling. Thus, part of the C-state population predissociates via the B-state

into the L1 continuum at 24.29 eV [180]. The spectrum of the resulting N+ fragments map
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Figure 4.1: Diagram of the N+
2 poten-

tial energy curves in the relevant energy

region and the first three dissociation

limits L1, L2, and L3. The zero of the

energy scale corresponds to the energy

of neutral N2.

the vibrational progression of the C-state up to 1.00 eV (Figure 4.2). The L1 continuum

is energetically just below the vibrational state ν = 3 of the C-state and can be directly

excited by photons of the 17th harmonic (hfHH17 = 26.35 eV, where f is the harmonic

frequency). The molecules can also be dissociated by absorbing a photon of the 15th

harmonic (hfHH15 = 23.25 eV) and an additional NIR photon (hfNIR = 1.55 eV). The

lifetimes τ of the predissociative vibrational states of the N+
2 C-state are τ(ν = 3) ≈ 8 ns

and τ(ν ≥ 4) ≤ 5 ns [183, 184], much longer than the laser pulse duration. Consequently,

most of the expected N+
2 decomposition occurs after the XUV-NIR pump-probe pulse

sequence.

Absorbing a photon of harmonic 19 (hfHH19 = 29.45 eV) or harmonic 17 and an additional

NIR photon leads to population of the F-state and direct dissociation into the L3 continuum

at 26.68 eV [180]. Fragments generated by this process contribute to the broad signal

around 1.00 eV in the KER spectrum. This was validated by recording the N+ KER

spectrum when N2 was ionized by high-order harmonics exhibiting higher cutoff energies

[179]. A larger contribution around 1.00 eV was observed due to the increased probability

to populate the N+
2 F-state.

In conclusion, irradiating N2 molecules using photons with energies below the L1 continuum

results in bound population in the ionic C-state (ν < 3) and lower-lying electronic states.

Photon energies in between the L1 and L3 dissociation energies lead to predissociation of

the C-state population (3 ≤ ν < 14) to L1 via the B-state. If the photon energy is sufficient

to reach the L3 continuum, direct dissociation via the ionic F-state can be observed.



80 4.3. Results

4.3 Results

XUV ionization of molecular nitrogen results in bound population in the ionic Σ+
u C-

state and several vibrational states are excited within the Franck-Condon region. N+
2

predissociates via the B-state into the L1 continuum. The KER spectrum of N+ fragments

after XUV ionization maps the vibrational progression of the C2Σ+
u state and is plotted in

Figure 4.2. In addition, the KER spectrum obtained after XUV ionization in the presence

of a non-resonant NIR field is plotted (cycle averaged). Both signals are normalized for

better comparison. However, it should be noted that the two-color signals are twice as

strong as the one-color signals. The broad contribution around 0.70 − 1.00 eV shows a

stronger enhancement than the signal below 0.70 eV and the signal above 1.00 eV but

the additional NIR radiation does not influence the structure of the N+ KER spectrum

significantly.

If the KER spectrum is recorded as a function of pump-probe delay between the XUV

APT and the NIR femtosecond laser pulse, a clear variation on the femtosecond timescale

and distinct attosecond oscillations in the individual energy bands can be observed. A

corresponding measurement is shown in Figure 4.3. The data set is angle-averaged and

the basis for the following analysis. Within the two dimensional intensity plot, white

dashed horizontal lines mark 25 meV wide integration bounds used to determine the

time-dependent yield variations of the different energy bands plotted in Figure 4.4. The

yield of the bands between 0.38 eV and 0.83 eV, as well as the overall signal, could be well

described by a second-order polynomial function. On the other hand, the yield of the

two bands around 0.14 eV and 0.26 eV substantially differs from this behavior. Therefore,

the time-dependent signals in Figure 4.4 were fitted to a 5th order polynomial to retrieve

the time of maximum yield for each energy band individually. The N+ overall yield

reaches its maximum 6 − 8 fs after the two pulses reach maximum overlap at t0 = 0 fs. The

individual energy bands behave in a more complicated manner and exhibit strong shifts

in their maximum yield with respect to t0 (Figure 4.4). The lowest band peaks around

the maximum pulse overlap (tmax(0.14 eV) = −0.7 fs) while all other bands are shifted to

positive delays. This effect is most distinct for the energy band around 0.38 eV, which

peaks at 13.7 fs. The temporal shifts of the maximum yield might indicate contributions

from sequential pathways during excitation, ionization and dissociation. Another indicator
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Figure 4.2: Typical N+ KER spectra

when N2 is ionized by XUV radiation

(blue) and when the XUV is accompa-

nied by a moderately strong NIR laser

field (red, cycle averaged). The data

sets are normalized to their maximum.

The relative signal strength (XUV only

: XUV+NIR) is 1 ∶ 2. The yield of the

N+ KER fragments exhibits strongest

NIR field-induced enhancement for the

energy range of 0.70 − 1.00 eV.

for the significance of sequential processes is the pronounced attosecond yield oscillation

from the lowest band (E = 0.14 eV) around 25 fs, well after t0.

In Figure 4.5 the currently discussed measurement is analyzed in more detail. To compare

parallel and perpendicular contributions (with respect to the laser polarization axis), the

inverted VMI data within ±25 ○ segments parallel (middle column) and perpendicular (right

column) to the laser polarization axis is plotted. The lowest row plots the yield, while the

central and upper row illustrates the result of a sliding window Fourier analysis showing

the modulation depth of the oscillatory part of the signal and its phase, respectively. A

detailed description of these plots is presented in the following.

The analysis of the fast oscillating contribution started with an auto-correlation of the signal

shown in Figure 4.3, which revealed a modulation frequency of f0 = 0.769 PHz (1.3 fs).

This frequency corresponds to twice the frequency of the NIR laser field oscillations.

Oscillations at this frequency were analyzed for the angle-averaged signal, the parallel,

and the perpendicular contributions separately. In order to retrieve the modulation depth

and phases as a function of delay, the polynomial fit in Figure 4.4 was subtracted for

each energy, leaving only the rapid oscillating contribution. A sliding temporal window

of ≈ 8 fs (6 ⋅ 1.3 fs) was chosen for the Fourier transformation (FT), i.e., at each energy a

Fourier transform was calculated for each delay step with a time window width of ≈ ±4 fs.

The FT signal was further analyzed for each delay step and energy, by comparing the FT

amplitude (modulation depth) A at f0 to the amplitude average Ā of all other frequencies.

The Fourier signal (modulation depth and phase) was taken into account if a pre-defined

signal-to-noise condition was met, i.e., Ā/A(f0) < 0.1. I.e., only modulations, of which the
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Figure 4.3: Vibrationally-resolved N+ KER spectrum after dissociative ionization of N2. Panel a) shows

the time-integrated signal of the delay scan plotted in panel b). The vibrational bands exhibit different
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energy bands. The black dotted lines in a) and white dashed lines in b) indicate the integration limits

(∆E = 25 meV) for the plots in Figure 4.4.
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Figure 4.4: XUV-NIR delay dependence of the individual contributions in the N+ KER spectrum marked

in Figure 4.3. The intensity is normalized such that the value of the largest signal in Figure 4.3 is equal to

one. The measured data is plotted as solid black curves, while the red line denotes a 5th order polynomial

fit. The textual insets show the central energy of the bands as well as their fitted temporal maximum.

The width of the integration window is ∆E = 25 meV as in Figure 4.3.
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modulation depth is at least as strong as 10 % of the maximum modulation, are taken into

account to suppress measurement noise. A numerical issue arises due to the limited time

window. The experimental frequency f0 might be distributed over neighboring points of

the frequency grid and its amplitude A(f0) was therefore interpolated. The phase was

calculated as the weighted average of the phases of the contributing frequency components.

An alternative approach is to use zero-padding, which gives slightly smoother phases.

The lower row in Figure 4.5 illustrates that the femtosecond dynamics are different for

parallel and perpendicular contributions of the signal. While the perpendicular signal

peaks around the maximum pulse overlap, the parallel contributions mainly stem from

sequential transitions and peak at positive delays (τ ≈ 25 fs, XUV before NIR). The band

at 0.26 eV seems to peak even after1 33 fs, while the lowest band at 0.14 eV exhibits its

maximum slightly before the maximum pulse overlap at τ ≈ −5 fs.

The overall signal is modulated by about 5 % and the modulation depth in Figure 4.5

(middle panel, left) clearly shows three distinct regions that exhibit an oscillation in

the signal, which is stronger than the overall signal modulation. The energy region just

below 1.00 eV is strongly modulated, while the band at 0.14 eV shows a somewhat weaker

oscillation depth. The third region around 0.50 eV exhibits three modulated bands in the

angle-averaged signal, which correspond to the vibrational bands at 0.38 eV, 0.50 eV and

0.61 eV. At maximum pulse overlap, the modulation depth is up to 10 % at 0.83 eV and

6 % at 0.50 eV. These modulations are even stronger if plotted separately for the parallel

and perpendicular signals, as can be seen in the middle panel of Figure 4.5.

Analyzing the modulation depth for the perpendicular and parallel contributions separately

reveals that the oscillation at 0.14 eV and the oscillation just below 1.00 eV mainly stem

from a perpendicular transition. The lowest energy band shows a clear attosecond

oscillation in the perpendicular contribution even well after the maximum pulse overlap

(τ ≈ 25 fs). A parallel character is predominantly found for the oscillations at 0.38 eV,

0.50 eV, 0.61 eV and 0.73 eV. In contrast to all other signals, the modulation depth of the

band at 0.50 eV in the parallel signal does not peak at maximum overlap of the two laser

pulses but at τ ≈ 15 fs.

1Data above 33 fs is not available so far due to the outstanding experimental conditions required for
attosecond scans with a duration of about ≈ 100 fs. These investigations will be the subject of future work.
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Figure 4.5: Full angle-integrated N+ XUV-NIR pump-probe signal in comparison to the parallel and

perpendicular contributions (lower row), the modulation depths (central row) and phases (upper row) at

a frequency of f0 = 0.769 PHz (1.3 fs). Black areas denote regions were the amplitude of the modulation is

below the signal-to-noise ratio.

A very interesting feature of the data is revealed by the phase plot in Figure 4.5 (upper

panel). The oscillations in the three regions of the angle-integrated data show clear phase

jumps with respect to each other. The phase difference between the oscillations at 0.50 eV

and 0.90 eV is about 2/3π, while the phase difference between the oscillations at 0.50 eV

and 0.14 eV is about 1/3π.

Although not discussed further in the theoretical description in Section 4.4, it should be

noted here that the oscillation in the band at 0.61 eV reappears at τ ≈ 25 fs and exhibits

a positive phase shift compared to the phase of the oscillation at the same energy at

maximum pulse overlap. By contrast, the oscillation at 0.14 eV and τ ≈ 25 fs (perpendicular

contribution) shows a negative phase shift with respect to the same oscillation at t0. This

might be a hint to a complex interplay of nuclear and electron dynamics.

For a better comparison the KER spectrum and relative modulation depths are plotted for
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Figure 4.7: Signal oscillations (black)
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three different delays (Figure 4.6). A time window of 8 fs was centered at 2 fs, 12 fs and 22 fs.

To obtain the KER spectrum, the selected data sets were integrated over the time window.

The KER spectra within the selected intervals do not show significant differences. The

modulation depths, on the other hand, differ substantially. It turns out that oscillations of

the energies around 0.14 eV, 0.50 eV and 0.93 eV exhibit strong modulation at all three

instances for the full angle integrated data, but their relative strengths vary. The yield

of the lowest energy fragments shows the strongest modulation when the XUV pulse

precedes the NIR pulse. In contrast, the modulation for the high-energy region dominates

at maximum temporal overlap of the two pulses. The modulation of the mid-energy

band exhibits the largest depth just after maximum overlap. Here, the modulation at

high-kinetic energies is already significant.

As already seen in Figure 4.5 (upper panel) the phases of the oscillations of the bands are

strongly shifted with respect to each other. To illustrate this effect in more detail, Figure

4.7 depicts the oscillations of three bands with the strongest modulation depth around t0.

In order to retrieve the relative phases the data sets were subject to a sinusoidal fit with

constant amplitude (red curves in Figure 4.7). The phase of the oscillation of the central

band at 0.50 eV was set to be zero. The higher energy band exhibits a phase shift of 127 ○

(≈ 2/3π), while the oscillation of the low energy band at 0.14 eV shows a phase shift of 60 ○

(≈ 1/3π).

In conclusion, the measurement of the kinetic energy spectrum shows a large background

stemming from predissociation of the N+
2 C-state (ν ≥ 3) to the dissociation limit L1 and

direct dissociation of the F-state to the dissociation limit L3 (Figure 4.8). On top of

this signal, an oscillatory behavior could be observed as a function of APT XUV pump-

femtosecond NIR probe delay. The oscillation period equals half the period of the NIR

field. Large phase shifts of these oscillations as a function of energy could be observed as

well as varying relative modulation depths as a function of delay.

In order to shine light on the femtosecond dynamics and the attosecond oscillations, a

series of calculations have been performed taking several direct and sequential two-photon

pathways into account. The calculations will model the dissociative ionization of N2 ionized

by an attosecond XUV pulse train accompanied by a moderately strong NIR field.
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4.4 Theoretical description

The calculations presented in this section were developed and carried out in the group of

Prof. Misha Ivanov (Max-Born-Institut, Berlin and Imperial College, London) by Lukas

Medǐsauskas in close collaboration with the author. Potential energy surfaces and dipole

coupling strengths were calculated by Dr. Serguei Patchkovskii (National Research Council,

Ottawa) and Dr. Alex Harvey (Max-Born-Institut, Berlin). The Results were published in

2015 [185].

Oscillations as observed in the measurement originate from interferences of indistinguish-

able quantum pathways. Let ae−iφa(t) and be−iφb(t) be the time-dependent and complex

probability amplitudes for a quantum system to evolve from an initial state ∣i⟩ to a final

state ∣f⟩ via two different possible paths A and B. Here a molecular two-color photo-

ionization experiment with an XUV and an accompanying NIR laser pulse is considered.

Let pathway A involve the absorption of a harmonic photon (harmonic number n + 1,

where n is an even integer) and emission of a NIR photon. Pathway B shall involve

the absorption of another harmonic photon (harmonic number n − 1) and an additional

absorption of a NIR photon. Both pathways might involve dynamics in the molecular

ion, where an additional molecular phase φmol
a and φmol

b is acquired, respectively. Thus,

the resulting phases of the pathways are φa(t) = (n + 1)ωt − ω(t + δt) + φmol
a + φe−

a and

φb(t) = (n− 1)ωt+ω(t+ δt) +φmol
b +φe−

b , where φe−
a and φe−

b are the phases of the departing

electron acquired during ionization and δt is the delay between the harmonics and the

NIR field oscillations with frequency ω. The probability to detect the system in the final

state is then given by

⟨f ∣f⟩ ≈ ∣ae−iφa(t) ∣i⟩ + be−iφb(t) ∣i⟩∣
2
. (4.1)

Equation (4.1) can be expanded to

⟨f ∣f⟩ ≈ a2 + b2 + abe−i(φa(t)−φb(t)) + abe−i(φb(t)−φa(t))

= a2 + b2 + 2ab cos (∆φba) ,
(4.2)

where ∆φba = φb(t) − φa(t) = 2ωδt +∆φmol
ba +∆φe−

ba. Thus, the interference of the quantum

pathways A and B creates an oscillation of the final state probability as a function of time
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delay δt with twice the frequency of the NIR electric field. In addition, the phase of this

interference with respect to the NIR field encodes the ionization phase and the molecular

phase of the states involved.

In the case at hand, N2 molecules are ionized to N+
2 by XUV photons accompanied by a

NIR laser field. The ion dissociates to N and N+ fragments, and the KER spectrum of the

N+ fragments is recorded. The spectrum resembles the C2Σ+
u vibrational distribution of N+

2

and the N+ fragments therefore stem from the L1 dissociation limit (Figure 4.1). Hence,

the common initial state of the interfering pathways is the ground state of the N2 molecule

and the final state is comprised of the kinetic energy of the N+ fragments and their internal

quantum state determined by the N+
2 dissociation limit. The final state also involves the

energy and angular momentum of the continuum electron, which are not measured here.

In order to result in interferences the energy and angular momentum of the continuum

electron, the internal final state as well as the kinetic energy of the fragments resulting

from different pathways must be equal.

In Figure 4.5 it can be seen that the oscillations between 0.3 eV and 0.7 eV are strongest

for the parallel part in the KER spectrum and the oscillations below 0.2 eV mainly stem

from the perpendicular contribution in the KER spectrum. In addition, the oscillations

in the higher energy region are strongest near the XUV-NIR pulse overlap, while the

oscillations in the low-energy region are most pronounced at positive delays (Figure 4.6).

Therefore, the higher kinetic energy fragments seem to be produced by direct two-photon

transitions, while the pathways leading to low kinetic energy fragments incorporate a

sequential process.

Possible interfering ionization and dissociation pathways leading to the aforementioned

oscillations in the KER spectrum are depicted in Figure 4.8. The left panel shows the

parallel contribution with pathways 2 and 4 , while the perpendicular contribution with

pathways 1 and 3 is drawn in the right panel.

The parallel contribution (Figure 4.8, left panel) may originate from two interfering

XUV±NIR two-photon ionization pathways from the N2 ground state X1Σ+
g to the N+

2

C2Σ+
u state, namely HH17 ionization to the N+

2 X2Σ+
g state and subsequent absorption of

a NIR photon (pathway 2 ) and HH19 ionization to the N+
2 F2Σ+

g state and subsequent

emission of a NIR photon (pathway 4 ). Both pathways lead to predissociation of the
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Figure 4.8: Selected N+
2 potential energy surfaces and dissociation pathways resulting in interferences

leading to the observed time-dependent yield variation of N+ fragments in the recorded KER spectra. Left

panel: The parallel contribution stems from direct two-photon ionization (HH17+NIR and HH19-NIR)

of the N2 X1Σ+
g ground state to the N+

2 C2Σ+
u state. The resulting wavepackets (green) propagate to

the dissociation limit L1 and result in interfering N+ KER fragments around 0.5 eV. Right panel: The

perpendicular contribution results from a direct two photon ionization (HH15+NIR) of the N2 X1Σ+
g

ground state to the N+
2 D2Πg state and a one-photon ionization (HH17) of the N2 X1Σ+

g ground state to

the N+
2 C2Σ+

u and a sequential transition by emission of a NIR photon also to the N+
2 D2Πg state. The

resulting wavepackets (green) propagate to the dissociation limit L1 and result in interfering N+ KER

fragments below 0.2 eV.

N+
2 C2Σ+

u state to the dissociation limit L1, where they interfere and oscillations in the

C2Σ+
u vibrational structure are measurable in the KER spectra around 0.5 eV. The process

described here, is known from molecular RABITT experiments [49].

The perpendicular contribution (Figure 4.8, left panel) may stem from interfering direct

and sequential two-photon processes. In the direct case, N2 is ionized from the X1Σ+
g ground

state to the N+
2 D2Πg state via HH15 ionization to the N+

2 B2Σ+
u state and subsequent

absorption of a NIR photon (pathway 1 ). In the sequential case, HH17 ionization to

the N+
2 C2Σ+

u state occurs. The launched vibrational wavepackets now propagate on the

PES and can be promoted after a certain time to the N+
2 D2Πg state by emission of a NIR

photon (pathway 3 ). Both pathways lead to dissociation via L1 and result in interfering

N+ KER fragments below 0.2 eV.

In order to verify that the proposed pathways could be responsible for the interferences,
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numerical calculations were performed by solving the time-dependent 1D Schrödinger

equation. Several vibrational wavepackets were propagated along the potential energy

surfaces (PES) of N+
2 . In the calculations only the ionization and dissociation pathways for

wavepackets emerging from two-photon transitions were taken into account. Higher-order

processes are less probable and will not lead to 2ωNIR oscillations. Pathways resulting

from XUV-only dissociation are not considered, since the final states of the electron and

the ion from different pathways need to be identical in order to result in an interference.

The PES and dipole couplings between the states were obtained from CAS (complete

active space2) calculations using GAMESS [188, 189] and the Molpro quantum chemistry

packages [190, 191]. Wavepacket propagations were performed using the split-operator FFT

method [192]. Couplings between potential energy surfaces induced by the NIR field were

explicitly included, such that the propagation was carried out on laser-coupled potential

energy surfaces. The ionization by the attosecond XUV pulse train was accounted for by

starting the propagation from Franck-Condon wavepackets in ionic states. Direct two-

photon transitions were simulated by promoting the initial wavepacket on an intermediate

(virtual, X and B) state populated by absorption of the first (harmonic) photon. This way,

the sudden switch-on of the field, once the calculation has started, effectively simulates the

transition and captures the correct phase acquired from the NIR field. As each burst in

an attosecond pulse train creates vibrational wavepackets, these wavepackets were added

up coherently for each final photo-electron energy to obtain the correct signal. The final

signal was obtained by integrating over all the photo-electron energies.

The pulse parameters were chosen similar to the ones applied in the experiment. The

NIR pulse was centered at 780 nm, its pulse duration was 30 fs and the intensity was

1013 W/cm2. The spectral width of the APT was about 13 eV centered around harmonic 15.

An envelope function was used to limit the APT duration to 15 fs FWHM.

The simulations reveal that the four two-photon pathways, depicted in Figure 4.8, are of

comparable strength and can interfere. The result of the calculation is shown in Figure 4.9.

The upper panel shows the KER when the different pathways are summed incoherently,

while the lower panel presents the outcome of the simulation when the pathways add

2More precisely: A CASSCF-MRCISD procedure (Complete Active Space Self-Consistent Field
Multi-Reference Configuration Interaction method including Single and Double excitations) [186] with
an aug-ccp-VTZ Gaussian basis [187] was used.
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Figure 4.9: Simulated N+ KER spectrum af-

ter dissociative ionization of N2 by an APT

accompanied by a femtosecond NIR field. The

oscillations originate from an interference of a

direct and a sequential two-photon dissociation

pathway. The upper panel shows the incoherent

sum, while the lower panel shows the coherent

sum of the two pathways. Large phase differ-

ences of the oscillation are only visible in the

coherent case. Note that the definition of the

time arrow is reverse to that used in the experi-

mental section.

up coherently. In this case, the phase of the oscillations in the delay scan as a function

of energy is non-trivial and differs strongly from the incoherent case, were the phase is

kinetic energy-independent. The calculations show that a coherent sum of direct and

sequential transitions leads to large phase differences as observed in the experimentally

obtained KER spectrum. This supports the notion that the experimental KER spectra

depend on the phase of the photo-electron, acquired during ionization and the phase of

the vibrational wavepacket accumulated during propagation to the dissociation limit.

The interpretation is also supported by two other aspects: (1) The calculations show that

a coherent sum of the considered pathways leads to slightly shifted maxima of the energies

in the KER spectrum [185]. Indeed, the experimental data show that the maximum

modulation does not exactly coincide with the maxima of the KER spectrum (Figure

4.6). (2) The maximum modulation is not centered around maximum pulse overlap but

is shifted to positive time delays. This effect is clearly visible in the simulated spectrum

(Figure 4.9) as well as in the measured modulation amplitude (Figure 4.5).

4.5 Summary and conclusion

XUV APT pump-femtosecond NIR probe experiments on the dissociative ionization

of N2 resulted in a mixture of femtosecond and attosecond dynamics observed in the

KER spectrum of N+ fragments. The femtosecond dynamics give rise to an involvement
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of sequential pathways accompanied by direct two-photon transitions. On top of the

background signal, which can partially be explained by predissociation of the N+
2 C-state

population, oscillations of the N+ fragment yield were observed in the KER spectrum as a

function of pump-probe delay. The individual oscillations of the energies associated with

the vibrational distribution of the N+
2 C-state exhibited large phase shifts as a function of

energy, which cannot be explained by RABITT-like processes. The computational analysis

showed that these oscillations could be partially explained by an interference of a direct and

a sequential photo-dissociation pathway. In this case, the initial electronic phase acquired

during ionization can significantly influence the outcome of the molecular decomposition.

Therefore, the results can be interpreted as an implementation of attosecond control to a

chemical dissociation reaction in a molecular multi-electron system.
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Part II

Short pulse laser fragmentation of

biomolecules
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Chapter 5

Sequence elucidation of peptides

Mass spectrometry is not only used in the field of proteomics [193, 194], but also for

chemical, biological and environmental sciences. The technique is exploited to identify

and characterize drugs [195], doping substances in sports [196, 197], and other biologically

relevant molecules, including peptides and pollutants [193].

Physical methods for ionization and fragmentation (activation) lie at the heart of mass

spectrometric analysis. Novel activation methods may extend the reach of mass spectrome-

try in particular in the field of proteomics [198]. The work described here explores intense

femtosecond near-infrared laser light pulses as a possible activation tool. High power lasers

were first coupled to FT MS instruments in 1984 by Bowers et al. [199]. Since then, a

variety of experiments investigating biological samples based on photo-induced fragmenta-

tion were reported [200, 201]. So far, no experiments were conducted using near-infrared

femtosecond lasers in combination with high mass-resolving and high-accuracy analyzers,

e.g., Fourier transform mass spectrometers (FT MS).

Intense and ultrashort pulse laser sources may be a well-suited activation tool as the

radiation easily ionizes molecules (charging capability) [202]. Such an activation may be

highly non-linear and non-adiabatic, depositing a large amount of energy in the molecules.

Furthermore, the short pulse duration may favor localized reactions that occur before

electron-nuclear energy redistribution processes. Resulting fragmentation and ionization

processes can create multiply-charged fragments, which may facilitate structure elucidation
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of large peptides and proteins. Whether femtosecond laser-induced dissociation (fs-LID)

creates a sufficient number of protein fragments to allow primary structure elucidation of

peptides [203] is an open question that will be addressed in this work.

Excitation and ionization of peptides by femtosecond laser radiation also raises interesting

questions about physical processes in large molecules. Is the non-resonant interaction

process localized or does the laser interact with the whole molecule? Is the laser-molecule

interaction of adiabatic (ergodic fragmentation) or non-adiabatic (non-ergodic fragmen-

tation) nature? In which intensity regime (MPI, Tunneling, Over-the-barrier) do the

processes occur? Is the fragmentation/ionization process of sequential nature, i.e., is a

single laser pulse sufficient to induce the observed processes? How does the coupling of

electronic and nuclear degrees of freedom influence the fragmentation?

Optically-induced charge transfer processes in small peptides cause site-specific charge-

driven cleavages [29, 30]. These processes play an important role in biological reactions but

also in the degradation of biological matter. Characterization of charge-driven reaction

pathways is therefore of fundamental interest to chemistry and biology. Combining

ultrashort laser pulse sources with FT MS instruments is a prerequisite to extend charge

transfer investigations to large species. The work presented here may therefore also be

considered as a step towards such studies and towards related time-resolved measurements.

The experimental setup developed during the course of this thesis would also allow pulse

shaping experiments on peptides and proteins to establish a pulse shape database for

site-specific fragmentation. Experiments of this kind were already started for amino acids

[204, 205].

Some experimental issues have to be addressed before the scientific questions mentioned

above can be resolved. Is it possible to couple intense femtosecond laser sources with

available FT MS instruments without major reconstructions? Can fs-LID produce enough

signal, i.e., is the cross-section for photo-chemical processes large enough? For applications

in biology it is also important to maximize the information content of fs-LID fragmentation

spectra: What parameters can be used in an fs-LID proteomic experiment to tailor the

fragmentation character?

All these questions will be addressed in Part II of this thesis. A summary of the answers

found and a detailed discussion is presented in Section 6.3.
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5.1 Fourier transform ion cyclotron resonance mass

spectrometers

For primary structure elucidation of proteins and peptides, it is essential to assign the

fragments generated by activation with high confidence. Therefore, the mass spectrometer

must provide outstanding mass resolution and mass accuracy. Fourier transform mass

spectrometer (FT MS) instruments are widely employed in modern mass spectrometric

studies [206]. The most common FT MS is the Fourier transform ion cyclotron resonance

(FT-ICR) mass spectrometer [207]. As in all Penning traps, charged particles can be stored

(trapped) for a long time, which allows for highly accurate measurements. The physical

principle of ICR spectrometers was already described in 1932 by Lawrence et al. [208].

They derived the frequency for the motion of a charged particle in a magnetic field with a

field strength B, the so-called angular cyclotron frequency

ωc =
zB

m
, (5.1)

which is inversely proportional to the mass/charge ratio (m/z) of the charged particle.

Therefore, ICR instruments allow to measure masses of charged particles in a known

charge state by measuring the cyclotron frequency. Spinning ions in a magnetic field

induce oscillating image currents in detector plates. The frequency of the image current

can be precisely measured and delivers mass information with unrivaled accuracy.

After Lawrence’s early experiments, the technique evolved rapidly. The omegatron used

radio frequencies to resonantly extend the particle orbits, such that the ions hit a charge

collector device [209]. The signal-to-noise level could be improved by modulating ex-

perimental parameters, resulting in a modulation of the signal with a known frequency

(pulsed operation) [210]. The Fourier-transform type ICR spectrometer was introduced by

Marshall and coworkers [211]. They presented the FT-ICR technique in combination with

a frequency-sweep excitation scheme. The excitation frequency is consecutively resonant

with the cyclotron frequencies of a broad band of ions of various m/z values. Therefore,

the different species in the ICR cell are consecutively excited into larger cyclotron orbits.

This allows the detection of a broad band mass range [212] in a single excitation step. In

1983, Allemann et al. used a superconducting magnet as the magnetic field source. A field
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Figure 5.1: Illustration of the

three different types of motion in a

Penning trap. The axial motion is

an oscillation along the laser prop-

agation axis (x-direction) and the

magnetic field lines. The bi-circular

cyclotron and magnetron motion is

located in a plane perpendicular

to the magnetic field lines. Figure

adapted from [213].

axial
oscillation

cyclotron
motion

magnetron
motion

Figure 5.2: Illustration of the

ICR cell geometry used in the ex-

periments at hand. The indicated

circular motion within the cell cor-

responds to the magnetron orbit.

Note that the B field is rotated

90 ○ with respect to the B field in

Figure 5.1. Figure adapted from

[214].
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strength of up to 4.7 T allowed measurements with the highest mass resolution (m/∆m > 105

at m/z = 866 u/e) obtained at this time.

Once trapped, the molecules translate back and forth in the cell in a region of constant

magnetic field B = (B,0,0) on the central spectrometer axis (x-direction). In addition to

the trapping oscillation, the ions also perform a fast cyclotron (Equation 5.1) and a slower

magnetron bi-circular motion due to the Lorentz force that they encounter in the B -Field

[213]. This three-fold motion is depicted in Figure 5.1.

The cyclotron motion of charged particles, with angular frequency ωc, is solely due

to the magnetic field, as can be seen from Equation 5.1. The magnetron motion is

caused by the fact that magnetic and electric fields are used to store charges in three

dimensions. The trapping electric field is such that the particles oscillate harmonically

back and forth between the trapping electrodes, i.e., the potential φ along the x-direction
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is quadratic in x. From Maxwell’s equations in vacuum (see, e.g., [81]), it is known

that ∇E(x, y, z) = −∇(∇φ(x, y, z)) = 0. In order to fulfill ∇2φ(x, y, z) = 0 for a harmonic

potential in the x-direction, the electric field has to contain a radial component Er, with

r =
√
y2 + z2. This component leads to the so-called E ×B drift, which shows up as the

magnetron motion in Figure 5.1. Solving the classical equation of motion [213] reveals two

eigenfrequencies of the system

ω± = 1/2 [ωc ±
√
ω2
c − 2ω2

t ] , (5.2)

where

ωt =
√
qα/m (5.3)

denotes the angular trapping frequency, with α = const describing the trapping parameters

such as trapping voltage (Vt), the dimension of the trap, and its geometry. Many different

cell geometries are available today [215]. The smaller frequency in Equation 5.2 is the

magnetron frequency ω− = ωm = ω2
t/2ω+, while the larger frequency is the reduced cyclotron

frequency ω+ = ωc − ωm. While the cyclotron frequency leads to a spinning motion around

a magnetic field line, the magnetron frequency moves the ions around the cell center.

The superposition of the axial and the bi-circular motion leads to a cigar-shaped ion

cloud during storage [216]. The exact dimensions and position of the ion cloud prior to

excitation depends on various experimental parameters, e.g., injection time, injection angle,

a possible axis offset or skew, and the initial ion kinetic energy. Barlow et al. determined

the influence of these parameters [217] by using a non-commercial spectrometer. The

authors found the axial extensions of the cloud prior to excitation to be about 10 % of the

cell length and the ratio of this extension with respect to the cloud diameter to be about

25.

The activation of trapped ions creates a variety of fragments. The cyclotron radii of

these fragments are subsequently excited to a few centimeters. During excitation, the

cyclotron radius exceeds the magnetron radius and fragments of equal mass/charge-ratio

are bunched in the yz-plane, while the ion cloud stays extended in the x-direction [218].

The extended cyclotron motion now induces an ac voltage in the detector plates. The

recorded modulated signal is called free induction decay (FID) and its Fourier transform
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is proportional to z/m (Equations 5.1, 5.2 and 5.3) and provides the mass measurement.

The advantage of FT-ICRs over other mass spectrometric devices, such as Wiley-McLaren

type Time-of-Flight (ToF) spectrometers [219] or conventional Penning traps, is their

high mass resolution and accuracy for a wide mass/charge range1. Frequency-based mass

measurements (FT-ICR, Orbitrap) deliver the most accurate wide-range fragment mass

determination available today. The mass accuracy
∣mexp−m∣

m of frequency measurement-based

spectrometers is nowadays on the order of 10−6 (ppm, parts-per-million). FT-ICRs also

allow to resolve the isotopic progressions for a large range of mass peaks [195, 206]. The

resolution R = m/∆m can exceed 106. Fragments with masses2 of about 104 u differing by

only one proton or one neutron (m = 1 u) are distinguishable. Resolved isotope progressions

allow to determine the charge states of the fragments in FT MS spectra: Assuming a

charge state of z = 10, an isotope progression is expected with a difference in mass/charge

ratio for adjacent isotopic peaks of

m2

z
−
m1

z
=

1 u

z

exp.
= 0.10 u/e. (5.4)

Resolving such an isotope progression therefore allows a mass assignment with high

confidence.

5.2 Peptide structure and nomenclature

Peptides are composed of amino acids. Several hundred amino acids are known [221].

Only a minority of amino acids, called proteinogenic amino acids are found in proteins

of organisms. Most organisms encode 20 proteinogenic amino acids in their DNA. These

canonical amino acids are tabulated in Table 5.1.

Canonical amino acids are α-amino acids. They contain a carboxyl group, -COOH, an

amino (or amine) group, -NH2, and a specific side chain, R. The different structural parts

of amino acids are indicated by colored rectangles in Figure 5.3. The bond between the

carboxyl carbon and the carbon atom bearing the side chain (Cα) is called α-bond. The side

1Sophisticated versions of ToF analyzers can also reach a high mass-resolving power [220], with the
advantage of detecting even large analytes (protein-protein complexes, DNA etc.)

2Atomic mass unit: 1u = 1.66 ⋅ 10−27 kg.
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Canonical
amino acid

Composition
(-H2O)

Residue
mass [u]

3-letter
code

1-letter
code

SC
character

Rel. PA

Alanine C3H5NO 71.03711 Ala A 0.85

Arginine C6H12N4O 156.10111 Arg R Guanidyl 1.00

Asparagine C4H6N2O2 114.04293 Asn N Amide 0.92

Aspartic acid C4H5NO3 115.02694 Asp D 0.86

Cysteine C3H5NOS 103.00919 Cys C 0.86

Glutamic acid C5H7NO3 129.04259 Glu E 0.93

Glutamine C5H8N2O2 128.05858 Gln Q Amide 0.89

Glycine C2H3NO 57.02146 Gly G 0.84

Histidine C6H7N3O 137.05891 His H Aryl 0.95

Isoleucine C6H11NO 113.08406 Ile I 0.89

Leucine C6H11NO 113.08406 Leu L 0.87

Lysine C6H12N2O 128.09496 Lys K 0.95

Methionine C5H9NOS 131.04049 Met M 0.89

Phenylalanine C9H9NO 147.06841 Phe F Aryl 0.88

Proline C5H7NO 97.05276 Pro P 0.88

Serine C3H5NO2 87.03203 Ser S 0.86

Threonine C4H7NO2 101.04768 Thr T 0.88

Tryptophan C11H10N2O 186.07931 Trp W Aryl 0.88

Tyrosine C9H9NO2 163.06333 Tyr Y Aryl 0.88

Valine C5H9NO 99.06841 Val V 0.87

Table 5.1: Canonical amino acids and their molecular composition. The compositions and the mono-

isotopic mass of the amino acids are tabulated assuming the loss of a water molecule. Amino acids

containing photo-active side chains (SC) are labeled. The proton affinity (PA) values stem from the NIST

webpage and are presented relative to that of Arginine (1051 kJ/mol). The 1-letter code will be used in the

following sections.

chain determines the physical and chemical characteristics of the amino acid. Particularly

interesting for this work is the photo-activity of the peptides, which is enhanced if the
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Figure 5.3: Chemical struc-

ture of four selected amino

acids. Amino acids are com-

posed of a carboxyl group (blue

box), an amino group (green

box) and a side chain (red

box). The latter is determin-

ing the specific properties of

the amino acid. a) Structure of

phenylalanine, which contains

an aryl group (aromatic chro-

mophore) in the side chain. b)

The smallest amino acid glycine,

where the side chain is a sin-

gle hydrogen atom. c) As-

paragine containing an amide

group (-CONH2), and d) argi-

nine with a guanidyl side chain

(-NHCNHNH2).
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side chain bears an aryl group3. Phenylalanine (F, Figure 5.3 a)) contains an aryl group

in its side chain and is one of four amino acids with photo-activity in the near-ultraviolet

spectral region (the others are H, W, Y, see Table 5.1). Glycine is the smallest amino acid

with a hydrogen atom forming the side chain (Figure 5.3 b)). Asparagine is one of two

(N, Q) amino acids which contain an amide group (-CONH2), as shown in Figure 5.3 c).

Arginine contains a guanidyl group (-NHCNHNH2) in its side chain (Figure 5.3 d)) and is

easily protonated due to its large proton affinity. A similar behavior is found for lysine

(K) [222]. As can be seen in Table 5.1, F, N, Q, and E also have large proton affinities but

smaller than that of R and K. Among amino acids exhibiting the smallest proton affinities

are D, S, and L.

Amino acids form peptides in a condensation reaction, i.e., by release of a water molecule4

[223]. Peptide formation was observed for the first time in 1901 by Fischer et al. for

the smallest peptide glycine-glycine [224]. Amino acids are covalently bound via peptide

3An aryl group is a chemical compound that contains an aromatic ring system.
4The tabulated amino acid masses already assume the loss of an H2O molecule to simplify the calculation

of peptide masses and their fragments.
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bonds between adjacent amino acids. The amino acids thereby form a peptide backbone

H2N-CHR-CO-NH-CHR-COOH with the NH2 amino group at the so-called N-terminus

(or N-terminal) and the COOH carboxyl group at the C-terminus (or C-terminal) as

depicted in Figure 5.4.

The structure of peptides can be divided in sub-categories. The tertiary structure denotes

the global shape of a peptide. Many adjacent amino acids often form well-ordered (folded)

subunits, such as β-sheets and α-helices, which are called secondary structure. The primary

structure denotes the composition (amino acid sequence) of the peptides. The elucidation

of the primary structure is the subject of mass spectrometric proteomics.

5.2.1 Nomenclature of peptide fragments

Sequence ions

The functional group -CO-NH-, indicated by blue colored atoms in Figure 5.4, is called

peptide link [227], while the red colored bond is called peptide bond. Cleavage of a

single peptide bond results in b- and y- fragments. The peptide fragment containing

the terminal amino group is called b-fragment, and the peptide fragment containing the

terminal carboxyl group is called y-fragment. In many cases, only one of the two fragments

carries a charge and the other cannot be detected by mass spectrometry. The names a,

x and c, z are assigned to fragments resulting from a bond cleavage left or right of the

peptide link (see Figure 5.4). The position of the cleavage is denoted with a numerical

subscript, which indicates the number of amino acids in the fragment. E.g, the term c2

indicates a two-amino acid N-terminal fragment after cleavage of an N-C bond, while x1

denotes a one-amino acid C-terminal fragment formed after a breakage of a C-C bond of

the peptide backbone (see Figure 5.4).

Beyond the description of peptide-chain cleavages, a nomenclature is required to describe

the loss of additional atoms. An unified nomenclature was introduced in 1984 by Roepstorff

and Fohlman [225] and extended four years later by Biemann [226]. Roepstorff proposed

an upper case nomenclature (A-fragment, B-fragment, etc.), using numerical indices and

dashes to indicate hydrogen loss or addition. Biemann used lower case letters to avoid

confusion with the single character amino acid notation. In addition, he proposed to
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Figure 5.4: Formation of a peptide (bottom) from individual amino acids (top) and nomenclature for

sequence ion cleavages [225][226]. The blue-colored atoms form the peptide link, of which the red-colored

bond is the peptide bond. Cleavage of the peptide bond results in b-fragments (N-terminal fragments)

and y-fragments (C-terminal fragments). Cleavage of the adjacent C-C or N-C bonds leads to a- and x- or

c- and z-fragments. A number subscript denotes the position of the bond cleavage within the peptide

backbone and the length of the resulting peptide fragment chain. In mass spectrometry, only charged

fragments can be detected and the hooks point to the side where the charge is located.

Table 5.2: Composition of possible

peptide fragments in the nomencla-

ture of this work (see text). The

term <1> denotes the peptide com-

position in terms of single-letter

amino acid codes (see Table 5.1).

The electron and the proton is la-

beled as e and p, respectively. The

term +/ − s indicates addition/loss

of species s.

a-fragment b-fragment c-fragment

+H+<1>-CO-e +H+<1>-e +H+<1>+NH-e

x-fragment y-fragment z-fragment

+CO+<1>+OH+p +<1>+OH+p -NH+<1>+OH+p
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minimize the amount of dashes by labeling the most abundant type of a fragment without

dashes. The y-fragments, as indicated in Figure 5.4, are often observed with an additional

hydrogen atom and another proton at the N-terminal group (positively charged, allowing

for cationic mass-detection). Y′′
1 and y1 is the Roepstorff and Biemann nomenclature for a

corresponding single amino acid y-fragment. In this work, the lower-case nomenclature

in combination with an explicit indication of the loss or addition of atoms or molecules

during fragment formation is used, e.g., y1 (±2H).

Table 5.2 summarizes the calculation of the mass of sequence ions. The term <1> denotes

the amino acid composition of the fragment and is the sum of the amino acid masses

presented in Table 5.1. As the amino acid masses are given assuming the loss of a water

molecule, N-terminal fragments (a, b, c) are calculated by adding the mass of a hydrogen

atom to the sum of amino acid masses (<1>). For C-terminal fragments (x, y, z), the

mass of OH has to be added. b and y fragments result from a cleavage of the peptide link

between two amino acids. a and x fragments result from a cleavage of the C-C backbone

bond (α-cleavage) and the mass of CO is subtracted for the N-terminal fragment, while

it is added for the C-terminal one. A cleavage of the N-C backbone bond results in c

and z fragments. Here, the mass of NH has to be added to the N-terminal fragments and

subtracted for the C-terminal fragment. In this work, positively charged fragments will be

detected. Thus, the electron mass is subtracted for N-terminal fragments and the proton

mass is added for C-terminal fragments. Fragments with a mass that is equal to a mass

calculated by Table 5.1 are standard sequence ions. Any deviation, e.g., an additional

hydrogen or a loss of a water molecule, will be indicated.

Commonly, most sequence fragments of protonated peptides are explained by the mobile

proton model [228]. Peptides are normally charged prior to analysis by adding a proton.

This proton might migrate along the peptide structure and statistically protonates atoms

in the vicinity of the peptide link inducing fragmentation. This charge-directed process

leads to a1-, bx- and yx-fragments and subsequently from bx to ax- and bx−1-fragments.

The production of b- and y-fragments can be enhanced by the Proline and the Histidine

effects, where the cleavage probability is enhanced close to these two amino acids. An

overview of the fragmentation pathways of protonated peptides was presented by Paizs

and Suhai [229].

Peptide backbone cleavages and therefore the production of sequence ions might also be
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explained by an α-cleavage initiated by the creation of a radical site at the peptide link.

This process is expected to be the dominant pathway when producing sequence ions in

this work as the peptide link is strongly photo-active.

Other peptide fragments

Molecule-laser interactions in the intensity regime considered in this thesis often lead

to multiple fragmentation and unusual bond cleavages. An additional nomenclature is

required to denote fragments that contain neither the carboxyl nor the amino terminal

group, i.e., the liberation of single amino acids (1AAS) or chains of amino acids (nAAS).

Fragments can also undergo an additional cleavage in their side chain. If the charge is

located on the side chain, the detected fragment is denoted as side chain cleavage (SC)

ion. Some 1AAS, 2AAS and SC fragments for the small peptide MRFA are displayed and

labeled in Figure 5.5.

Single amino acids (1AAS) are liberated mainly through α-cleavages5 and occur as cations

of type [H2N=CαH-SC]+ (1AAS immonium ions) and [Cα-SC]+ (α-type 1AAS ions).

According to the nomenclature presented in Figure 5.5 a), an arginine (R) with and

without the amino group will be denoted as R and Rα, respectively. A short notation

depicts a 1AAS fragment with the backbone amino group (e.g., R) with a green box

around the 1AAS sequence letter. A red box indicates the observation of a 1AAS fragment

without the backbone amino group (e.g., Rα).

Figure 5.5 b) shows side chain cleavage fragments. These fragments are similar to 1AAS

fragments but underwent an additional cleavage in the side chain of the amino acid. These

fragment types are denoted with Greek letter sub- and superscripts, which indicate the

positions of cleavages. α denotes the first carbon atom of the side chain, β the second,

and so on. A superscript star (∗) indicates fragments with an intact carbonyl group and

serves to distinguish them from ions that underwent CO loss. SC fragments, e.g., can

help to distinguish the amino acid leucin (L) from isoleucin (I), which have the same

composition and nominal mass (C6H13NO2). Due to the side chain sub-structures, the

fragment I/L-(C3H7) is predominantly generated by a side chain cleavage occurring in

leucin, while the fragment I/L-(C2H5) is due to the amino acid isoleucin.

5The cleavage of the α-bond between the Cα and the backbone carbonyl group.
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Figure 5.5: Extended nomenclature for fragments formed by multiple fragmentation and fragments

detached from the backbone structure for the model peptide MRFA. a) Fragments resulting from amino

acid stripping (AAS). Amino acid fragments containing the side chain and the -HN-CH- group are denoted

by the single letter amino acid code (e.g., R, marked in green). The same fragments without the -NH-

group are indicated with an α-subscript (e.g., Mα, marked in red). b) Fragments that underwent a cleavage

in the side chain are denoted by a Greek letter sub- and/or superscript. The superscript denotes the

position of the last side-chain atom in a fragment, counting from the backbone Cα (e.g., Mγ in the figure).

The subscript denotes the position of the first side-chain atom. For both cases, a) and b), a superscript *

(star) indicates that the fragment also contains the -(C=O)- group from the backbone structure. The

insets on the right offer a color-coded short-hand notation of all indicated fragments.
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Side chain fragments are commonly created by a so-called McLafferty rearrangement [230].

The process describes the cleavage of a neutral fragment from a parent radical cation,

which hosts a double bond at the radical site. Here, the rearrangement might be initiated

by the formation of a radical site at the amide link. Subsequently, a hydrogen atom from

the Cγ of the side chain is transferred to the carbonyl oxygen leading to a neutral side

chain compound. In order to be detectable in this work, the side chain must be charged.

This charge can stem from an additional photo-activation in the side chain or from a

mobile proton of the ionization process prior to MS analysis.

Internal fragments (nAAS), i.e., amino acid dimers and amino acid polymers, can also

be cleaved from peptides as a unit. An example is shown in Figure 5.5 b): the internal

fragment FβαA is of type 2AAS as it contains two Cα atoms from amino acid side chains.

To elucidate the composition and primary structure of peptides by mass spectrometry, a

sufficient number of distinguishable fragments must be generated. The ideal activation

method would produce all possible sequence fragments in a detectable charged state as

well as a large number of 1AAS and SC fragments for sub-structure determination.

5.3 Common activation methods for mass spectro-

metric analysis

To elucidate molecular composition of large molecules, e.g., the sequence of proteins [198,

203], the parent molecule is activated and fragments into smaller subunits, which are mass

analyzed. Common physical activation methods [231] are electron capture dissociation

(ECD) [232], collision-induced dissociation (CID) [233], black body infrared dissociation

(BIRD) [234] and infra-red multi-photon dissociation (IRMPD) [235, 236]. A common

chemical method is Electron Transfer Dissociation (ETD) [237].

In mass spectrometry, the activation methods are divided into ergodic and non-ergodic

methods. An activation process is called ergodic when the amount of energy introduced

into the molecule is redistributed by intra-molecular vibrational redistribution (IVR)

prior to fragmentation [238]. In this case, the fragmentation appears to be statistical

and cleavages occur in the weakest bonds. Such a process creates a limited number of
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fragments. Non-ergodic processes occur when the timescale of dissociation is faster than

that for vibrational energy redistribution. Activation can then lead to the fracture of strong

bonds. Therefore, non-ergodic activation can yield unusual fragments that often facilitate

composition elucidation of molecules and specific sub-structures therein. Apart from ECD,

all aforementioned methods are ergodic, i.e., dissociation occurs in the weakest bonds after

the activation energy is redistributed within the molecule. Ergodic fragmentation patterns

contain a limited number of fragments and offer insufficient information for composition

elucidation of larger molecules.

IRMPD methods work in the ergodic regime and employ continuous wave (cw) or quasi-cw

radiation. The simplest scheme is BIRD. Multiple photons of infra-red (IR) background

radiation or IR radiation from a filament are absorbed by trapped molecules and cause

dissociation. Other IRMPD methods use free electron lasers (FEL) [239] or CO2 lasers in

the mid-infrared range. The radiation heats the molecules and the energy is distributed

over the molecule via IVR. The molecules absorb photons until the weakest bonds undergo

dissociation. IRMPD activation dominantly leads to b- and y-fragments [231] and the

fragmentation patterns are very similar to CID patterns [214].

CID is also ergodic and mainly creates b- and y-type sequence fragments. The dominant

formation of b and y fragments from protonated precursors in ergodic activation is

understood in terms of the proton mobility model [228]. The activation method mobilizes

the proton and hetero atoms (nitrogen and oxygen) along the backbone get protonated

statistically. The protonation weakens the peptide bonds and induces cleavages forming

b and y fragments. If the proton is immobilized by strong basic side chains, Vicki et al.

proposed a mechanism, where the carbonyl oxygen acquires a hydrogen atom from an

adjacent side chain inducing the cleavage [228]. In most cases, y fragments dominantly

occur protonated and with an additional hydrogen.

ECD is non-ergodic but still predominantly results in b and y fragments [232]. Type c

and z fragments [240] and, to a smaller degree, type a and side chain fragments are also

formed by ECD activation. ECD produces discharged protonated peptides, induces radical

sites and results in a complex fragmentation pattern [241]. Besides sequence ions, the loss

of side chains and amino acid residues was reported. ECD fragmentation is expected to

proceed via a radical driven process, inducing multiple cleavages by single activation [241].

ECD does not produce immonium ions [242].
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For mass spectrometric detection the fragments must be charged. None of the above-

mentioned methods is capable of charging the investigated molecules to an appreciable

degree. In the case of positively charged peptides, ECD and ETD activation even discharge

the cations upon fragmentation. Therefore, many fragments remain uncharged and evade

detection. This is a particular drawback when analytes from living cells are subjected

to mass spectrometric investigation. In this case, the precursors are generated by soft

ionization methods, e.g., Matrix-Assisted Laser Desorption and Ionization (MALDI) [243],

resulting in a precursor charge state of 1+. This charge state is too low for activation

by ETD or ECD. Higher charge states can be obtained via electrospray ionization (ESI6)

[244] after the analyte is desalted.

Another challenging issue to be addressed in mass spectrometry is the presence of post-

translational modifications (PTM7) in peptides and the elucidation of small sub-structures.

CID efficiently dissociates labile bonds from post-translational marker molecules, which

can make composition elucidation ambiguous. Non-ergodic ECD enables the location of

post-translational sites [241].

5.4 Photo-chemical activation of peptides

In the ultraviolet and visible region of the electromagnetic spectrum, electronic excitation

of peptides occurs from bonding π to anti-bonding π∗ orbitals (ππ∗ transitions) and from

non-bonding n to π∗ orbitals (nπ∗ transitions). These transitions correspond to the lowest

electronic transitions, i.e., the transitions from the highest occupied molecular orbital

(HOMO) to the lowest unoccupied molecular orbital (LUMO). π orbitals are found in

all peptides in the carbonyl groups -(C=O)- or in aryl groups of aromatic amino acids

(Table 5.1). These two types of molecular sub-structures are often called chromophores.

Non-bonding n orbitals are found in the lone pairs of oxygen and nitrogen atoms in the

peptide backbone. Moreover, the nitrogen atom can donate its lone pair electrons to the

carbon atom of the amide bond resulting in -(O-C)=NH- as the peptide link structure. In

6ESI is typically used to charge analytes prior to in-vacuum mass spectroscopic investigations.
7The process of translation denotes the synthesis of proteins in living cells. Many proteins are modified

after translation, which alters their biochemical function. Such post-translational modification can be
difficult to detect in mass spectrometry.
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this configuration, the peptide link is polarized due to a positive character of the nitrogen

site and a negative character of the oxygen site. The latter configuration and the one

shown in Figure 5.4 form a resonance structure [245]. This resonance structure leads to an

extended π system distributed along the O C N chain. The amino acids glutamine

(Q) and asparagine (N) also bear an amide group in their side chains and therefore contain

the same extended π system. Another extended π system is formed in the side chain of

arginine (R). R contains a guanidyl group, which acts as a strong base. As the peptides

investigated in this study are charged by protonation, arginine will be protonated and also

forms a delocalized π system between the central carbon and all three adjacent nitrogen

atoms.

Proteins exhibit a strong absorption band around 180−210 nm [246, 247], involving the nπ∗

nitrogen/oxygen lone-pair excitation and the ππ∗ transition of electrons in the resonance

structure or the carbonyl double bond. These excitations are accessible by a four-photon

process with 800 nm femtosecond pulses. An increased size of the delocalized π electron

system results in a decrease of the energy gap between the HOMO and the LUMO.

Aromatic systems, as found in tryptophane and phenylalanine, show maximum absorption

between 250 nm and 350 nm [248, 249]. These aromatic amino acids can be efficiently

excited by ultra-violet (UV) radiation or by a three-photon process with 800 nm radiation.

Therefore, the peptide link and side chains containing chromophores are expected to be

efficiently activated by UV radiation or by non-resonant multi-photon interaction with

near-infrared (NIR) femtosecond laser pulses.

Nanosecond lasers at 193 nm and 266 nm were used for ultraviolet photo-dissociation

(UVPD) experiments at relatively low intensities of about 109 W/cm2. If resonances are

present, UVPD is very efficient and can completely dissociate small molecules. In 1984,

Bowers et al. [199, 250] irradiated small oligopeptides by 193 nm nanosecond laser pulses

and recorded broad-band UV absorption spectra. Aliphatic (non-aromatic and non-

cyclic) peptides showed no absorption between 260 nm and 400 nm but a sharp increase in

absorption below 250 nm. N-terminal ax fragments were abundant when the dipeptide LA

was irradiated by 193 nm nanosecond laser radiation. This indicated that the carbonyl

in the peptide link can be resonantly excited, resulting in α-cleavages. From the 193 nm

fragmentation pattern of the tripeptide LGF, Bowers et al. concluded that aryl groups

(aromatic rings) can also be efficiently excited by UV radiation, resulting in z-type
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fragments8. Weinkauf et al. resonantly ionized the aromatic ring located at the C-terminal

of small peptides by nanosecond UV radiation (260 − 290 nm) and thereby created a

hole in the electronic system [29, 30]. Depending on the peptide sequence, the authors

observed the transfer of the hole charge from the aromatic site to the N-terminal. This

was explained in terms of ionization energies of isolated amino acids. The charge could

only migrate from the C-terminal to the amino group if the ionization potential of all

intermediate amino acids was lower than that of the amino acid at the C-terminal. In

this case, the positive charge (hole) could migrate easily over at least four consecutive

amino acids via a through-bond mechanism. Using 266 nm nanosecond laser radiation,

Gabryelski et al. saw efficient dissociation of oligopeptides containing amino acids with

aromatic compounds [251]. They could observe a dominant amount of b-, c- and y-type

fragments and even some deep fragments9. Investigating aliphatic and aromatic amino

acids, Vorsa et al. demonstrated in 1999 that resonant femtosecond radiation of 195 nm

and 260 nm dominantly leads to α-cleavages [252]. They concluded that the cleavage

reaction is triggered by ionization of the aromatic compounds or the amino group.

5.4.1 Femtosecond laser-induced dissociation

The work described here uses non-resonant intense femtosecond laser pulses of up to

1015 W/cm2 at 800 nm to activate protonated peptides. The ionization potential of peptide

cations can be approximated by EIP(z) = 9.8 + 1.1z, as a function of the charge z of

the peptide [253]. Assuming the peptide is abundant in charge state (CS) +1 and is

ionized by photons with an energy of 1.55 eV (800 nm), ionization requires the absorption

of seven to eight photons in the MPI regime. Although the peptide ionization energies

were experimentally determined, the underlying processes were only discussed for smaller

molecules [254]. The efficiency of intense femtosecond laser pulses to generate charged

fragments and parent molecules in charge states larger than the initial charge state remains

an open question that will be addressed in the experiments here.

An evaluation of the intensity regime is required to discuss the physical processes underlying

8UV excitation of aryl groups causes the neighboring peptide bond to break, at least when the aromatic
amino acid is located at the C-terminal.

9In the literature, fragments originating from several consecutive fragmentation processes or very small
fragments from larger compounds are called deep fragments.
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fs-LID. In atomic physics, the Keldysh parameter γ = ω0/ω is a good indicator to distinguish

between the multi-photon and the tunneling regime (Chapter 1.1). The Keldysh parameter

compares the tunnel time (inverse of the frequency ω) to the laser optical period (inverse

of the laser frequency ω0). The potential in which the active electron moves is considered

to be a δ-function (zero-range potential) or a Coulomb potential. Both assumptions yield

reasonable values for the Keldysh parameter. As the size of the systems under investigation

increases, short-range potentials might not be an appropriate approximation anymore [255,

256]. Levis and DeWitt developed a structure-based model, taking into account the spatial

extent of the electron cloud in molecules [254]. The molecular electronic wavefunction is

obtained by ab initio calculations. As a potential the authors chose the one-dimensional

potential of the neutral that provides the largest distance between its classical outer

turning points at the molecule’s ionization potential (EIP). This optimal potential is then

superimposed with the laser electric field, revealing the tunneling barrier length ∆x and

therefore the tunneling frequency ω ∝
√
EIP/∆x, which can be compared to ω0. This adapted

Keldysh parameter was compared to the Keldysh parameter obtained with a zero-range

potential for different hydrocarbons [254]. Levis and DeWitt found that the tunnel regime

was accessible with decreased laser intensity for increasing molecular size. While this

adiabatic molecular single active electron (MSAE) approach can explain the lack of MPI

features in the photo-electron spectra of extended molecules for rather low laser intensities,

it fails to explain the experimentally observed wavelength dependence of the threshold

intensity I0 at which almost 100 % of the molecules become ionized. Lezius et al. developed

a non-adiabatic multi-electron (NME) model, where I0 is replaced by I0(ω0) [257, 258].

The model considers that delocalized electrons in the molecule are driven by the strong

laser field, polarizing the molecule. Due to the delocalized nature of π electrons, the

electronic response to the fast oscillating laser electric field is non-adiabatic. Additionally,

the molecular electronic energy levels at frozen nuclear coordinates are strongly Stark

shifted due to the varying electric field strength. In order to explain the rich fragmentation

pattern of large molecules, Lezius et al. suggested stepwise multi-electron excitation in

consecutive laser field cycles via non-adiabatic Landau-Zener transitions [259, 260]. In

a more recent publication, Konar et al. suggested that polyatomic molecules under the

influence of intense femtosecond laser fields fragment due to a two-step process [261]. First,

the molecule becomes ionized by single electron ionization, where the photo-electron takes

away most of the energy. Second, the ion is subsequently fragmented due to resonance
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enhanced photon absorption from the same laser pulse.

The molecule can dissipate photo-induced energy via radiative and non-radiative processes

possibly including a coupling of states with different multiplicity. Electronic de-excitation

proceeds via the radiative processes of fluorescence (no change in multiplicity) and phos-

phorescence (change in multiplicity). Intersystem crossing (change in multiplicity) can also

occur radiationless leaving the molecule in a vibrationally excited state. If the electronic

de-excitation occurs radiationless without a change in multiplicity the process is called

internal conversion. In large molecules with a high density of vibrational states the energy

can also be redistributed to other vibrational modes in iso-energetic electronic states such

that the energy is spread over the whole molecule (intramolecular vibrational redistribu-

tion). When the redistribution reaches a vibrational continuum the molecule dissociates

which usually cleaves the weakest bonds. This process can only occur if the laser pulse

durations are sufficiently long and vibrational modes can be effectively populated while

IVR takes place. Therefore, IVR is not expected to play a dominant rule when fs-LID is

used to activate the molecules.

The maximum laser intensity employed in this study is ≈ 1015 W/cm2 and well above the

saturation intensities for large molecules [262]. Hence, the protonated precursors can be

efficiently ionized, i.e., [M+H]+ → [M+H]2+ → [M+H]3+. When the molecule is highly

charged it possibly dissociates by Coulomb explosion. Due to the high laser intensity

ionization is possible at all sites of the molecules. If a dissociative energy curve is populated

the molecule will directly dissociate close to the positive hole in the electronic structure

leading to unspecific fragments, as the hole can be created anywhere in the molecule. On

the other hand, the hole might also migrate to particular molecular sites inducing specific

cleavages. Gil et al. calculated that a positive charge introduced by ionization of neutral

gas-phase amino acids will relocate to the amine group or the aryl group for aliphatic

and aromatic amino acids, respectively [263]. Such a process cannot be distinguished

from specific and local ionization at the extended π systems in peptides, which would also

induce cleavages in the backbone structure and in the side chain of aromatic compounds.

In any case, energy dissipation may be accompanied by a loss of the neutral groups CO or

CO2 as these compounds are good leaving groups. Depending on the irradiation time, the

fragments could also be further ionized and/or undergo secondary fragmentation when

molecules interact with several laser pulses.
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Lockyer et al. reported fs-laser fragmentation of valyl-valine at different wavelengths

(266 nm, 400 nm and 800 nm) [264]. They observed a large number of deep fragments and

found that aromatic amino acids are no prerequisite for efficient fragmentation (see also

[265]). In the course of this thesis several highly relevant papers on the topic of fs-LID in

mass spectrometry were published by the group of Dantus and Reid. In 2009, Kalcic et al.

compared fs-LID and CID spectra of peptides containing eight to ten amino acids [266].

Although the dissociation efficiency for the parent ion was only about 10 %, fs-LID offered

better peptide sequence coverage as compared to CID. In 2010, Smith et al. used fs-LID

and a quadrupole ion trap to investigate the fragmentation behavior of phosphopeptides

and identified the position of a post-translational modification (phosphomarker) [267].

This was not possible with conventional ergodic activation methods due to the labile

character of the marker bond. They also found that fs-LID activation can generate all

possible sequence ions (a, b, c, x, y, z). In another work of the same group, fs-LID was

used to study the photolysis of medium-sized peptides [268]. Full sequence coverage was

obtained for these peptides and dissociation efficiency (precursor depletion) reached 35 %.

Smith et al. also showed that aromatic amino acids are not required for activation. In

a recent study, Duffy et al. dissociated small polypeptides and single amino acids by

800 nm femtosecond laser radiation [269]. The dominant fragment ion was a side chain

residue if the amino acid contained an aromatic compound, while for aliphatic amino

acids the immonium ion (loss of the carboxyl group COOH) was dominant. Reitsma et al.

dissociated protonated leucine enkephalin ([YGGFL+H]+) with a 780 nm,12 fs laser pulse

and found that most of the fragments are immonium, side chain and small sequence ions

formed in the MPI regime at intensities up to 1014 W/cm2 [270].

Existing experiments using fs-LID on smaller polypeptides could not clearly establish the

ergodicity of the activation process [266, 269, 271, 272]. Using low-intensity (109 W/cm2)

femtosecond radiation to dissociate β-carotene, Weinkauf et al. observed an ergodic frag-

mentation spectrum, while a non-ergodic fingerprint was detected when the polypeptide

gramicidin D was photo-fragmented [30]. Grégoire et al. used 266 nm and 800 nm fem-

tosecond radiation in a pump-probe scheme to photo-dissociate the protonated dipeptide

WL. They concluded that some fragments are formed by ergodic processes, while others

are due to a fast direct dissociation from electronic excited states. A typical sign for

ergodic fragmentation is the loss of weakly-bound marker molecules, as observed in CID
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experiments. In fs-LID spectra of peptides, marked with a weakly bound phosphate group,

the fragmentation channel of marker loss was weak, indicating non-ergodic fragmentation

[266]. The authors observed broadened time-of-flight peaks when they dissociated small

peptides by 267 nm femtosecond radiation. This was attributed to delayed ergodic frag-

mentation. On the other hand, especially with 800 nm femtosecond radiation, a and z

(and a smaller amount of y1 and b2) sequence fragments, as well as side chain fragments,

were generated when the neutral tripeptide LLY was photo-dissociated. These results were

attributed to radical-driven bond cleavages after ionization occurred at the oxygen atom

(forming a radical cation, maybe accompanied by McLafferty rearrangement [230]). Konar

et al. investigated the dissociation of smaller polyatomic molecules by femtosecond laser

radiation and concluded that the fs-LID process is of ergodic nature [261].

The charging ability of fs-LID activation was already pointed out by Weinkauf et al. in

1994 [271] and precursor charging was observed in some fs-LID experiments [266–268].

Other fs-LID studies did not report on precursor charging or higher charged fragments

[264, 269]. So far, charging of photo-fragments was not reported at all, maybe due to a

lack of resolution of the employed mass analyzers.

The above-mentioned experiments indicate that fs-LID might be a valuable tool for

proteomics, especially because femtosecond laser activation causes enhanced fragmentation

of biomolecules as compared to nanosecond laser activation [273]. To establish the relevance

of fs-LID in proteomics, this work used intense 800 nm, 40 fs laser pulses. The intensity

used here reached about 1015 W/cm2, two orders of magnitude higher than in previous studies.

The laser was coupled into a high-resolution, high-accuracy FT-ICR mass spectrometer

for sequencing of large peptides. The properties of the mass analyzer allow for fragment

assignment over a larger mass range with greater confidence as compared to published

experiments.
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Chapter 6

Femtosecond laser-induced

dissociation and Fourier transform

mass spectrometry

The work presented in this Chapter is based on a joint research project of the MBI and the

laboratories of Prof. Linscheid at the Humboldt University in Berlin. The latter hosted the

Fourier transform mass spectrometer. The experiments have been conducted and analyzed

in close collaboration with Andreas Kühn. At the MBI the work was supervised by Prof.

Hertel and Prof. Schultz.

6.1 Experimental

6.1.1 Laser system and beamline

A commercial Ti:Sa laser system, consisting of an oscillator (Tsunami, Spectra Physics)

and an amplifier (Spitfire, Spectra Physics) was used for the experiments described here.

The laser produced 40 fs pulses with up to 3 mJ pulses energy at a central wavelength of

800 nm. The repetition rate was 1 kHz.

A SPIDER [151] continuously monitored the pulse duration during the experiment. A
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Figure 6.1: Scheme of the experimental setup. An amplified femtosecond laser is spatially stabilized and

coupled to an FT-ICR mass spectrometer. A beamsplitter (BS1) couples a fraction of the laser radiation

into a SPIDER for pulse duration analysis. A second beamsplitter (BS2) and a 300µm thin quartz glass

plate couple two additional diagnostic beams into a camera and allow spatial beam stabilization via two

piezo-controlled mirror mounts (PM1, PM2). A focusing mirror (FM) reflects the beam through a 300µm

thin quartz glass window (FS2) into the ICR cell. A shutter controls the irradiation/ activation time.

Molecules are charged and injected into the ICR cell via an ESI source. Ions are mass and charge selected

in a quadrupol mass filter prior to the transfer into the ICR cell, which is pervaded by a 6 T magnetic

field.

home-built beam stabilization system [274] (see Figure 6.1) actively stabilized the beam

pointing to compensate for thermal drifts. To this end, diagnostic beams were picked

up at two spots along the beam path. A leakage through a 45 ○ dielectric coated high

reflector provided the first diagnostic beam, while the second diagnostic beam for the

feedback loop was reflected off a thin (300µm) fused silica glass plate further downstream

in the beam path. Both beams were recombined on a beam splitter and focused onto a

camera. Software programmed in the course of this thesis stabilized the spot position

on the camera by steering two piezo-driven mirror mounts. The system allowed a very

accurate and stable laser positioning on a multi-hour timescale.

A spherical mirror (r = −3 m) focused the laser into the ICR cell. The fused silica entrance
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window was 300µm thin and was positioned as close as possible to the focusing optic to

avoid non-linear effects within the window. Gaussian beam optics [275], the initial beam

diameter1 d = 8 mm, and the focal length f = 1.5 m was used to estimate the focal beam

diameter d0 = 2 ⋅ ln 2 ⋅ f ⋅λπ⋅d = 66µm. The maximum laser intensity I0 in the focus is [275]

I0 = 0.83 ⋅
E

τd2
0

, (6.1)

where E is the pulse energy and τ is the pulse duration. Peak intensities of about

1 ⋅ 1015 W/cm2 are reached in the ICR cell. The laser intensity varies by a factor of 2 along

the propagation direction within the Rayleigh length of lR = π
λ (d0/2)

2
= 4.3 mm. As it was

technically impossible to evaluate the laser focal position with respect to the ion cloud

stored in the ICR cell, the irradiation intensity can only be estimated to be in a range

of 1013 − 1015 W/cm2. In any case the intensity should be sufficient to efficiently ionize the

molecular species.

To irradiate molecular ions for controlled irradiation times a home-built laser shutter [276]

was triggered by the FT-ICR software. Typical shutter opening times (i.e., activation

times) range from 100 ms to 2 s.

6.1.2 FT-ICR mass spectrometer

Dilute molecular samples were provided by a syringe pump with a constant flow of 5 µL/min.

Molecules were charged and injected into the vacuum system by an electrospray ionization

source (ESI) [244]. A prototype of the hybrid mass spectrometer LTQ-FT from Thermo

Finnigan was used. It provided two consecutive detector systems: A 2D linear ion trap

(LTQ) and an FT-ICR mass spectrometer unit. The latter contains a cryogenically cooled

6 T superconducting magnet. The low mass resolution LTQ was used to collect and isolate

molecular ions of a particular m/z range prior to ion transfer into the ICR cell. The

purified sample was transferred into the high vacuum interaction and detection region

(ICR cell) of the spectrometer by pulsed electric fields. Ions with m/z = (50 − 2000) u/e

could be detected in the ICR spectrometer.

1Full width at half maximum
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To determine the eigenfrequencies of the ions (Equations 5.2 and 5.3), the geometrical cell

parameter α has to be estimated. Assuming a typical trapping voltage of 10 V and taking

into account the cell length of 100 mm and the open cylindrical design, the cell parameter

is given by α = 7.736 ⋅ 103 V/m2 [277]. The trapping frequency of the lowest m/z = 50 u/e and

highest m/z = 2000 u/e value is ωt = 122 kHz and ωt = 19 kHz, respectively.

Assuming a magnetic field strength within the cell of 6 T, the cyclotron frequency is

ωc = 11.578 MHz and ωc = 0.289 MHz for the smallest and the highest m/z ratio, respectively.

It follows that ω+ = 11.577 MHz and ω− = 642 Hz for m/z = 50 u/e and ω+ = 0.288 MHz and

ω− = 623 Hz for m/z = 2000 u/e. Thus, the magnetron frequency is comparable to the laser

repetition rate, while the trapping frequency and the cyclotron frequency are much higher

than the laser repetition rate (1 kHz). Synchronization of the ion cloud motion and the

laser pulses is not considered.

As the present experiment employs a commercial spectrometer, the size of the ion cloud

cannot be measured. Expected parameters are an ion cloud axial extension of about

1 cm with a diameter of 400µm (Section 5.1). Before cyclotron excitation the cyclotron

radius is small and the radial extent of the cloud is determined by the magnetron motion.

Therefore, the initial magnetron radius can be estimated to be about r− = 200µm. The

kinetic energy stored in the magnetron motion is E = 1
2Jω

2− with the moment of inertia

being J =mr2−. Assuming a particle with a mass of m = 2000 u and an angular magnetron

frequency of ω− = 623 Hz the magnetron kinetic energy evaluates to E = 0.2µeV. This

has to be compared to the kinetic energy release in Coulomb explosions which is on the

order of eV and therefore much higher than the magnetron kinetic energy [278]. Hence,

fragments created by Coulomb explosion might escape the radial trapping potential. With

the available laser intensities it is expected that a substantial amount of photo-fragments

will evade detection and the overall ion signal is expected to decrease with irradiation

time.

The number of charges initially stored in the trap is on the order of 5 ⋅ 105 [279] and the

ion number density is about 4 ⋅ 1015 m−3. As the laser intensity is well above the saturation

intensity, each molecule inside the laser focus will be ionized. The laser beam diameter is

about 17 % of the diameter of the ion cloud. The magnetron motion therefore determines

the timescale of precursor depletion as the ion cloud has to pass by the laser several times.

Full precursor depletion is expected after some seconds of laser activation.
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Mass resolution and accuracy

To determine the mass resolution and mass accuracy of the mass spectrometer, the

measured masses must be compared to known values. Masses of the relevant atoms are

shown in Table 6.1.

Figure 6.2 shows a fragmentation spectrum of the protein lysozyme (m = 14305 u), activated

by fs-LID. The blue-marked inset depicts an enlarged section (m/z = 1431.41 u/e) of the

spectrum with the isotopic structure resolved. The isotopic heterogeneity is mostly due

to 2D (deuterium) and 13C isotopes and the peaks are spaced by ∆m = 1. The difference

in mass/charge ratio for adjacent peaks is used to evaluate the charge state of the ion

by Equation 5.4. In this case, a charge state z = +10 e is assigned and the exact mass

of m = 14314 u can be determined for the detected species. A similar consideration of

the parent ion signal near m/z = 1600 u/e reveals that the parent is nine-fold protonated

([M+9H]9+, m = 14314 u). It can be concluded that the lysozyme parent ion was singly

ionized in the activation process to form the daughter ion under consideration. A similar

analysis of the peaks at m/z ≈ 1300 u/z and m/z ≈ 1200 u/z reveals that the activation can

further ionize the parent ion ([M+9H]9+) resulting in the eleven- and twelve-fold charged

daughter ion.

The systematic analysis of isotope patterns is performed through computer-aided compari-

son of observed and simulated isotope progressions. All assigned species in the following

sections account for possible isotope patterns. The isotopic mass of the most abundant

isotope composition will be tabulated and discussed.

The resolution R of the spectrometer in this specific mass region is determined as follows:

The full width at half maximum (FWHM) of the peak at m/z = 1431.41 u/e is 0.048 u/e. Two

adjacent signals at 1431.41 u/e, separated by 0.048 u/e, can be distinguished. Therefore, the

resolution of the mass spectrometer in this specific mass range is R = m
∆m = 1431.41 u/0.048 u =

H 12C 14N 16O 31P 32S e (electron)

mass [u] 1.007825 12.000000 14.003074 15.994915 30.973761 31.972071 5.486 ⋅ 10−4

Table 6.1: Masses of relevant atoms and the electron mass. Data from NIST webpage.
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Figure 6.2: Fragmentation spectrum of lysozyme (m = 14305 u, nine-fold positively charged by protonation

in the ESI process), activated by fs-LID. The left inset shows an enlarged section of the spectrum with the

assignment and mass accuracy for selected fragments. The right inset shows the rich isotopic spectrum for

photo-ionized Lysozyme (9-fold protonated, singly ionized).

30000. The resolution of the FT-ICR can be adjusted via software. The resolution is

increased with increasing sampling time. Typical values of the resolution are between

R = 10⋅103 (survey scans) and R = 10⋅105 (high-resolution scans) in the present experiments.

FT MS instruments provide an outstanding mass accuracy, which is specified in parts-

per-million (ppm). For each mass signal, the accuracy denotes the difference between

measured and calculated mass, normalized to the calculated mass. As depicted in the

low mass region of Figure 6.2 (red inset), it is possible to assign mass/charge peaks to

specific fragments with an accuracy on the order of 10−6. For the mass signal at 86 u,

the difference of the experimentally obtained mass mexp = 86.09626 u and the calculated

mass mcalc = 86.0964254 u (for C5H12N-e−) is ∣mexp −mcalc∣ = 1.6 ⋅ 10−4. Hence, the mass

accuracy is
∣mexp−mcalc∣

mcalc
= 1.9 ppm in the selected mass range. Typical mass differences of

different chemical species with identical nominal weight exceed 10 ppm. For example, to
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distinguish N2 (m1 = 28.006148 u) from C2H4 (m2 = 28.031300 u) at a nominal mass of

m = 1000 u an accuracy of about ∣m1−m2

m
∣ = 25 ppm is required.

The red inset in Figure 6.2 also shows mass peaks in the low-mass region, annotated with

“Freq”. These peaks originate from electrical noise in the spectrometer. The “Freq” peak

positions are known and do not affect the interpretation of the spectra.

The performance of the FT MS instrument in terms of resolution and accuracy allows to

detect and assign mono-isotopic mass peaks. In addition, the isotope progression from

natural (isotopically heterogeneous) samples can be compared to simulations to further

increase the confidence in the peak assignment.

6.1.3 Molecular targets and data analysis

The combined femtosecond laser-Fourier transform mass spectrometer setup was used for

peptide sequencing experiments. Different peptides with various charge states and the

protein α-lactalbumin2 were chosen as molecular targets, as summarized in Table 6.2.

All the molecules contain at least one aromatic amino acid (H, F, W, Y). The relatively

large peptide Pep72 contains only one aromatic compound (F) in the center of its sequence.

Histidine (H) and tryptophan (W) occur only in Pep73. The peptide 1P contains a

phospho-marked serine, S[p] (a post-translational modification). 1P and Pep71 contain

a phenylalanine at their N-terminus. In 1P no other aromatic compound occurs in the

sequence.

A typical measurement consisted of a series of 50 consecutive MS scans. The scans were

averaged and the centroids of the mass peaks were calculated by the Xcalibur software

package (Thermo Fisher Scientific) prior to further data analysis. For all species, the

ion target value in the LTQ was kept constant at 5 ⋅ 105. Measured fragment intensities

were corrected for ion injection times and charge states of the detected signals to obtain

corrected abundances, correlated to the actual number of ions. In the following, these

numbers are referred to as abundance. The uncorrected signal of the FT mass analyzer is

shown for FT spectra. Here, the signal will be normalized to the parent ion signal or to

the maximum ion signal in the plotted range.

2This protein is abundant in milk and essential for digestion and is commonly studied [280, 281].
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Sequence
Abbre-
viation

Mono-isotopic
mass [u]

Initial charge
state (iCS)

MRFA MRFA 524.264995 1+

FNDDFSR Pep71 899.377334 1+ | 2+

VDEDQPFPAVPK Pep72 1340.661219 1+ | 2+

LAAHPPSAFWR Pep73 1251.651264 1+ | 2+ | 3+

FQS[p]EEQQQTEDELQDK 1P 2060.821174 2+

α-Lactalbumin (P00711) aLact 14176.808756 9+

Table 6.2: Investigated molecules and corresponding abbreviations used in the current work. Lower case

[p] denotes a post-translational modification (phosphorylation) of the preceding amino acid.

Figure 6.3: Structural formula of selected peptides from Table 6.2. Top to bottom: Pep71, Pep72,

Pep73.
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The peak assignment was supported by a home-built software. The programs suggested

fragment compositions based on the known peptide sequence, accounting for the sig-

nal/noise (S/N) ratio and the accuracy of the assignment. Signals assigned here typically

have S/N≥ 3 with an accuracy better than 10 ppm. The charge state assignment was

performed by the FT MS instrument software and was manually confirmed by comparing

the measured isotope progression to a calculated isotope progression.

A general survey of fragmentation patterns cannot be presented here, because the high

density of mass peaks inhibits useful rendering. This is readily apparent, e.g., when

considering the spectrum and the zoomed insets in Figure 6.2. Only for the two smallest

peptides (MRFA (Figure 6.4) and FNDDFSR (Figure 6.12)), a survey spectrum is presented,

showing the most abundant signals. For clarity, other fragmentation spectra are shown as

snippets.

6.2 Experimental results

Fs-LID activation was investigated for a variety of peptides and the protein α-lactalbumin.

In all cases, more than 50 % or, in some cases up to 98 % of the signal could be assigned

to four major fragmentation channels, which will be referred to as selected channels in

the following. These channels are important for peptide sequence elucidation and will be

discussed in detail. The remaining signal results from small and unspecific fragments.

6.2.1 Fragmentation channels of MRFA

The fs-LID fragmentation of the small, singly charged model peptide MRFA (Figure 6.4)

serves to illustrate the dominant fs-LID fragmentation channels. 40 ion signals with a

signal/noise ratio larger than 3 could be identified. 25 of these signal peaks (63 %) were

assigned with an accuracy better than 5 ppm. These signal peaks explain 88 % of the

fragment signal. The signal assignment, the experimentally obtained mass, the fragment

type, and its charge state are tabulated in Table 6.3. The assignment was used to annotate

the fs-LID spectrum of MRFA as shown in Figure 6.4.

Peptide activation and subsequent dissociation by non-resonant femtosecond laser radiation
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resulted in cleavages in the side chains of amino acids. SC fragments, e.g., Mγ or Rε
α ions,

were observed in the fs-LID spectra of MRFA. SC signals were especially large if the side

chain contained a chromophore (R and F, see Table 6.3).

Fs-LID activation also lead to a stripping of single amino acids (1AAS). 1AAS fragments

were detected for all amino acids in MRFA if the resulting m/z value was within the

detectable mass range. 1AAS fragments dominantly occurred as immonium ions, i.e.,

amino acids that underwent a CO loss at the C-terminal with the charge located at the

N-terminal. Therefore, the fs-LID spectrum showed signal peaks corresponding to M, R,

and F. The immonium ion of alanine (A, m/z = 44.04948 u/e) was below the lower mass

limit of the spectrometer and could not be observed.

A significant amount of fragments was assigned to amino acid dimers (2AAS), e.g., MβR∗,

RαF, and MR. The latter terminal fragment, which did not undergo a cleavage in its

side chain, is a b2 sequence ion. Note that short N-terminal sequence ions cannot be

distinguished from 1AAS and 2AAS fragments. In the present case, the sequence of the

peptides investigated is known and N-terminal fragments are denoted as such.

A large number of signal peaks was assigned to sequence ions (Seq), namely M (a1, b1),

MR (a2, b2), FA (y2), and RFA (y3, z3). b- and y-type fragments are most abundant.
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Figure 6.4: Annotated fs-LID fragmentation spectrum of MRFA (singly protonated), activated for 2 s

with 2 mJ, 40 fs, 800 nm pulses. Sequence ions, 1AAS, 2AAS and SC fragments are labeled. The inset

shows the short annotation of MRFA, marking the fragments observed. For clarity, 2AAS fragments are

not indicated. Masses and abundance of the fragments can be found in Table 6.3.
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m/z [u/e] Fragment CS Abundance m/z [u/e] Fragment CS Abundance

All fragments 38660 Amino acid dimers (2AAS)

226.13113 MβR∗ 1+ 2652

Side chain fragments (SC) 261.17221 RαF+H-e 1+ 1557

56.04956 Mγ-H-e 1+ 2165

61.01066 Mγ-e 1+ 2285 Sequence ions (Seq)

70.06513 Rε
α-e 1+ 3011 65.51969 b1-H/M∗-e 2+ 117

77.03858 Fγ-e 1+ 269 104.05284 a1/M+H-e 1+ 1002

86.07128 Rγ-e 1+ 461 120.56751 a2-H2O-H 2+ 104

87.07856 Rγ+H-e 1+ 1033 131.03993 b1-2H/M∗-H-e 1+ 985

91.05368 Fβ-e 1+ 1469 237.12336 y2+H 1+ 4963

238.13119 y2+2H 1+ 414

Single amino acid fragments (1AAS) 287.14104 b2-H/MR∗-e 1+ 1104

103.05423 Fα-H-e 1+ 408 288.14887 b2/MR∗+H-e 1+ 208

112.08693 Rα-H-e 1+ 2124 377.20575 z3 1+ 83

120.08078 F+H-e 1+ 2457 393.22448 y3+H 1+ 3304

129.11348 R+H-e 1+ 543 394.23230 y3+2H 1+ 558

157.10898 R∗+H-e 1+ 788

Table 6.3: Fragment ion mass, assignment, charge state (CS), and abundance for fs-LID fragmentation

of MRFA (singly protonated), activated for 2 s with 2 mJ, 40 fs, 800 nm pulses. The assignment was used

for the annotation of Figure 6.4.

These fragments are particularly important for primary structure (amino acid sequence)

elucidation of peptides and proteins. In conjunction with the 2AAS fragment RαF, the

sequence ions yield complete sequence coverage for MRFA.

Charging of the precursor and its fragments

The b1 and a2 sequence fragments were also observed in charge state 2+, which is higher

than the initial parent ion charge state of 1+ (Table 6.3). The isotope progression could be

used to verify the charge state of the b1 fragment. The a2 fragment has a low abundance

and lacks isotope peaks. Nevertheless, the accuracy of the assignment (2.3 ppm) allows a

clear assignment.
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Charging of the intact parent molecule (precursor) was not observed for MRFA. For

larger peptides, the precursor charging (PC) channel could be identified. Pep73 in CS +1,

activated by fs-LID, showed a signal from the doubly charged parent ion [M+H]2+-CO2

and the triply charged parent ion [M+H]3+-CO2. Upon activation of Pep73 in CS +2, the

triply charged species [M+2H]3+-CO2 was observed. Activation of singly charged Pep71

and Pep72 also resulted in [M+H]2+-CO2 formation. In both cases, the triply charged

species ([M+2H]3+) could only be generated from the doubly protonated parent ion and

does not show a loss of CO2. For details on Pep73, see Section 6.2.3.

It should be noted that precursor charging occurs with different propensities for different

peptides and is most prominent for Pep73 and the large peptide 1P. The PC channel

contributes up to 23 % of fs-LID products for Pep73 and 1P, but less than 2 % for all other

peptides when 3 mJ, 40 fs laser pulses are used for activation.

6.2.2 Experimental parameters

As presented in Section 6.1.1, the activation laser delivered 800 nm, 40 fs pulses with 3 mJ

pulse energy and was operated at a repetition rate of 1 kHz. The laser peak intensity in

the mass spectrometer was estimated from the laser parameters and focal conditions to be

about 1 ⋅ 1015 W/cm2.

Several experimental parameters were varied to obtain information about the fragmentation

characteristics of proteins interacting with high-intensity ultrashort laser fields. The

parameters include the size and initial precursor charge state (CS) of the protein targets,

and laser parameters like pulse duration, pulse intensity and activation time.

In the following sections, a systematic study of how these parameters influence the

fragmentation patterns is described. The analysis is presented for a subset of molecules,

but agrees with the findings for all investigated species.

Laser intensity

The laser intensity I ∝ E
τ ⋅A can be varied by changing the laser pulse duration τ , while

maintaining constant pulse energy E or through tuning the pulse energy, while maintaining
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2 mJ 2.5 mJ 3 mJ

All fragments 3939 37656 35648

SC
0

(0)

500

(1)

428

(1)

1AAS
303

(1)

12847

(4)

13034

(4)

2AAS
0

(0)

1767

(4)

1117

(3)

Seq
459

(6)

13030

(32)

10452

(25)

PC(-CO2) 1482 2301 3603

Selected channels 2244 30445 28634

Table 6.4: Abundance for Seq

ions, 1AAS and 2AAS fragments,

SC fragments, and PC(-CO2)

species. The values in brackets

give the number of distinct frag-

ments observed. The phospho-

peptide 1P was irradiated with

three different laser pulse ener-

gies for 2 s of activation time

with a laser pulse duration of

40 fs.

constant pulse duration. First, the pulse energy was adjusted by using a short pulse

attenuator consisting of a thin film polarizer and a waveplate. Later the laser pulse

duration was varied by detuning of the grating compressor. Due to the non-resonant

character of the activation processes, the resulting chirp is not expected to have a significant

influence on the ionization or the fragmentation efficiency.

Variation of the pulse energy between 2 mJ and 3 mJ for an activation time of 2 s and a

laser pulse duration of 40 fs altered the fragment abundance significantly as it is shown in

Table 6.4 for the doubly charged peptide 1P. Almost an order of magnitude more fragments

were observed when the laser pulse energy was increased from 2 mJ to 2.5 mJ. Only the

PC channel is of comparable strength for the different pulse energies.

The PC channel was dominant for the lowest pulse energy of 2 mJ and created 38 % of

all observed fragments. A smaller amount of sequence ions and a 1AAS fragment was

observed (12 % and 8 %, respectively). 2AAS and SC fragments did not contribute to

the fragment signal. About 57 % of the generated fragments resulted from the selected

activation channels introduced in Section 6.2.1.

For higher pulse energies of 2.5 mJ and 3 mJ, Seq ions and 1AAS fragments were responsible
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Table 6.5: Abundance for Seq ions, 1AAS

and 2AAS fragments, SC fragments, and PC(-

CO2) species. The values in brackets give the

number of distinct fragments observed. The

phosphopeptide 1P was irradiated with two dif-

ferent laser pulse durations for 5 s of activation

time with a laser pulse energy of 3 mJ.

200 fs 40 fs

All fragments 40533 40469

SC
0

(0)

727

(1)

1AAS
9402

(4)

13988

(5)

2AAS
2018

(3)

2727

(3)

Seq
17248

(21)

13891

(14)

PC(-CO2) 502 810

Selected channels 29169 32188

for 66 % and 69 % of the fragment signal. 2AAS fragments (5 % and 3 %), SC fragments

(1 % for both energies), and PC ions (6 % and 10 %) formed a minor contribution. About

80 % of the generated fragments resulted from the selected channels.

Increasing the pulse energy from 2 mJ to 2.5 mJ and 3 mJ increased the number of PC ions

by a factor of 1.5 and 2.4, respectively. The abundance of 1AAS fragments was enhanced

by a factor of 43, as compared to low pulse energy. For Seq ions, the factor was about 25.

The 1AAS channel showed a comparable yield for both of the highest pulse energies

(abundance of 12847 and 13034) and four distinct 1AAS fragments were identified. This

number must be compared to the number of distinct amino acids in 1P. The peptide 1P

consists of 12 amino acids, of which eight are distinguishable. I.e., 50 % of the amino

acids can be identified with the current experimental parameters. 2.5 mJ pulses resulted in

slightly more 2AAS fragments (abundance of 1767 and 1117), as compared to 3 mJ pulses.

Also the number of distinct 2AAS fragments decreased from four to three. The same trend

was observed for Seq ions (abundance of 13030 and 10452). The number of distinct Seq

ions decreased from 32 to 25, when the pulse energy was increased from 2.5 mJ to 3 mJ.

For both pulse energies only one SC fragment was observed, with a comparable but low

abundance.



Chapter 6. Fs-LID and FT MS 131

Table 6.5 shows results for peptide 1P, activated by non-resonant femtosecond laser pulses

with pulse durations of 200 fs and 40 fs, respectively. To ensure sufficient signal intensities

with the longer pulse duration, the activation time had to be set to 5 s and the pulse energy

was kept at 3 mJ. Both pulse durations then generated a similar amount of fragments

(abundance of about 40500) of which 72 % (200 fs pulses) and 80 % (40 fs pulses) contributed

to the selected fragmentation channels.

A pulse duration of 200 fs resulted in 21 Seq ions with an abundance of 17248 and 4

1AAS fragments with an abundance of 9402. Three ions were assigned to 2AAS fragments

(abundance of 2018) and ions stemming from the PC channel (abundance of 502). Fragments

originating from side chain cleavages (SC) were not observed.

Shortening the pulse duration to 40 fs resulted in 14 different Seq ions with an overall

abundance of 13891 and five 1AAS fragments with an abundance of 13988. The 2AAS and

PC channels contributed 2727 and 810 ions to the signal. Also one side chain fragment

(abundance of 727, Fβ at m = 91.05368 u) was observed.

Activation time

The fragmentation patterns were studied for different activation times with 3 mJ pulse

energy and 40 fs pulse duration. The applied activation times of 50 − 2000 ms correspond

to activation by 50 to 2000 laser pulses. Precursor ion abundances are shown in Figure 6.5

as a function of fs-LID activation time. After 2 s of activation, the precursor ions were

mostly depleted. The abundance of detected fragment ions reached up to 25 % of the

initial precursor abundance.

In the case of Pep73, the number of detected fragments reached a maximum at 1 s, while

Pep71 and Pep72 showed a monotonous fragment increase up to 2 s activation time. The

abundance of fragment ions exceeded the number of precursor ions after activation times

of 1000 ms for the largest peptide (Pep73). For Pep71 and Pep72 this happened after

1500 ms and 1250 ms, respectively. The protein aLact (Figure 6.5, right) in charge state

9+ was almost completely depleted after 1 s of activation and the abundance of fragments

observed reached about 50 % of the initial precursor abundance. The fragment signal

exceeded the precursor signal after 250 ms.
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Figure 6.5: Relative number of precursor ions and fragments for several peptides (left) and aLact (right)

as a function of activation time. The ion ratio denotes the fragment abundance with respect to the

precursor abundance.

Figure 6.5 suggests that the efficiency to generate detectable fragments scales with the

size of the precursor. Figure 6.5 also shows that the sum of precursor and fragment ions

decreases significantly with increasing activation time.

For sequence elucidation, Seq ions and 1AAS/ 2AAS fragments are of particular value. It

is therefore useful to consider the relative abundance of these fragments as a function of

the activation time. Figure 6.6 compares the abundance of fragments in different types

of activation channels. The plot considers the abundance of Seq ions, 1AAS and 2AAS

fragments, fragments stemming from side chain cleavages (SC), and the PC channel. The

sum of ions in these channels accounted for about 75 % (1000 ms activation time) and up

to 98 % (500 ms activation time) of all fragments observed. Pep71, Pep72 and 1P exhibit

a monotonous increase of fragment abundance with activation time, while Pep73 shows

maximal fragment abundance at 1 s.

The contribution from Seq ions as compared to the overall fragment signal was about 45 %
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Figure 6.6: Abundance of Seq ions, 1AAS and 2AAS, SC fragments and PC species for selected peptides.

The sum of these activation channels and the total number of fragments as a function of activation time is

also indicated. CS denotes the initial precursor charge state.

(Pep71), 35 % (Pep72), 20 % (Pep73), and 25 % (1P) at activation times of 250 − 1000 ms.

The contribution from 1AAS fragments was weaker for Pep71 (15 %), at a comparable

level for Pep72 (35 %) and stronger for Pep73 (30 %) and 1P (40 %). The 1AAS channel

increased with respect to the overall fragment signal as a function of peptide mass. 2AAS

fragments were observed for all investigated peptides and showed the largest contribution

for Pep72 (about 8 %). For the peptide Pep73 (containing W), precursor charging with

accompanying loss of CO2 gave a strong contribution of about 23 % at short activation

times. Another prominent fragmentation channel for all peptides was side chains cleavage

(SC). The relative contribution of SC fragments was 20 % for Pep71 and 15 % for Pep73.
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Initial charge state

The initial charge state (CS) also affected the peptide fragmentation behavior. Figure 6.7

shows the number of precursor ions and fragment ions as a function of laser activation

time for Pep73 in various charge states. The number of precursor ions in the ICR cell

before activation was dependent on the selected charge state due to the transfer efficiency

from the linear ion trap into the ICR cell. To meaningfully compare the precursor and

fragment abundance for different charge states, the values in Figure 6.7 are normalized

to the precursor abundance at the lowest irradiation time of 100 ms. This assumes that

Fs-LID does not lead to extensive fragmentation within the first tens of milliseconds of

activation for moderately large peptides.

The precursor depletion efficiency was slightly higher for higher initial CS. The maximum

fragment abundance was reached at 1 s for all charge states. The doubly charged species

(CS 2+) exhibited the lowest fragment abundance. Comparison of the fragment abundance

to the precursor abundance (Figure 6.7, lower panel) indicates that the ratio of detectable

fragments with respect to the precursor after activation increases with increasing CS.

While the number of detectable fragments relative to the precursor abundance was equal

for the lowest initial precursor charge states up to 1 s of fs-LID activation, it was always

Figure 6.7: Fs-LID efficiency for three different

initial charge states of the precursor (Pep73, upper

panel) and the corresponding fragment/precursor

ion ratio (lower panel). For better comparison, the

values in the upper panel are normalized such that

the precursor abundance at the lowest irradiation

time of 100 ms equals one for all charge states.
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Figure 6.8: Abundance of selected channels for different iCS of the Pep73 precursor. Dashed black

curves show the abundance of all detected fragments and are equal to the dashed curves in Figure 6.7.

higher for CS: 3+. At long irradiation times of 2 s, the fragment/precursor ratios were

1/2 ∶ 2/3 ∶ 1 for CS: 1+, 2+, and 3+, respectively.

Fragment abundances were also analyzed separately for Seq, 1AAS and 2AAS, SC and PC

channels (Figure 6.8). For all precursor charge states and all activation times, the 1AAS

fragment abundance was dominant and contributed almost 30− 40 % to the total fragment

signal. About 20 % of the fragments were Seq ions. In the case of precursors in CS 3+

and activation times of 100 − 250 ms the contribution of Seq ions exceeded that of 1AAS

fragments. The probability to generate 2AAS fragments decreased with increasing initial

charge state. The strongest contribution (3 %) of this species was reached at 1000 ms

for charge state 1+. SC fragments showed a comparable contribution of about 15 % for

all charge states. The relative abundance of the PC channel [M+nH-CO2](n+1)+ with
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respect to the total abundance of fragments decreased with increasing charge state of

the precursor ion and was prominent at small activation times of 100 − 250 ms. The PC

channel contributed 23 % and 18 % for CS 1+, 19 % and 14 % for CS 2+, and 3 % and 2 %

for CS3+.

6.2.3 Pathway reconstruction

The selected activation channels showed a similar evolution as a function of activation time

at activation times larger than 500 ms (Figure 6.6, Figure 6.8), but the relative abundance

of specific fragments, within these channels, exhibited a more complex temporal behavior

(Figure 6.9) due to sequential fragmentation processes. One decomposition pathway of the

phenylalanine compound in Pep72 was analyzed in detail (Figures 6.9, 6.10).

Pep72 contains a phenyalanin (F) in the center of its sequence. No other phenyl compound

is present in the molecule. The abundance of the phenyl fragment, as well as the abundance

of some decomposition-related fragments as a function of activation time is plotted in

Figure 6.9. The chemical structure of these fragments and a possible fragmentation

sequence is depicted in Figure 6.10. The strongest signal stems from the singly protonated

precursor [M+H]+. This signal is about 500 times higher in the first 500 ms than that of

all fragments considered here. The precursor shows an exponential decay as a function

of activation time. The PC channel leads to formation of the doubly charged species

[M+H]2+-CO2. As the precursor depletes, the formation of the PC ion ceases and the

[M+H]2+-CO2 abundance decreases due to further fragmentation.

The generation of the 1AAS fragment [F+H]+, the corresponding amino acid fragment

exhibiting SC loss ([Fβ]+), and the Seq ion y7 is delayed and sets in before 250 ms. These

three fragments can be generated directly from the protonated precursor [M+H]+. As their

formation is delayed, the dominant generation process probably involves two separate laser

pulses. The first pulse further ionizes the precursor to form the doubly charged precursor

[M+H]2+-CO2 and the second laser pulse fragments the PC ion to yield [F+H]+, [Fβ]+,

and y7. These fragments might also be generated by other fragments (some long-lived

intermediates) as the abundance of the singly and doubly charged precursor decreases

stronger at longer activation times. The yield of [F+H]+ and [Fβ]+ continues to increase

after the decomposition of the [M+H]2+-CO2 species already set in (after 500 ms). The
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abundance of the Seq cation y7 follows mainly the decrease of its doubly charged precursors

[M+H]2+-CO2, but the decrease is not as strong.

The generation of [Fγ]+ only starts after 500 ms. Apparently, it is not directly generated

from the precursor but through a secondary activation process. The fragments y7 and

[F+H]+ must be abundant before the generation of [Fγ ]+ sets in. On the other hand, when

the former two reach saturation the latter still increases. [Fγ]+ can also be generated from

[Fβ]+, which exhibits increasing yield for all activation times and seems to be one of the

most important precursors for [Fγ]+.

Another interesting fragment is the doubly charged phenylalanine [F+H]2+. This fragment

can only be seen at very long activation times of 2 s when the yields of the singly charged

[F+H]+, that of y7 and that of the singly and doubly charged precursor [M+H]2+-CO2

decreased. Therefore, [F+H]2+ cannot be directly produced from the precursors or y7.

This indicates that fs-LID, although with low probability, further charges the fragment

[F+H]+ after it was created.

6.2.4 Dominant fragments

Tables 6.6, 6.7 and 6.8 display the most abundant fragments for the peptides Pep71, Pep72

and Pep73 (see Table 6.2) after femtosecond laser-induced dissociation. Fragment signals

originating from terminal amino acids, e.g., Rα and Rγ (C-terminal Pep71), Kα, Kβ and

K∗ (C-terminal Pep72), Vα (N-terminal Pep72), L (N-terminal Pep73), were always strong.

Fragments from amino acids which occur multiple times in the peptide sequence also show

a strong contribution to the fragmentation spectra, e.g., D (Pep71), P and Vα (Pep72),

and P (Pep73). Aromatic amino acids and amino acids bearing an extended π system

(protonated guanidyl groups and amide groups) in their side chain also lead to strong

fs-LID signals, e.g., the Nα and arginine (R) fragments from Pep71, the Qα fragment from

Pep72 and the H, Wβ, Hβ and Fγ fragments from Pep73.

As shown in Section 6.2.2, a minor part of the dominant fragments stemmed from Seq ions:

y2 (Pep71) and b2, y2, and a2(-H2O)/y3+
5 (Pep72). Larger Seq ions probably fragmented

into smaller compounds (1AAS and SC fragments) and were therefore not prominently

observed.
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Mass [u] Fragment Type Abundance Terminus Quantity
Side chain/
character

120.08078 F+H-e 1AAS 18.5 N 2 ●

91.05368 Fβ-e SC 5.5 N 2 ●

70.06513 Rε
α-e SC 4.9 C ∎

175.11895 y1+H Seq 4.4 C ∎

103.05000 Fα-H-e 1AAS 2.9 N 2 ●

70.02874 Nα-H-e 1AAS 2.5 ◻

112.08693 Rα-H-e 1AAS 2.5 C ∎

87.07856 Rγ+H-e SC 2.5 C ∎

88.03931 D+H-e 1AAS 2.5 2

262.15098 y2+H Seq 2.3 ∎

Table 6.6: The most prominent assignable fs-LID fragments for Pep71 (40 fs, 3 mJ activation). The

abundance is presented as percentage of the total amount of fragments, averaged over three activation

times (250 ms, 500 ms and 1000 ms). The symbols indicate: ● (side chain aryl group), ◻ (side chain amide

group) and ∎ (side chain guanidyl group).

Mass [u] Fragment Type Abundance Terminus Quantity
Side chain/
character

70.06513 P+H-e 1AAS 19.0 3

72.08023 Kβ-e SC 12.6 C

84.04439 Qα-H-e 1AAS 3.7 ◻

215.10263 b2 Seq 3.3

244.16556 y2+H Seq 3.1

84.08078 Kα-H-e 1AAS 2.8 C

55.05423 Vα-H-e 1AAS 2.8 N 2

169.09715 a2(-H2O)/y3+
5 Seq 2.7

226.15500 y2(-OH) Seq 2.1

129.10224 K∗+H-e 1AAS 1.8 C

Table 6.7: The most prominent assignable fragments for fs-LID activation of Pep72. For parameters and

definition of symbols see Table 6.6.
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Mass [u] Fragment Type Abundance Terminus Quantity
Side chain/
character

70.06513 P+H-e 1AAS 13.4 2

110.07127 H+H-e 1AAS 9.4 ●

130.06458 Wβ-e SC 4.4 ●

86.09642 L+H-e/a1 Seq 4.0 N

87.07856 Rγ+H-e SC 3.4 C ∎

112.08693 Rα-H-e 1AAS 2.5 C ∎

159.10023 z1 Seq 1.9 C ∎

81.04417 Hβ-e SC 1.7 ●

77.03858 Fγ-e SC 1.6 ●

175.11895 y1+H Seq 1.6 C ∎

Table 6.8: The most prominent assignable fragments for fs-LID activation of Pep73. For parameters and

definition of symbols see Table 6.6. The PC channel is not included.

All 1AAS immonium ions (loss of carbonyl group) carried an extra hydrogen atom. The

y-type Seq ions also contained an additional hydrogen. In contrast, α-type 1AAS fragments

showed hydrogen loss. The SC fragments occurred without modification. An exception is

Rγ, which is a strong base and bears an additional proton from the ESI process.

Amino acid fragments

The abundance of amino acid fragments varies strongly when peptides are activated by fs-

LID. Table 6.9 presents the fragment abundances for all amino acids in Pep71, Pep72, and

Pep73. If the amino acid occurred more than one time in the sequence, the corresponding

signal was normalized according to the number of occurrence. The abundances shown

represents the sum for spectra at five activation times (100 − 2000 ms). Each stated amino

acid abundance is the sum of the signals from the immonium fragment, the α-type ion,

and the side chain ion.

The two dominant amino acids signals for Pep71 stemmed from phenylalanine (F) and

arginine (R). These amino acids have an extended electronic π system in their side chain:
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Pep71 Pep72 Pep73

Amino acid Abundance Amino acid Abundance Amino acid Abundance

F 49626 V 30531 H 49215

R 45240 P 26164 R 30957

N 16691 Q 20877 P 28127

D 4562 K 13005 F 21359

S 3533 F 10047 W 18108

E 5541 L 16392

D 2661 S 1909

Table 6.9: Sum of amino acid fragments contribution (1AAS immonium + α-type 1AAS + SC) for

Pep71, Pep72, and Pep73 activated by fs-LID (3 mJ laser pulse energy and 40 fs laser pulse duration). The

contributions are summed over activation times of 100− 2000 ms. The numbers were divided by the amino

acid occurrences in the sequence.

The electrons are delocalized over several bonds. Asparagine (N), which bears an amide

group in its side chain, also showed a large signal, although less strong than F and R. The

abundance of aspartic acid (D) and serine (S) was weak.

Observations for Pep72 are quantitatively similar to those for Pep71. Amino acids with

delocalized electronic systems in their side chain (glutamine (Q), lysine (K), and F) showed

a large fs-LID signal, while the abundance of non-aromatic amino acids (glutamic acid (E),

and D) was low. Exceptions were found for proline (P) and valine (V). The strong signal

from valine may be explained by the fact that valine is the N-terminal amino acid and only

a single bond has to be cleaved to create the valine fragment. Part of the apparent valine

signal can also be generated from the Kβ side chain fragment, as both compounds have

the same mass (m(C4H10N) = 72.08077 u). As both compounds are isobaric, the fragment

assignment is unclear. Enhanced cleavages at P sites is known to occur in other activation

methods and is attributed to the large proton affinity of proline [228].

In Pep73, aromatic amino acids (histidine (H), tryptophane (W), and F) and R with

a guanidyl group in its side chain dominated the amino acid signal. W has the largest

delocalized electronic system but was less abundant than expected. P fragments were

again very abundant, presumably due to the large proton affinity. Other amino acids

(leucine (L) and S) gave less signals.
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Early fragments

Fs-LID generated only a small amount of fragments within the first 100 ms of activation.

Due to the small size of the laser focus and the larger size of the ion cloud in the

spectrometer, it is expected that each molecule predominantly interacts with a single

laser pulse. It might thus be helpful to analyze Seq ions created in the beginning of the

activation process (Table 6.10) to elucidate cleavage mechanisms without the complication

of sequential processes.

Table 6.10: Ion abundance generated within the first 100 ms of fs-LID activation (40 fs, 3 mJ, 100 ms)

for Pep71, Pep72 and Pep73.

m/z [u/e] Accuracy Fragment Type Abundance

Pep71 (FNDDFSR)

120.08072 0.4 ppm a1 /F+H-e Seq/1AAS 3765

175.11909 0.8 ppm y1+H Seq 591

70.06497 2.3 ppm Rε
α-e SC 508

91.05411 1.2 ppm Fβ SC 453

409.22119 4.4 ppm y3+H Seq 280

262.11979 4.5 ppm b2 Seq 264

780.31029 9.0 ppm x6 Seq 240

262.15147 1.9 ppm y2+H Seq 225

270.12059 3.4 ppm x2-H2O-H Seq 212

112.08689 0.3 ppm Rα-H-e 1AAS 205

103.05414 1.0 ppm Fα-H-e 1AAS 155

246.13322 3.9 ppm z2 Seq 133

245.12505 2.5 ppm z2-H Seq 43

428.19973 6.3 ppm [M+H]2+ -CO2 PC 11

524.24732 1.9 ppm y4+H Seq 6

Table 6.10 continues on next page.
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Table 6.10 continued from previous page.

m/z [u/e] Accuracy Fragment Type Abundance

Pep72 (VDEDQPFPAVPK)

70.06497 2.2 ppm P+H-e 1AAS 2150

72.08063 2.0 (2.1) ppm a1/ V+H-e/(Kβ) Seq/1AAS/SC 1557

244.16627 2.9 ppm y2+H Seq 368

215.10306 2.0 ppm b2 Seq 265

169.09729 0.8 ppm a2-H2O/y3+
5 -3H-2e Seq 172

271.15313 1.8 ppm x2 Seq 165

226.15562 2.7 ppm y2-OH Seq 136

648.84280 5.8 ppm [M+H]2+-CO2 PC 101

243.15869 3.9 ppm y2 Seq 71

649.34578 4.3 ppm [M+H]2+-CO2 (isotope) PC 61

245.07737 2.3 ppm DE+H-e 2AAS 47

511.32868 9.4 ppm y5+H Seq 21

587.23824 12.8 ppm b5 Seq 12

Pep73 (LAAHPPSAFWR)

70.06500 1.8 ppm P+H-e 1AAS 3354

604.33914 8.4 ppm [M+H]2+-CO2 PC 3143

110.07119 0.7 ppm H(His)+H-e 1AAS 2520

604.84102 4.3 ppm [M+H]2+-CO2 (isotope) PC 2292

130.06507 0.5 ppm Wβ SC 1434

87.07894 1.9 ppm Rγ+H-e SC 1076

86.09629 1.5 ppm a1/ L+H-e Seq 1011

605.34295 0.4 ppm [M+H]2+ -CO2 (isotope) PC 761

159.10031 0.5 ppm z1 Seq 533

112.08684 0.7 ppm Rα-H-e 1AAS 527

Table 6.10 continues on next page.
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Table 6.10 continued from previous page.

m/z [u/e] Accuracy Fragment Type Abundance

1050.56728 14.6 ppm a10 Seq 415

175.11923 1.6 ppm y1+H Seq 353

120.08066 0.8 ppm F+H-e 1AAS 342

909.50606 13.1 ppm c9+2H-e Seq 253

393.22643 5.0 ppm b4 Seq 241

1051.56922 8.2 ppm a10 (isotope) Seq 220

185.12866 1.1 ppm b2 Seq 216

158.11638 1.1 ppm y1-O/R∗+2H-e Seq/1AAS 215

159.09177 0.6 ppm W+H-e 1AAS 182

562.28437 16.1 ppm y2+
10 -O+2H Seq 145

1121.59734 29.8 ppm y10-OH Seq 56

562.78617 1.3 ppm z2+10+2H Seq 38

413.21814 30.0 ppm z2+7 -H2O Seq 33

576.30787 29.5 ppm x2+
10 -O+2H Seq 30

583.78222 3.8 ppm x2+
10+H Seq 26

365.22957 0.0 ppm a4 Seq 21

860.44868 8.5 ppm y7+H Seq 19

344.17517 10.0 ppm z2-H Seq 15

910.50309 1.3 ppm c9+3H Seq 15

517.27605 4.2 ppm a2+10 -O Seq 13

578.31243 28.5 ppm y4 Seq 11

561.80353 25.0 ppm y2+
10 -O+H Seq 5

In Pep71 (FNDDFSR), phenylalanine (F+H) is the most abundant fragment. The ion

can stem from the N-terminal F or from the center of the sequence. It was shown above

that aromatic amino acids lead to enhanced fragmentation. Therefore, also Fα, Fβ, Rα

(+H), and Rε
α show a strong contribution to the ion signal. The only additional N-terminal
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Seq ion is b2, while the C-terminal y-fragments are almost complete (y1, y2, y3, y4). All

y-fragments were detected with an additional hydrogen atom as it is observed in CID.

C-terminal x-fragments were generated next to the F (x2 and x6). Also the z2 fragment

results from a cleavage next to F but the z6 fragment, which would be expected if the

cleavage was induced by F, could not be observed. The PC channel is low in abundance

for the small peptide Pep71.

The most abundant fragments for Pep72 (VDEDQPFPAVPK) is the proline immonium ion

and the N-terminal a1 fragments, which is isobaric with V and Kβ and can therefore not

be distinguished properly. The same holds for the a2 (-H2O) and the y3+
5 (-3H) fragments.

The PC channel can be observed with an isotope peak and is stronger as compared to

Pep71. N-terminal Seq ions are b2 and b5. C-Terminal fragments are y2 and y5. y2 can

be found unmodified, as y2 (+H) and with a loss of OH. The latter cannot be used for

sequence assignment if the sequence is unknown. The 2AAS fragment DE (or ED) is

present in early fragmentation patterns but with low abundance. No particular activity

could be detected for aromatic sites (F and Q). The overall sequence coverage is small

within the first 100 ms of laser irradiation.

The largest fragment spectrum in early fragmentation spectra was found in Pep73 (LAAH-

PPSAFWR). The PC channel was very strong and was detected with two isotope peaks.

Some large doubly charged fragments (a2+
10 , x2+

10 , y2+
10 , z2+

10 , and z2+
10) were formed, as well as

large singly charged Seq ions (a10, y7, and c9). In addition, the N-terminal Seq ions a1,

b2, a4, and b4 and the C-terminal y1, z1, z2 (-H), and y4 were observed. A major part of

the signal stemmed from aromatic amino acid fragments, e.g., W (+H), Wβ, His (+H),

Rγ (+H), Rα (-H), and F (+H). The a1 (L (+H)) fragment showed a strong contribution

although no aromatic site is located at the N-terminal.

6.2.5 Amino acid stripping and peptide sequencing

Fs-LID is a promising activation method for sequence analysis of peptides. Unfortunately,

sequence coverage for the protein aLact could not be achieved within the experimental

parameter range explored in this work. On the other hand, identification of all 1AAS

fragments of aLact was possible. The lower mass range, depicting the 1AAS mass region

of the aLact fs-LID fragmentation spectrum, is shown in Figure 6.11. Glycine (G) and
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Figure 6.11: Fragmentation spectrum of aLact for the lower m/z range. The spectrum displayed is a

composition of spectra recorded at different irradiation times.

alanine (A) are the only amino acids that have not been observed. The immonium ions of

G and A have masses below the mass/charge limit of the spectrometer. The same effect

was described for MRFA (Section 6.2.1). Cystein was not abundant in the fragmentation

spectra as a 1AAS fragment, but could be identified through fragments lacking the SH2

group. The identification of all amino acids in the peptides and protein is a valuable

prerequisite for composition elucidation. Table 6.11 summarizes the 1AAS-fragments

observed for different peptides and the protein aLact. A comparison with the peptide and

protein sequences presented in Table 6.2 yields that all single amino acid fragments were

generated for all species activated by fs-LID.

K I/L H Q P R E D N V T Y F M W S[p] S C A G

Pep71 ● ● ● ● ●

Pep72 ● ● ● ● ● ● ● ∎

Pep73 ● ● ● ● ● ● ● ∎

1P ● ● ● ● ● ● ● ●

aLact ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ∎ ∎

Table 6.11: 1AAS fragments found for the peptides under investigation. Except for cystein in aLact

(red dot) and the smallest amino acids below the spectrometer mass limit (A and G, red squares), all

amino acids in the peptides/ protein could be identified in the fs-LID fragmentation spectra (green dots).
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Figure 6.12 shows the fs-LID fragmentation spectrum of Pep71. The most abundant signal

stemmed from the immonium ion of phenylalanine. This amino acid occurs two times in

the Pep71 sequence and one phenylalanine is located at the N-terminus. Here, only one

cleavage is necessary to liberate the amino acid. Phenylalanine contains a chromophore and

can be easily activated by non-resonant femtosecond laser light. Although less abundant,

all other 1AAS fragments were observed as well (Table 6.12). 1AAS fragments occurred

as immonium ions and F, N, and R were also generated as 1AAS fragments but lacking

the amino group of the backbone structure (α-type 1AAS fragment).

For Pep72, Pep73, and 1P, most 1AAS fragments occurred as immonium ions, except for

K and R, which were only observed lacking the amino group. The 1AAS fragments of F,

N, Q, H, and E were observed as the immonium fragments as well as the α-type fragments.

In all cases the immonium carried an additional hydrogen atom, while the α-type lacked a

hydrogen.

The composition information from amino acid stripping (1AAS fragments) and information

about the Seq ions can be used to fully determine the primary structure of unknown

peptides. Fs-LID activation of Pep71 generated a large number of Seq ions. To enhance

the number of detected Seq ions, it was useful to record spectra at different activation

times. The c4 Seq fragment (-OH) was observed doubly charged (m/z = 245.09005 u/e) and

was only abundant at 250 ms and 500 ms. The singly charged x3 fragment (m=435.19865 u)

was observable at 2 s. The large z6 fragment (m = 737.29748 u) was abundant between

250 ms and 500 ms, while the highly charged b3+
3 -H2O (m = 120.71912 u) was only observed

at 2 s. The most complete sequence series was achieved through Seq ions of type b and y.

The number of x fragments was equal to the number of y fragments, but was less abundant.

In addition, some a and z fragments could be identified. Sequence overlap was achieved

for amino acids four (D) and five (F) and complete sequence coverage was achieved. A

summary of some Seq ions including their mass accuracy is presented in Table 6.12.

For the twelve-amino acid peptide Pep72, the N-terminal fragments a (1, 2, 8, 10), b (1, 2,

3, 4, 5, 10), and c (1, 4, 7, 10), as well as the C-terminal fragments x (2, 4, 5, 8, 9, 11), y

(1, 2, 3, 5, 7), and z (1, 2, 3, 4, 8) were observed. Sequence coverage could be achieved

except for the PF order (amino acid six and seven). The 2AAS fragment QP did allow to

identify the order of these amino acids in the center of the sequence. The corresponding

mass peak was identified in the spectra recorded with activation times of 1 s and 2 s but
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Fragment m/z[u/e] Accuracy Fragment m/z [u/e] Accuracy

Seq ions y4+H 524.25009 7.2 ppm

a1 120.08077 1.9 ppm x1-H 201.09905 0.9 ppm

a3 349.15262 5.7 ppm x2-H 288.13096 2.5 ppm

a5 611.24599 4.8 ppm

b1-2H 146.06047 1.6 ppm 1AAS fragments

b2 262.11945 3.2 ppm F+H-e 120.08054 2.0 ppm

b3 377.14741 4.9 ppm Fα-H-e 103.05393 2.9 ppm

b4 492.17660 8.3 ppm N+H-e 87.05499 3.4 ppm

z1 159.10023 0.3 ppm Nα-H-e 70.02848 3.7 ppm

z2 246.13226 3.4 ppm D+H-e 88.03900 3.5 ppm

y1+H 175.11895 0.0 ppm S+H-e 60.04420 3.2 ppm

y2+H 262.15163 2.5 ppm Rα-H-e 112.08668 2.2 ppm

y3+H 409.22345 6.0 ppm

Table 6.12: Seq ions and 1AAS fragments of Pep71 created by fs-LID for an activation time of 500 ms.

The protonated parent mass is m ([M +H]+) = 900.38521 u.
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Figure 6.12: Fs-LID fragment spectrum of Pep71. The sample was laser activated for 500 ms. The short

annotation presents all Seq ions and 1AAS fragments observed. Details about the most abundant Seq

ions as well as fragments can be found in Table 6.12.
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Figure 6.13: Indication of Seq ions and AAS fragments of 1P identified after fs-LID activation. Full

sequence coverage was achieved and all possible single amino acids were found. The post-translational

modification type and position within the peptide could be identified, as well.

the S/N was slightly below 3 (2.75).

Fs-LID of the eleven-amino acid peptide Pep73 created a smaller number of Seq ions. The

N-terminal fragments were a (1, 2, 4, 8, 10), b (2, 4, 5), and c (1, 4, 9). The C-terminal

fragments x (1, 10), y (1, 2, 4, 7, 10), and z (1, 2, 10) could be identified. The fragments

y2 and y4 showed an OH loss and the C-terminal assignment was not straight-forward. In

addition with the 2AAS fragments AA, AH, HP, and PP, the sequence could be assigned.

1P (m = 2060.8212 u) was studied to demonstrate the sequencing ability of fs-LID for

a more complex peptide. This peptide is particularly interesting because it contains a

phospho-serine (a common post-translational modification). As shown in Table 6.11, all

1AAS fragments were generated by fs-LID activation of the doubly charged precursor 1P.

Most of the 1AAS fragments were abundant as immonium ions (green) and as α-type

fragments (red) (Figure 6.13). Serine (S), threonine (T), leucine (L), and aspartic acid

(D) could be observed as immonium ions while lysine (K) was merely abundant as the

α-type 1AAS fragment. In addition, the phosphor marker was still attached to the serine

after fragmentation, enabling the determination of the phosphorylation site. Full sequence

coverage was achieved through a large number of Seq ions (Figure 6.13). The most

complete Seq ions series resulted from nine y fragments. But also seven a, six b, six c,

three x, and seven z fragments were observed. Sequence overlap was achieved for the

central four amino acids. The number of Seq ions was sufficient to determine the sequence

of 1P.
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6.3 Discussion

Part two of this thesis investigated the feasibility of femtosecond laser activation in a

high-resolution Fourier transform mass spectrometer and its utility for the structure

elucidation of peptides and proteins. An 800 nm, mJ-level femtosecond Ti:Sa laser with

a 1 kHz repetition rate was successfully coupled to an FT-ICR mass spectrometer. The

laser allowed efficient molecular activation and thereby facilitated the structure analysis

of small and large biomolecules. The ion cloud-laser overlap was sufficient to deplete the

precursor ion signal (Section 6.1.2). Typically, 90 % of the precursor ions were fragmented

after 2 s of activation time (Section 6.2.2). The complete activation achieved here greatly

exceeded the 10 % activation reported in a previous fs-LID study [266]. This work has

therefore established that fs-LID can serve as an efficient activation tool in peptide or

protein mass spectrometry.

The activation mechanism of fs-LID is not yet established due to the small number of

previous experimental studies. From an energetic point of view, it is clear that multiple

infrared photons must be absorbed before covalent bonds are broken: The energy of a single

800 nm photon is approximately 1.6 eV and typical covalent bond strengths are in the range

of several eV. Multiple photons can be absorbed within the short duration of a single laser

pulse and additional photons may be absorbed from subsequent laser pulses if the molecule

remains within the laser focus. Section 6.2.3 presents evidence for sequential fragmentation

through the analysis of fragmentation dynamics on a time scale up to 2 s. E.g., the

[Fγ]+ fragment was not directly generated from the parent ion but predominantly from

intermediate fragments such as [F+H]+ or [Fβ]+. Such dynamic studies can be a useful tool

for structure analysis and also to obtain mechanistic understanding of the fragmentation

pathways. The data also indicated the presence of multiple parallel fragmentation pathways,

which hampers the ability to interpret the decomposition pathways.

6.3.1 Experimental parameters

Typical acquisition times for the measurements presented here were 1 − 5 min with a mass

resolution of 12500 to 50000, injection times of several hundred milliseconds, irradiation

times of a few seconds, and averaging over 50 scans. The measurement times were therefore
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in the typical range for MS experiments.

As the ion cloud is not necessarily pinned to the symmetry axis of the spectrometer, its

overlap with the laser focus is not well defined. Thus, an important question to answer is

how high the laser intensity in the experiment at hand really is. As the fragmentation

patterns generated in this work are comparable to these of previous studies by Duffy et al.

[269] with laser intensities of 1013 − 1014 W/cm2, it can be concluded that the effective laser

intensity in the current experiments is on the same order. This is significantly below the

calculated in-focus intensity of 1015 W/cm2. This may indicate that the laser focus and the

ion cloud did not overlap completely and that most activation took place at substantially

reduced maximum laser intensity. A comparison of the calculated Rayleigh length of 4 mm

and the ion cloud elongation of several cm indicates that even for the best possible overlap,

only a minority of ions interacts with the highest laser in-focus intensity.

In order to establish the current setup for mass spectrometric investigations of macro-

molecules, the measurement times must not exceed that of currently applied methods, while

maintaining high-quality spectra. With increasing molecular mass, the fs-LID efficiency,

as well as the ability to produce detectable fragments, increased. E.g., the fragmentation

efficiency for Pep71 (m = 899 u) was smaller than for Pep72 (m = 1341 u) (Figure 6.5).

The fragmentation efficiency also depended on the number of optically active amino acids,

as exemplified in the fast decay of the Pep73 precursor (three aromatic amino acids) as

compared the the Pep72 precursor (one aromatic amino acid). Therefore, the activation

time can be shorter for larger molecules and for those containing more chromophores. For

the protein aLact the maximum fragment number was already reached at 250 ms activation

time (see aLact in Figure 6.5).

Enhanced information with tailored experimental parameters

Several experimental parameters can be varied to increase the information content of

fs-LID spectra. In the following paragraphs the effects of the activation time, the initial

charge state and the laser parameters are summarized.

The activation time controls the relative abundance of Seq fragments, 1AAS ions, SC and

PC fragments (Section 6.2.2). Some low-abundant ions are only observable at specific
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activation times. For example, the z6 fragment of Pep71 was observed at 250 − 500 ms

activation time, whereas the b3+
3 -H2O fragment was abundant at 2 s. Therefore, the

variation of the activation time can be utilized to find low-abundant species in the

fragmentation patterns.

Using different initial charge states of the parent molecule did not change the relative

abundance of the fragmentation pathways (1AAS, Seq, SC) when peptides were activated

by fs-LID (Figure 6.8). Only the 2AAS channel and the efficiency of charge stabilization

(PC) decreased with increasing initial charge state. On the other hand, the overall

fragmentation efficiency for Pep73 was highest for the highest initial charge state (Section

6.2.2). It can be concluded that the utilization of precursor charge states larger than +1

can provide greater information for specific peptide compositions.

The laser pulse intensity, which can be varied by changing pulse duration or pulse energy,

offers another parameter that allows to control the fragment abundances. Results sum-

marized in Tables 6.4 and 6.5 show that longer activation times are required to create

significant numbers of fragments for low pulse intensities. With an identical pulse duration

of 40 fs and an identical activation time of 2 s, 2 mJ pulses created 10-fold less fragments

as compared to 2.5 mJ pulses. On the other hand, spectra recorded with identical pulse

energy of 3 mJ and the same activation time of 5 s showed that the fragment abundances

were comparable for different pulse durations of 200 fs and 40 fs. At long activation times of

5 s and short pulse durations, the overall fragment abundance, as well as the Seq fragment

abundance, increased but the number of distinct Seq ions decreased as compared to 2 s

activation time.

In general, higher pulse energies and shorter pulse durations (higher intensities) decreased

the required activation time for peptide sequencing and enhanced the abundance of

structure-relevant fragments. Sufficient fs-LID activation times (40 fs pulse duration, 3 mJ

pulse energy) were about 1 s for Pep73 (Figure 6.5). For other peptides, the fragment

signal increased up to 2 s of activation time. These parameters represent the optimal values

for fs-LID sequencing even though a systematic parameter variation slightly increased the

available sequence information in special cases.
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6.3.2 Composition elucidation and peptide sequencing

Liberation of 1AAS fragments

For composition analysis of peptides or proteins, the macromolecules must be fragmented

down to the level of individual amino acids. Fs-LID leads to the liberation of all amino

acids in the activated peptides (Tables 6.9 and 6.11). 1AAS fragments for all amino acids

in large peptides occurred as immonium ions and often as α-type 1AAS fragments (Tables

6.6, 6.7, 6.8). The immonium ions always contained an additional hydrogen atom, while

the α-type 1AAS fragments showed a loss of hydrogen. A possible explanation for this

observation is presented later in (Section 6.3.3).

SC fragments are enhanced when an amino acid side chain with an extended electronic

π system (not necessarily an aryl compound) is present. The combined information

from 1AAS ions and SC fragments can be used to completely elucidate the amino acid

composition of unknown peptides (Table 6.11).

Proteins are larger than peptides. Therefore, proteins have a more complex secondary

structure and it may be difficult to liberate all 1AAS fragments due to non-covalent

interactions after bond cleavage by laser activation. To address this issue, an example

protein (aLact) was activated by fs-LID (Section 6.2.5). All 1AAS fragments with masses

greater than the detection limit of the spectrometer (m > 50 u) could be detected. It can

be concluded that all 1AAS fragments were liberated from the macro-molecule after fs-LID

activation.

As the number of amino acids in proteins is larger than in peptides, there is a chance

that all amino acids occur in the protein sequence. Consequently, there is no further

information from experiments generating all 1AAS fragments from proteins. One open

question would be whether the peak intensities of the fragmentation spectrum from these

experiments can be used to determine the number of occurrences for the individual amino

acids in proteins.

Unfortunately, as already known from the peptide experiments, the peak intensities of

the 1AAS fragments largely depended on side chain characteristics. Therefore, the size of

1AAS ion and SC fragment signals could not be used to determine how often a particular
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amino acid occurred in the protein sequence. This is probably due to different dissociation

efficiencies for different side chains.

This finding is in line with previous work by Duffy et al., who showed that side chain

cleavages dominated the fragmentation spectrum for aromatic amino acids, while the

immonium ion was dominant for aliphatic amino acids [269]. We note that the work pre-

sented here is the first to report the 1AAS channels as the mass range of the spectrometers

in published work was insufficient to detect these small fragments.

Sequence coverage

The sequence of peptides or proteins can be determined through the observation of multi-

amino acid fragments. Many such fragments must be observed for complete sequence

coverage, i.e., determination of the complete amino acid sequence. Although all 1AAS

fragments were observed in fs-LID of aLact, protein sequence coverage could not be

obtained (Section 6.2.5). An insufficient number of large fragments was observed.

Larger fragments, even if formed, may not separate from the precursor after activation:

Due to their size, large fragments may stay bound through non-covalent interaction after

covalent bonds have been cleaved. Such a non-covalent bonding mechanism was proposed

to explain the lack of Seq ions in larger peptides activated by the non-ergodic process of

ECD [282].

The initial hope was that extensive charging by photo-ionization might help to overcome

the non-covalent forces, but the charging is either too weak or leads to the formation of

small fragments. The fragments generated may also be too energetic to be trapped by the

cell‘s electric field.

On the other hand, combining fs-LID with, e.g., CID in MSn approaches would facilitate

protein sequencing. In this case, the precursor ion is pre-fragmented in the ion trap prior

to the FT-ICR cell and smaller sub-units can be subsequently activated by fs-LID [283,

284].

Peptide sequence coverage by fs-LID activation was demonstrated for MRFA, Pep71,

Pep72, Pep73, and 1P (Section 6.2.5). Fs-LID generated a, b, c, and x, y, z Seq fragments.

a, b, x, and y fragments gave the most complete sequence series (Figures 6.12 and 6.13).
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The occurrence of a, b and y fragments is in line with MS2 studies using low-energy

collision methods [229].

The C-terminal y fragments always contained an additional hydrogen atom besides the

proton expected from the ESI process (Section 6.2.4). This is also observed when established

activation processes, e.g., CID, are employed [233].

The enhancement of bond cleavages in the vicinity of proline is known as the proline effect

[229] and could also be observed by applying fs-LID for Pep72 (occurrence b5 and y5) and

Pep73 (occurrence b4 and y7). Larger Seq fragments, where the cleavage occurred close to

the center of the sequence (without an adjacent proline), were less abundant. Thus, Seq ions

were preferentially created close to the terminals. So far, there is no apparent explanation

for this behavior. Other activation methods dominantly lead to larger fragments. Fs-LID

can therefore be used as a complementary activation in sequencing experiments.

For fs-LID, peptides containing few aromatic amino acids (e.g., Pep72) showed better

sequence coverage than peptides with many aromatic amino acids (e.g., Pep73) (Section

6.2.5). This effect probably originates in the strong fs-LID activity of aromatic side chains

(H, F, W, Y, R) (Table 6.9). Similar observations were reported before, where sequence

coverage was demonstrated for significantly smaller peptides [267, 268].

In biological systems, post-translational modifications create new covalent bonds within

peptides and proteins. Common post-translational modifications are phosphorylation

(most commonly at serine and threonine), glycosysation, or the formation of disulfide

bonds between cysteines. Post-translational modifications can strongly affect the biological

properties of proteins or peptides [285]. The modifications are rather labile and are not

easily detected [286, 287]. As shown in Section 6.2.5 for the peptide 1P, fs-LID allows to

observe labile post-translational modifications. Activation of the large peptide 1P, which

contains a single phospho-serine, led to the formation of the 1AAS fragment S[p], which

could be detected in the fragmentation spectrum. Fs-LID can therefore identify at least

one type of post-translational modifications. This is in contrast to established activation

methods, e.g., CID, which preferentially cleaves post-translational modifications. Similar

observations were recently reported by Smith et. al [267].

Fs-LID induces side chain cleavages and creates charged fragments that can be detected

by mass spectrometric analysis. This capability can be used for substructure composition
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elucidation, i.e., to distinguish isoleucine and leucine, whose 1AAS fragment mass is

identical. This characteristic feature of fs-LID might also be helpful in the analysis of

small molecules that contain mainly hydro-carbon chains, which are hard to break. In

the course of this work, experiments on erucamides and caffeine confirmed this particular

quality of fs-LID activation but the results are not within the scope of this thesis. The

ability to induce extensive side-chain cleavages in peptides is also available through the

established non-ergodic activation method of ECD [240, 241].

6.3.3 Physical processes

Based on the systematic identification of fragment types in Section 6.2 this section

considers the physical fragmentation mechanisms of large peptides interacting with strong

femtosecond laser fields.

Precursor charging

The charging capability of fs-LID [202] offers a solution to extend the limited sequence

coverage standard fragmentation methods in MS proteomics. Here, activation normally

coincides with decharging of the parent ion.

It is expected that fs-laser radiation efficiently induces charges in the peptide by multi-

photon ionization or tunnel ionization (Section 5.4). These charges are predominantly

formed in aromatic side chains (chromophores) or at other delocalized pi-systems, such as

the peptide link or the guanidyl group. In this work precursor charging with significant

yields for different peptides was observed and thereby some tentative insight into the

precursor charging mechanisms could be gained.

Precursor charging by fs-LID was detected for Pep71, Pep72 and Pep73 (Figure 6.6). In

all cases, the PC channel was accompanied by a loss of CO2 (Section 6.2.4). The same

observation was also made for the larger peptide 1P (Tables 6.4 and 6.5).

The PC channel was by far the largest in Pep73, which is the only peptide that includes

tryptophan with the chromophoric side group of indole. In this case, W is adjacent to

the C-terminal and the COOH group. Ionization of tryptophane probably leads to a
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transfer of neutral hydrogen from the COOH group, leaving a radical at the C-terminus.

Subsequently, the molecule can relax by loss of the CO2 as a neutral leaving group. Also

in Pep71 the easy-to-ionize guanidyl group is adjacent to the C-terminus and the same

relaxation as in Pep73 can take place. The PC channel observed for Pep71 is weaker than

in Pep73, which may reflect the lower ionization probability of the guanidyl group3 as

compared to the indole group4 in Pep73.

In Pep72 the only aromatic side chain (F) is located in the center of the molecule and

is separated by five amino acids from the C-terminal. Here, a hydrogen atom might be

transferred to the backbone carbonyl group after photo-ionization of the peptide link.

Alternatively, some folded protein structures might bring the aromatic side chain in close

proximity with the carbonyl group, thereby facilitating a hydrogen transfer channel with

loss of CO2.

In summary, we can postulate that precursor charging is a common process upon fs-LID

activation if suitable aromatic or delocalized chromophores are present. But the resulting

multiply-charged peptide can only be observed in substantial amounts if it is stabilized

by hydrogen transfer from a carboxylic acid group and loss of a neutral CO2 group in

proximate position. If this stabilization mechanism is absent, other fragmentation processes

may deactivate the peptide under formation of significantly smaller fragments.

Multiply charged fragments

A number of multiply charged fragments were observed after fs-LID activation of singly

charged parent ions. The Seq ion y+2
10 (-OH) formed from Pep73+1 provides one example.

Another is the 1AAS fragment [F+H]2+ in Pep72 (Figure 6.9).

The number of multiply charged fragments was much smaller than expected based on

the high laser pulse intensities. Furthermore, the number of ions observed (precursor +

fragments) decreased as a function of activation time (Figure 6.5), and did not change

significantly for increased laser pulse energies and intensities (Tables 6.4 and 6.5). To

explain these observations, a significant loss of ions from the spectrometer is assumed.

Two mechanisms for such a loss can be postulated: The m/z value of the fragments may

3Ionization energy of guanidine: 9.1 [eV].
4Ionization energy of indole: 7.8 [eV].
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fall below the detector limit or their kinetic energy may be too high and the fragments

may escape the ICR potential (Section 6.1.2). Both effects would be expected in the case

of Coulomb explosion [202], which would lead to multiple energetic and potentially highly

charged fragments.

Multiply charged fragments can be formed through three different pathways. The ESI-

charged parent ion might be further charged by one laser pulse and fragmented by a

subsequent laser pulse, with one of the fragments carrying both charges. Or, a single laser

pulse can further charge the precursor ion with enough excess energy to cause subsequent

fragmentation, leading to fragments carrying multiple charges. This process is similar

to that discussed for precursor charging in the previous paragraph, but would involve

the breaking of peptide bonds. Alternatively, the precursor may be fragmented and a

subsequent laser pulse might charge the fragment carrying the ESI charge.

The pathway reconstruction for Pep72 fragmentation (Section 6.2.3) contains evidence for

the sequential fragmentation and ionization process. The doubly charged species [F+H]2+

only appeared after accumulation of the corresponding singly charged species [F+H]+

(Figures 6.9). The latter yield decreased after 1 s of activation time due to decomposition

into the SC fragments Fβ and Fγ and due to fragment charging. The dynamic behavior

observed is a clear indication that the molecules interact with multiple laser pulses. At long

irradiation times, many small Pep72 fragments are observed and their further charging or

fragmentation might create species with m/z < 50, below the detector limit.

In summary, the presented data shows evidence for multi-photon photo-ionization and

charging of precursor and fragment molecules. Strong field ionization and associated

coulomb explosion processes might also occur, but the limited m/z range of this experiment

precludes the direct observation of small and highly charged fragments formed therein.

The charging ability of fs-LID might help to generate large numbers of charged fragments

and thereby overcome the limited sequence coverage of standard fragmentation methods

in MS proteomics. However, fs-LID charging seems to be associated with significant

fragmentation and loss of ions because their mass/charge ratio falls below the detection

limit of the spectrometer utilized. The method, within the technological constraints of

this work, therefore offers no simple tool to greatly extend the sequence coverage in MS

proteomics in terms of its charging capability.



Chapter 6. Fs-LID and FT MS 159

Internal fragments

An analysis of the most abundant fragments helped to obtain a better understanding of the

fs-LID fragmentation process. The fragment data obtained upon variation of experimental

parameters (Section 6.2.2) showed that internal fragments are more efficiently generated

than terminal fragments and the larger 2AAS fragments are less abundant than the smaller

1AAS fragments even for small activation times. In addition, the 1AAS channel resulted

in all possible amino acid fragments for all investigated peptides, independent of masses

and number of aromatic side chains within the peptide.

To form an internal 1AAS fragment at least two peptide bonds must be broken. Therefore,

two sequential activation events occur or a single activation event leads to multiple peptide

cleavages. In order to find a mechanism describing the internal fragments detected here,

three basic types of activation and cleavage might be considered. (1) Ergodic fragmentation:

The laser introduces energy into the molecule, i.e., the electronic system becomes exited.

The energy is subsequently redistributed by electronic to vibrational relaxation. This

can lead to the population of dissociative vibrational states, directly forming fragments

[238]. Or the ESI proton becomes mobile, transfers to the peptide bond and induces a

charge-directed cleavage [229]. (2) Non-ergodic fragmentation: The electronic excitation

upon fs-LID activation reaches a dissociative electronic state before energy redistribution

takes place and the peptide is cleaved at the site of activation. (3) Non-ergodic, followed

by ergodic fragmentation: After the generation of a primary fragment by mechanism (2),

there might be enough excess energy left to generate a secondary fragment by mechanism

(1). As the ion cloud-laser focus overlap is imperfect and activation processes with very

different laser intensities in the focus and out of focus can be expected, it is likely that

ergodic and non-ergodic processes occur simultaneously.

Although a large number of the weak peptide bonds are broken upon fs-LID, ergodic

fragmentation does not seem to play an important role in the formation of 1AAS fragments:

When irradiating 1P, the post-translational modification (PTM) stays fully intact even for

the 1AAS fragment S[p] (Section 6.2.5). This is not plausible for ergodic fragmentation,

because the weak PTM bond is expected to break preferentially. Therefore, a solely ergodic

fragmentation mechanism (1) is considered unlikely. Mechanism (2) is often proposed

for photo-chemical activation of the peptide bond (see, e.g., [288]). Here the non-ergodic
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fragmentation by VUV laser light is triggered by the electronic excitation of the carbonyl

group in the backbone. It is claimed that the fragmentation follows a Norrish type-1

reaction [289]. In this case, no extra charge is induced prior to fragmentation and only

1AAS fragments bearing the ESI proton would be visible in the fragmentation spectra.

This is in contradiction to the facts that fs-laser radiation tends to charge molecules

[202] and that all possible 1AAS fragments have been detected in the experiments at

hand. It might therefore be concluded that the mechanism underlying the generation of

1AAS fragments by fs-LID is charge-directed and radical-driven. A possible mechanism is

proposed in the following paragraphs. As the data is inconclusive and the laser intensity

distribution along the molecular cloud is broad, the explanation stays speculative.

As discussed in Section 5.4, the peptide link exhibits an extended electronic π system

due to its resonance structure and can be efficiently ionized by fs-laser radiation. The

efficient formation of 1AAS ions might therefore be explained by assuming that multiple

peptide links are activated simultaneously or sequentially. The latter is supported by

the observation that molecules were activated more than once when the irradiation times

were increased (Section 6.2.3). On the other hand, sequential activation should lead

to a substantial amount of internal fragments consisting of more than one amino acid,

which were not observed even for short activation times. In addition, sequential activation

should lead to an increasing number of 1AAS ions with increasing activation time. This is

contradicted by the experimental data (see Figures 6.6 and 6.8), which shows a fairly stable

ratio of 1AAS to other fragment types. It is therefore necessary to consider a possible

mechanism for simultaneous activation of at least two peptide bonds.

As shown in Section 6.2.5, the dominant type of 1AAS fragments are immonium ions in

charge state +1. A possible fs-LID mechanism leading to 1AAS singly charged immonium

ions upon activation of peptides is presented in Figure 6.14. The center part of a peptide

is shown in the upper panel. The resonance structure of the peptide link is indicated by

dashed double bonds. The oxygen and nitrogen lone pairs contributing to the double

bonds are depicted as dots.

In a first non-ergodic step, a peptide bond is ionized, a positive charge is left at the

carbonyl group and a radical forms at the adjacent nitrogen. The N-terminal fragment is

still excited and relaxes by hole migration to the Cα, resulting in a CO leaving group. The

hole might migrate further to the adjacent Nitrogen inducing a McLafferty rearrangement
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Figure 6.14: Proposed fs-LID activation mechanism to result in 1AAS immonium fragments (green box).

The strong laser field creates a radical cation in the resonance structure of the peptide link resulting in a

non-ergodic cleavage, followed by CO loss. A McLafferty rearrangement transfers an hydrogen atom and

the resulting singly charged 1AAS immonium fragment is stabilized by forming a resonance structure.

leading to the second peptide bond cleavage.

The McLafferty hydrogen may originate from the Cα as shown in Figure 6.14 or may also

stem from the Cγ of the side chain Rn−1, which would result in an additional SC cleavage.

This two-step mechanism of a non-ergodic cleavage and consecutive ergodic cleavage

creates a singly charged immonium 1AAS fragment (green box) if the side chain was not
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Figure 6.15: Proposed fs-LID activa-

tion mechanism to result in 1AAS α-type

fragments (red box). If the side chain of

the 1AAS fragment in Figure 6.14, lower

panel, was protonated (ESI charge), the

proton can be transferred to the amino

group and the doubly charged fragment

stabilizes by loss of ammonium (NH+
4).
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protonated. The immonium ion can stabilize by forming a resonance structure in the N-C

bond, where the nitrogen lone pair partially contributes to the N=C double bond. The

result is a delocalized positive charge between the nitrogen and the carbon atom.

1AAS fragments may also occur as singly charged α-type ions. Signal contributions of

this type of 1AAS fragments are stronger for amino acids with higher proton affinity.

Therefore, it is likely that the α-type fragments were generated when the ESI proton was

located in the amino acid side chain. The 1AAS fragment of Figure 6.14 in the lowest

panel is depicted in Figure 6.15 with an additional proton (ESI proton) attached to its side

chain. This additional proton can transfer to the amino group forming NH+
3 , which is a

bad leaving group. The small doubly charged compound can be stabilized by transferring

another hydrogen atom from the Cα of the amino acid side chain to form ammonium

(NH+
4). Ammonium can be cleaved from the amino acid compound, forming the α-type

1AAS fragment (red box).

The strongly varying abundance for different 1AAS ions can be explained by non-adiabatic

laser excitation of electronic π systems in the amino acid side chains (Section 6.2.4). Side

chain fragments dominantly result from amino acids with delocalized electrons within

in their side chain. As shown in Figure 6.6, Pep71 (F twice and R) and Pep73 (H, F,

W and R) show a much stronger contribution from SC ions as compared to Pep72 (F)

and 1P (F). It is likely that fs-laser radiation charges the chromophoric side chains with

accompanying excitation of the electronic system. The induced hole charges may migrate

along the carbon chain to the backbone inducing bond cleavages along the side chain

and/or enhancing backbone cleavages resulting in 1AAS fragments as depicted in Figure
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Figure 6.16: Activation of the amino acid side chain by fs-LID may contribute to the formation of 1AAS

fragments explaining strongly varying signal contributions of 1AAS fragments for different amino acids.

6.16. Such charge migration in amino acids was previously reported in [43] and for small

peptides in [263].

The proposal for a mechanism of fs-LID activation of peptides presented in Figures 6.14,

6.15 and 6.16 accounts for the following experimental findings: (a1) All possible 1AAS

fragments were liberated. (b1) 1AAS fragments occur with varying abundances depending

on their side chain characteristics. (c1) Amino acids with higher proton affinity tended

to be formed as α-type fragments lacking an hydrogen atom. (d1) Amino acids with

lower proton affinity tended to be formed as immonium fragments with an additional

hydrogen atom. (e1) Larger Seg ions or 2AAS fragments were detected with low abundance

compared to 1AAS fragments even for short irradiation times. (f1) Fs-LID activation

seems to be non-ergodic, as PTM bonds did not break. On the other hand, the mechanism

proposed cannot answer the following questions: (a2) Why was the PTM bond not broken

in a subsequent ergodic step of the cleavage? (b2) Why did the overall ion signal decrease

with longer irradiation times?

Follow-up experiments investigating small fragments generated by the fs-LID process,

especially the ammonium (NH+
4) molecule, would help to evaluate the mechanism proposed

here. Further pump-probe investigations may also help to understand charge migration

processes possibly involved in the generation of 1AAS fragments.
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Ergodicity

An ongoing discussion in literature is about the ergodicity of the fs-LID process (Section

5.4.1). The current work might contribute to this discussion in some aspects.

The PC channel of the 1P fragmentation spectrum is the only prominent signal at 2 s

when the laser pulse energy is 2 mJ (Table 6.4). Only a minor contribution stems from

Seq ions and 1AAS fragments. This might indicate that the activation takes place in the

MPI regime without major excitation of the electronic system.

On the other hand, at 2.5 mJ, all types of fragmentation channels exhibit strong activity.

Therefore, a threshold intensity seems to be required to induce cleavages resulting in a

variety of fragments. The threshold behavior and the stable fragment numbers when the

pulse energy is further increased from 2.5 mJ to 3 mJ for fragments other than PC fragments,

could indicate the transition from the MPI regime to tunnel or even Over-the-Barrier

ionization. If the molecules are ionized, the energetic difference of excited electronic states

becomes smaller, allowing for non-adiabatic polarization-induced Landau-Zener excitation

(Section 5.4.1). This might explain why strong fragmentation signals are particularly

abundant for aromatic amino acid compounds, where the above-barrier regime is accessed

more easily.

Furthermore, amino acids that bear side chains with resonant structures (Section 6.2.4),

amide groups and protonated guanidyl groups, lead to strong fragmentation. This supports

the notion that intense non-resonant femtosecond radiation non-adiabatically activates

peptides locally at extended π systems, which results in high excess energy, providing

efficient subsequent fragmentation. This work therefore supplies strong evidence for

non-ergodic fragmentation mechanisms.

In addition, the large number of different Seq ions (a, b, c, x, y, z), the 1AAS signal and

the side chain cleavages also indicate that fs-LID is a non-ergodic process, similar to ECD.

The results showed that the laser can interact with the molecules multiple times but the

molecules cannot gather energy, as the fs-LID precursor decomposition efficiency is high.

Instead, the molecules repeatedly fragment by interaction with consecutive laser pulses.

Moreover, it was shown that labile-bound marker molecules stay bound upon fs-LID and,

in contrast to IRMPD, signals from internal fragments are small. Another indication of



Chapter 6. Fs-LID and FT MS 165

non-ergodic fragmentation is the decrease of the total ion number, which could indicate

highly kinetic fragments upon dissociation. This is not expected for IVR-based processes

[236, 238].

6.4 Summary

A Fourier transform mass spectrometer setup was successfully coupled to a femtosecond

laser system to allow peptide activation by fs-LID. Most fragments generated by fs-LID of

peptides and proteins could be assigned to four major fragmentation channels: Precursor

charging (PC), sequence ions (Seq), liberation of amino acids (1AAS) and side chain

fragments (SC).

The sequencing ability of fs-LID was demonstrated for complex peptides and also for

peptides with post-translational modifications. For multiple peptides, fs-LID generated all

possible Seq fragments, 1AAS ions, and SC fragments, while keeping post-translational

modifications intact. Fs-LID may therefore be considered as a valuable tool for peptide

sequencing and offers an alternative to non-ergodic ECD. ECD can only be used in

conjunction with ultra-high vacuum chambers and when strong magnetic fields are involved

(FT-ICR), because the ECD electrons must be pinned by the magnetic field lines. Fs-LID

does not depend on such constraints and can be used with all types of mass spectrometers.

In addition, ECD discharges protonated peptides and thereby reduces the number of

detectable charged fragments. In contrast, the current work shows that fs-LID can further

charge the precursor and has the ability to create fragments in a charge state higher than

that of the initial precursor. Unfortunately, fs-LID as implemented here seems to favor the

formation of rather small fragments and the total number of observed ions is suppressed

by the formation of fragments below the detection limit of the spectrometer.

Fs-LID also resulted in the liberation of all amino acids contained in the peptides or

proteins investigated. These amino acid fragments occurred as singly charged cations.

Photo-ionization seems to induce a substantial amount of charges. These charges may

be homogeneously distributed along the peptide backbone, such that every amino acid

compound can be liberated in charge state 1+. It may also be possible that the probability

to photo-induce charges does not vary along the peptide backbone structure. In any case,
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fs-LID can charge and liberate every single amino acid in a given peptide.

A drawback of fs-LID is the low abundance of fragments as compared to common activation

methods. This issue might be addressed in future experiments by further exploring the

available parameter range. Within the parameter range considered here, the information

content of the fragmentation patterns could be enhanced by varying the laser pulse

duration, laser pulse energy and activation time. Especially the variation of the activation

time helped to modify the fragmentation pattern and thereby enhanced the information

content available for peptide sequencing. As the fragmentation pattern is different to that

obtained from other activation methods, fs-LID might be a valuable complementary tool

for the field of peptide sequencing and proteomics.

Beyond exploring the proposed application in proteomic mass spectrometry, this work also

started to clarify the processes underlying fs-LID of proteins. In this work, a large amount

of data was collected but the molecules investigated and their fragmentation spectra were

too complex to find deterministic explanations of the underlying activation processes.

Further experiments should be conducted in conjunction with tailored peptide species.

It might be interesting, e.g., to fragment the peptides investigated here, where the aryl

compounds are substituted by aliphatic amino acids to provide further information on the

role of the peptide link in the activation process. Peptides with low proton affinity at the

C-terminus and high proton affinity at the N-terminus may help to better understand the

charge transfer along the backbone when the peptide link was ionized by fs-laser radiation.

In addition, optical pump-probe experiments in the attosecond to femtosecond regime,

as conducted in the first part of this thesis, might contribute to answer the question

how the electronic excitation/ ionization resulting from side chain π systems evolves and

supports SC as well as backbone cleavages. Such experiments would help to understand

the activation processes in large molecules in greater detail.
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Summary and Outlook

In the framework of this thesis, two projects explored the ionization and fragmentation

processes of molecules at the attosecond and femtosecond timescale. Firstly, electron

dynamics in neutral molecules (Section 3) and correlated electron-nuclear dynamics in

dissociative ionization of molecular nitrogen (Section 4) were investigated with attosecond

time resolution. Secondly, a short pulse laser source was coupled to a Fourier transform

mass spectrometer with high mass resolution and mass accuracy to study the fragmentation

of proteins induced by femtosecond laser pulses (Section 6). The latter explored the utility

of ultrafast pump-probe techniques for the analysis of biological macromolecules and offers

a novel protocol for mass spectroscopy-based proteomics.

Attosecond experiments on neutral molecules showed that the molecular charge distribution

can be controlled and probed on the natural timescale of electronic motion. This work

is therefore part of a growing body of experimental studies (e.g., [290]) that show the

feasibility of attosecond time-resolved molecular investigations. Molecules under the

influence of a moderately strong femtosecond near-infrared (NIR) laser field displayed

characteristic temporal signal modulations when ionized by an XUV attosecond pulse train.

A comparison to theoretical simulations revealed that the electron cloud adiabatically

follows the NIR electric laser field. The strength of electronic displacement, and therefore

the XUV ionization probability, depended on the polarizability of the molecular species.

The experiment demonstrated, for the first time, that charge redistribution in neutral

molecules can be observed by employing attosecond laser pulses. This is particularly

important for the investigation of dynamics in highly excited neutral molecules, which in

the future might be initiated by a single attosecond XUV pulse. Therefore, laser sources

providing isolated attosecond pulses with a sufficient number of photons will allow to
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study highly excited state dynamics in molecules by attosecond pump-attosecond probe

experiments.

The coupling of electronic and molecular motion in dissociative ionization of molecular

nitrogen was investigated for molecules ionized by the harmonic radiation of an attosecond

pulse train, while the molecule was influenced by a moderately strong NIR field. The

fragment kinetic energy spectrum showed complex oscillations as a function of pump-

probe delay. The oscillations exhibited large phase shifts as a function of kinetic energy.

In addition, the relative modulation depths of the oscillations varied as a function of

pump-probe delay. Comparison with theory revealed that the signal oscillation is caused

by interference of direct and sequential two-photon pathways. The experiment implies

that the electronic phase initially created upon ionization might influence the outcome of

chemical reactions. This is an important step beyond traditional photo-chemical control

schemes that hitherto focused on nuclear dynamics only. The experiments also show that

attosecond pump-probe studies, together with theory, allow to investigate coupled electron-

nuclear dynamics with attosecond time resolution. Exciting results may be expected in

this field in the near future.

To extend optical pump-probe schemes to larger (bio-)molecules, a Fourier transform mass

spectrometer was coupled to a high-intensity femtosecond laser source. The feasibility

of femtosecond laser-induced dissociation (fs-LID) as an analytical tool was studied by

fragmentation of peptides and proteins. The femtosecond laser was used to activate the

peptides and the analysis of the resulting fragmentation patterns allowed to evaluate the

sequencing capabilities of the fs-LID experimental protocol. Precursor charging and a large

number of molecule-specific fragments, e.g., sequence ions, single amino acids, and side

chain fragments were identified. Complete sequence coverage was achieved for peptides

containing four to 16 amino acids. Complete amino acid stripping was found even for

the protein α-Lactalbumin with a molecular weight of m = 14178 u. A wide experimental

parameter range (laser power, pulse duration, activation time) was investigated here and

led to unique fragmentation patterns. In addition, the experimental parameters could be

feedback-controlled for automated analysis in the future. Fs-LID may therefore offer a

valuable new tool for MS-based peptide sequencing.

Control experiments based on pulse shaping could be extended to large biomolecules.

Earlier studies were conducted for single protonated amino acids [291] and small model
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peptides [204, 205]. The systematic investigation of tailored pulses and resulting frag-

mentation patterns of peptides and proteins could allow to establish a database of pulse

shapes for bond selective scissions. Femtosecond laser-induced dissociation in general, and

pump-probe or control schemes in particular, may offer a versatile tool for unambiguous

protein sequencing, doping analysis and drug discovery in the future.

Rich fs-LID spectra and the straightforward identification of product ions, demonstrated

here, indicate that optical pump-probe experiments are practical even for large molecules.

In particular, Fourier transform mass spectrometers in combination with attosecond pulse

sources (as explored in the first part of this work) could be used in future experiments

to study charge migration and coupled electron-nuclear motion in large bio-molecules.

First experiments on this topic with ultrashort pulses were reported for the amino acid

phenylalanine [43, 52]. The advent of attosecond pulses and the exploitation of modern

mass spectrometer instruments will allow future ultrafast pump-probe experiments with

complex peptides and proteins. The enormous accuracy of Fourier transform mass analyzers

and the outstanding temporal resolution available through attosecond pulses might allow

to follow and control molecular dynamics in biological relevant systems on the natural

timescale of electronic motion.
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Sanz-Vicario, S. Zherebtsov, I. Znakovskaya, A. L’huillier, M. Y. Ivanov, M. Nisoli,

F. Mart́ın, and M. J. J. Vrakking, “Electron localization following attosecond

molecular photoionization.”, eng, Nature, vol. 465, no. 7299, pp. 763–766, Jun. 2010.

doi: 10.1038/nature09084. [Online]. Available: http://dx.doi.org/10.1038/

nature09084.

[48] K. P. Singh, F. He, P. Ranitovic, W. Cao, S. De, D. Ray, S. Chen, U. Thumm,

A. Becker, M. M. Murnane, H. C. Kapteyn, I. V. Litvinyuk, and C. L. Cocke,

“Control of electron localization in deuterium molecular ions using an attosecond

pulse train and a many-cycle infrared pulse.”, eng, Physical Review Letters, vol.

104, no. 2, p. 023 001, Jan. 2010.
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Abstract

This thesis explores the field of ultrafast electron dynamics and the effects of electron-

nuclear coupling in molecules. By extending the research to peptides and proteins the

investigation of charge migration and charge transfer in larger molecular systems may be

established as these phenomena play a crucial role in biological processes. The insights

may lead to a higher degree of control over chemical reactions.

In the first part of the current work control over the electron distribution in neutral

molecules on the attosecond timescale is achieved by employing an attosecond laser

source in a pump-probe scheme (Chapter 3). Several small molecules (N2, CO2, C2H4)

are illuminated with moderately strong near-infrared (NIR) laser radiation inducing a

time-dependent dipole. The ultrafast charge displacement is subsequently probed by an

attosecond pulse train (APT). The observed effect is interpreted as a varying XUV opacity

induced by the molecular polarization.

Furthermore, the dissociative photo-ionization of N2 molecules by an APT and under

the influence of a NIR field is studied by recording the kinetic energy release (KER)

spectrum of the N+ fragments angle- and energy-resolved as a function of pump-probe

delay (Chapter 4). Characteristic signal oscillations in conjunction with theory imply that

the initial electronic phase acquired during sudden ionization can influence subsequent

nuclear dynamics.

The last experiment conducted within the framework of this thesis combines an intense

femtosecond laser source and a Fourier-transform mass spectrometer to enable accurate in-

vestigations of the interaction of short-pulse lasers with large biologically relevant molecular

systems (Chapter 6). As a proof-of-principle investigation, the peptide sequencing capabil-

ities of femtosecond laser-induced dissociation are studied in detail and the fragmentation

pathways are characterized. In future experiments, this setup might be used for charge

migration and pump-probe studies on various timescales and to establish site-specific

fragmentation of biomolecules.

In conclusion, the work presented here explores attosecond pump-probe measurements on

small multi-electron systems and how the investigations can be extended to the interaction

of intense ultrashort laser pulses with biomolecules.
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Kurzzusammenfassung

In der hier vorgestellten Arbeit werden Elektronendynamiken und die Wechselwirkung

von Elektronen und Atomkernen in kleinen Molekülen mit Attosekundenzeitauflösung

untersucht. Des weiteren soll ein Ansatz gefunden werden diese Forschung auf große

Biomoleküle, wie z.B. Peptide oder Proteine, auszudehnen, da Ladungsmigration und

-transport eine wichtige Rolle in biologischen Prozessen spielen. Verständnis und Kontrolle

dieser Vorgänge könnten eine gezieltere Manipulation chemischer Prozesse ermöglichen.

Im ersten Teil der hier vorgestellten Arbeit wird gezeigt, dass die Ladungsverteilung in

neutralen Molekülen unter Zuhilfenahme von Pumpe-Probe-Aufbauten mit Attosekunden-

genauigkeit manipuliert werden kann (Kapitel 3). Hierbei wurden kleine Moleküle (N2,

CO2, C2H4) unter dem Einfluss eines Laserfeldes im Nahinfrarotbereich (NIR) mit Hilfe

eines Attosekundenimpulszuges ionisiert. Die vom NIR-Feld hervorgerufene Änderung der

Ladungsverteilung, welche in einem oszillierenden Dipol resultiert, kann experimentell als

Modulation der Ionisationswahrscheinlichkeit beobachtet werden.

Desweiteren wird die Dissoziation von N2 im NIR-Feld nach vorausgegangener Ionisation

durch einen Attosekundenimpulszug untersucht (Kapitel 4). Die dabei entstehenden N+

Fragmente werden energie- und winkelaufgelöst als Funktion der relativen attosekundenge-

nauen Impulsverzögerung beobachtet. Hierbei auftretende charakteristische Oszillationen

deuten darauf hin, dass die elektronische Phase, welche beim Ionisieren akkumuliert wird,

die nachfolgenden Kernbewegungen beeinflussen kann.

Die Untersuchung der Wechselwirkung von ultrakurzen Lichtimpulsen mit biologisch rele-

vanten Molekülen wird durch die Kombination einer Femtosekundenlaserquelle mit einem

Fourier-Transformationsmassenspektrometer ermöglicht (Kapitel 6). Mit femtosekunden-

laserinduzierter Dissoziation werden Fragmentationsmuster in der Peptidsequenzierung

detailiert charakterisiert. Das Experiment kann als Ausgangspunkt für zeitaufgelöste

Studien an komplexen Systemen dienen und dazu beitragen eine Methode zu entwickeln

mit der gezielte Bindungsbrüche in Biomolekülen induziert werden können.

Zusammenfassend beschäftigt sich die hier vorgestellte Arbeit mit attosekunden Pumpe-

Probe-Experimenten an kleinen Molekülen und der möglichen Ausdehnung der Experimente

auf große Biomoleküle.
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[T2] C. Neidel, A. Kühn, F. Noack, C. P. Schulz, I. V. Hertel, and L. Michael, Femtolysis

- investigation of biological relevant molecules by femtosecond lasers coupled to a FT

ICR mass spectrometer, DPG spring meeting, Division: AMOP, Dresden, Germany,

Talk, Mar. 2011. [Online]. Available: http://www.dpg-verhandlungen.de/year/

2011/conference/dresden/part/mo/session/1/contribution/10.

[T3] C. Neidel, J. Klei, C.-H. Yang, and M. J. J. Vrakking, Attosecond dynamics of

CO2 and C2H4, DPG spring meeting, Division: AMOP, Stuttgart, Germany, Talk,

Mar. 2012. [Online]. Available: http://www.dpg-verhandlungen.de/year/2012/

conference/stuttgart/part/mo/session/6/contribution/10.

Posters
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nach Kräften bearbeitet. Auch die Administration des MBIs hat mir und den Kollegen

den Rücken für unsere eigentlichen Arbeiten freigehalten.

Speziell die Attosekundenexperimente wurden durch meine Mitdoktoranden Jesse Klei,
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