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Tag der Disputation: 16. Dezember 2011



Preface

Publications The results presented in the first part of Chapter 2 were published
in the Proceedings of the National Academy of Sciences [111]. I was involved in de-
signing the study, and implemented all the analyses presented in this thesis. I would
like to acknowledge Ho-Ryun Chung for his contribution to the design of the study
and his help with analyzing the data, as well as his development of the preliminary
“Histone code for transcription”. The results presented in Sections 2.5 and 2.6, as
well as Chapter 3 have not been published yet, but manuscripts for both of these
analyses are in preparation.

Acknowledgments I would like to thank Martin Vingron and Kristian Vla-
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Chapter 1

Introduction

The term epigenetics describes heritable changes in the genome that are not transmit-
ted through the DNA sequence. Covalent mechanisms of storing epigenetic information
include histone modifications and DNA methylation, both of which have been linked to
regulation of various cellular processes. The goal of this thesis is to investigate the rela-
tionships between histone modifications and two different processes involved in the pro-
duction of a mature mRNA, namely mRNA transcription and splicing. In this chapter we
will give a brief overview of the current knowledge about histone modifications and their
mechanisms of action. We will also describe mechanisms involved in mRNA transcription,
splicing and degradation. Finally, we will describe some of the main experimental methods
used to generate publicly available data used in our analysis.

1.1 Histone modifications

The DNA in the nucleus of eukaryotic organisms is packaged into a compact structure
called chromatin. The basic repeating unit of chromatin is the nucleosome, formed
by wrapping 147 base pairs (bp) of DNA around an octamer of four core histones,
H2A, H2B, H3, and H4 [55, 118, 119, 140, 210]. The fact that tails of histone pro-
teins, which protrude from the nucleosome, can be post-translationally modified by
the introduction of acetyl and methyl groups was discovered almost fifty years ago,
accompanied by the observation that these modifications can influence RNA synthesis
[7]. It is now known that many amino acid residues in both the tails and the core of
histones are subject to these and additional post-translational covalent modifications
[14].

Currently, at least nine different types of modifications of histone proteins have
been identified: acetylation, methylation, phosphorylation, deimination, sumoyla-
tion, ubiquitination, ADP ribosylation, proline isomerisation and addition of a β-N-
acetylglucosamine sugar residue. In addition, histone N-terminal tails can be clipped,
a process that was identified in both lower and higher eukaryotes (reviewed in [14]).
The three most studied types of histone modifications are acetylation, phosphory-
lation and methylation. Acetylation is restricted to ε-amino groups of lysine side
chains [242], while phosphorylation occurs on serines, threonines and tyrosines [159].
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Chapter 1 Introduction

Among histone residues, methylation is mostly found on lysines and arginines, and
in contrast to the two previously mentioned modifications, can be present in several
different states. Namely, lysines can be modified by the addition of one, two or three
methyl groups, while arginines can be monomethylated, as well as asymmetrically or
symmetrically methylated [154]. A common nomenclature is used for the description
of histone modifications starting with the abbreviated name of the modified histone,
followed by a single letter denoting the type of the amino acid residue, a number
indicating the position of the residue in the sequence, and ending with the type of
modification [213]. Thus, three methyl groups added to a lysine at position 4 of
histone H3 would be denoted as H3K4me3.

The hypothesis that post-translational acetylation and methylation of histones can
influence transcription was proposed by Allfrey et al., in one of the earliest studies
of histone modifications [7]. Since then, histone modifications have been linked to
a number of additional chromatin-dependent processes, including replication, DNA-
repair and recombination [121]. The observation that a single nucleosome can be
decorated by multiple histone modifications has led to the “histone code hypothesis”,
which states that “distinct histone modifications, on one or more tails, act sequentially
or in combination to bring about distinct downstream events” [106, 203].

There are two main mechanisms by which histone modifications affect cellular pro-
cesses. First is the alteration of chromatin structure and function by inducing a
change in the charge of the nucleosome particle. For example, addition of an acetyl
group neutralizes the positive charge of the lysine residues, and can potentially dis-
turb electrostatic interactions between the histone and the negatively charged DNA
strand, presumably resulting in a less compact chromatin structure. Indeed it has
been experimentally shown that acetylation of histones regulates chromatin structure
during interphase, with hyperacetylation causing increased chromatin accessibility
[84]. Changes in chromatin accessibility can influence other processes, such as tran-
scription, as supported by the observation that histone acetylations are frequently
enriched in promoters of active genes, possibly facilitating binding of transcription
factors to the promoter [228]. However, not all negatively charged modifications will
necessarily induce the decondensation of chromatin. Instead, they can exert their
effect by regulating the binding of different protein complexes, the other main mech-
anism of function of histone modifications. This is exemplified by the phosphorylation
of serine 10 of histone H3, a modification that is correlated with chromatin conden-
sation, although the phosphate adds a negative charge to the histone [230]. This
somewhat counterintuitive result is explained by the fact that H3S10ph disturbs the
binding of HP1 protein, enabling proper chromatin condensation and chromosome
segregation during mitosis [70]. In the absence of H3S10ph, HP1 binds to H3K9me3,
providing another example of how histone modifications can regulate protein recruit-
ment.

Histone modifications, along with DNA methylation, are considered one of the two
main types of epigenetic modifications [26]. Epigenetics involves the study of “heri-
table phenotypes resulting from changes in a chromosome without alternations in the
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1.2 Transcription of mRNA

DNA sequence” [24]. Imprinting, X chromosome inactivation and heterochromatin
formation are just a few of the processes transmitted to the next generation by epi-
genetic inheritance, and although it is clear that histone modifications are involved
in epigenetic inheritance, the exact mechanism by which the heritable information is
transmitted from mother to daughter cell still remains to be elucidated [121]. Recent
discoveries of enzymes which can remove histone modifications showed that most of
these modifications are dynamic [38, 103, 191, 242], and raised the question of whether
histone modifications are more likely to maintain rather than actually transmit epi-
genetic information. A recent study in mice showed that an epigenetic phenotype
can be inherited through a small RNA molecule present in sperm [170] and raised the
possibility that small RNAs could also be involved in the inheritance of chromatin
states, since they have been shown to be able to direct chromatin-modifying com-
plexes to DNA [121, 218]. In summary, the mechanism of transmission of epigenetic
information to the next generation is one of the most fundamental open questions in
the field of epigenetics, and remains to be answered by further studies.

1.2 Transcription of mRNA

1.2.1 The transcription cycle

Transcription is a process of synthesizing a complementary RNA copy of a DNA
sequence. In eukaryotes, all protein-coding genes are transcribed by RNA polymerase
II (PolII), a protein complex composed of 12 subunits which catalyzes the formation
of the phosphodiester bond between incoming ribonucleotides to enable the formation
of the nascent RNA chain [192].

Transcription proceeds in a series of steps, also referred to as transcription cycle. The
transcription cycle starts with the assembly of the preinitiation complex (PIC) at the
promoter, after which PolII initiates transcription. PolII then leaves the promoter
in a process called promoter clearance, in order to proceed with efficient transcript
elongation. Finally, transcription terminates upon reaching the end of the gene, and
PolII is released from the gene, ready to start another transcription cycle (reviewed
in [63, 206]; Fig. 1.1).

The preinitiation complex consists of PolII and a set of basal transcription factors,
namely TFIIA, TFIIB, TFIID, TFIIE, TFIIF and TFIIH, whose main role is to
facilitate promoter recognition and unwinding of DNA at the start of the transcrip-
tion cycle [195]. Early studies showed that assembly of PIC at the promoter was
mediated by the recognition of TATA-box by the TATA-binding protein (TBP) sub-
unit of TFIID ([93], and references therein). The TATA-box is a common element
of the core promoter, the DNA sequence which drives transcription initiation [109].
It was long believed that the TATA-box motif is essential for successful promoter
recognition. However, the annotation and characterization of more and more genes
revealed that only a fraction of vertebrate core promoters contain a TATA-box [115].
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Figure 1.1: The transcription cycle. Schematic representation of the transcription cycle
(adapted from Egloff and Murphy [63])

Furthermore, later studies identified many additional core promoter elements, such
as the downstream promoter element (DPE), TFIIB recognition elements (BREs),
the initiator element (INR) or the downstream core element (DCE). These elements
can be recognized by different subunits of PIC, such as the recognition of INR and
DPE by subunits of TFIID called TATA-associated factors (TAFs) or recognition
of BRE by TFIIB (reviewed in [109]). Computational studies revealed that there
is an enrichment of certain combinations of core promoter elements, although it is
very rare that they all appear together in the same promoter [71, 80, 158]. Taken
together, these findings imply that there are several different modes of recognition of
the core promoter, that depend on its sequence features. Furthermore, the finding
that components of TFIID are differentially expressed during myogenesis suggests
that the mode of recognition of the core promoter could depend on the type and
developmental stage of the cell [58].

Once PIC is assembled at the promoter, PolII can proceed with transcription ini-
tiation. For initiation to occur, the DNA at the promoter has to be unwound, in
a process called promoter melting, catalyzed by the helicase activity of a subunit
of TFIIH [89]. After DNA is unwound, PolII can catalyze the formation of the first
phosphodiester bond of the nascent RNA molecule. The largest subunit of eukaryotic
RNA polymerase II, Rpb1, has a C-terminal domain (CTD) which consists of multiple
tandem repeats of the consensus sequence Tyr-Ser-Pro-Thr-Ser-Pro-Ser (YSPTSPS).
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1.2 Transcription of mRNA

The important role of CTD is emphasized by the finding that its deletion is lethal in
both lower and higher eukaryotes. Phosphorylation of different residues of CTD has a
role in transcriptional regulation, although the finding that transcription can proceed
in vitro even after deletion of CTD points to the fact that the role is an auxiliary one
(reviewed in [63]). During initiation, Ser-5 of the CTD is phosphorylated by Cdk7
kinase, a subunit of the general transcription factor TFIIH. Phosphorylation of Ser-5
has a role in the recruitment of capping enzymes to the 5’ end of the nascent RNA
chain.

After transcription is initiated, PolII will transcribe a short stretch of nucleotides
from the template DNA strand and then pause at a position of around 25 to 50 nu-
cleotides downstream of the transcription start site (TSS) [46]. This phenomenon,
known as promoter-proximal pausing, is induced by the association of PolII with
the DRB-sensitivity inducing factor (DSIF) and negative elongation factor (NELF)
[219, 241, 252]. Additionally, since the pause site is in the vicinity of the first nu-
cleosome downstream of the TSS, it is possible that this nucleosome also facilitates
promoter-proximal pausing by slowing down PolII progression. However, nucleo-
somes do not seem to be essential in this process, since PolII pausing can be induced
in vitro on DNA templates lacking nucleosomes by addition of DSIF and NELF
[241]. Phosphorylation of the Ser-2 of CTD by the positive transcription elongation
factor b (P-TEFb) complex causes dissociation of NELF from PolII and transition
to elongation of RNA.

Promoter-proximal pausing could have several different physiological functions [46].
Firstly, it may result in lower transcript levels of genes. Secondly, it could be in-
volved in keeping certain genes poised for rapid transcription, and possibly in the
maintenance of an open chromatin state. A good example of this is the regulation
of transcription of “immediate early” genes, genes that are involved in various rapid
responses of the cell to external stimuli, such as heat-shock proteins. For example,
in normal cellular conditions Hsp70 is kept in a poised state by NELF and DSIF.
Then, after the induction of heat shock, P-TEFb is recruited to the gene, the block
is released and Hsp70 is rapidly transcribed [10, 236]. Recent genome-wide studies of
PolII distributions of human and Drosophila genes showed that almost 30% of genes,
mostly involved in immediate-early responses and developmental processes, exist in
a “poised” state, confirming that PolII pausing is a significant factor in RNA tran-
scription regulation [87, 151]. Conversely, PolII pausing could also be connected to
early termination of elongation. In yeast, an early termination pathway causes ter-
mination within the first few hundred nucleotides of elongation (for review, see [32]).
The pathway is mediated by a termination complex targeted to 5’ ends of genes
through sequence-specific binding to RNA and association with phosphorylated Ser-
5 of PolII CTD. Ser-2 phosphorylation suppresses the early termination pathway and
enables efficient elongation. Although early termination has not been explicitly con-
firmed in higher eukaryotes, the existence of many promoter-associated short RNAs
in mammals implies that at least some of the paused polymerases could be involved
in such a pathway, resulting in production of truncated transcripts (reviewed in [35]).
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Lastly, pausing could serve as a checkpoint for other processes functionally coupled
to transcription, such as RNA processing.

Once PolII has cleared the promoter, it can proceed with the elongation of the nascent
transcript. PolII catalyzes the formation of the phosphodiester bond between the
3’ end of the nascent transcript and an incoming nucleotide triphosphate (NTP).
Inside the catalytic center of PolII the nascent RNA 3’ end is bound to the i site,
while the incoming NTP occupies the i+1 site. After the phosphodiester bond is
formed, the newly formed 3’ end is translocated from the i+1 site to the i site [156].
A recent model of the mechanism of elongation postulates that this movement is
probably induced by the bending of the F bridge helix of PolII. Since the F bridge
helix can oscillate between bent and straight conformations, the model proposes that
the loading of the required NTP into the i+1 site prevents the RNA 3’ end from
occupying this site. In this way Pol II would be stabilized in a forward translocated
state and on average backward motion or “backtracking” of PolII would be inhibited.
However, binding of an incorrect NTP would favor movement of PolII in the opposite
direction, allowing backtracking in the case of incorrectly incorporated nucleotides,
which could have an influence in ensuring transcriptional fidelity [15].

During elongation, the forward movement of PolII can be obstructed, resulting in
either transcriptional pausing or transcriptional arrest [192]. Transcriptional pausing
is a self-reversible process which occurs when PolII stops nascent RNA synthesis for
a certain period of time. In contrast, transcriptional arrest is an irreversible process,
and cannot be resolved without involvement of accessory factors. The exact mecha-
nisms of inducing transcriptional pause and arrest are still debated, but are likely to
include backtracking of PolII and structural rearrangements inside the enzyme [197].
Many general elongation factors function by helping PolII to overcome pausing and
arrest, and resume synthesis of nascent RNA. TFIIF, Elongin and ELL have all been
shown to be capable of increasing the rate of PolII elongation by decreasing the time
of PolII pausing ([192], and references therein). On the other hand, TFIIS helps
PolII to overcome transcriptional arrest by stimulating PolII-mediated cleavage of
the nascent transcript [171, 194].

Mechanisms of transcript termination are not as well understood as other parts of the
transcription cycle. In mammals, termination does not take place at conserved sites,
but can occur at a distance of a few kilobases downstream of the end of the mature
transcript [167]. Regulation of transcription termination is very important, since
defective termination can interfere with transcription from downstream promoters,
splicing and degradation of mRNA [143, 232]. It is also important that PolII is
correctly released so that it can be utilized in further rounds of the transcription
cycle. Termination of most mammalian protein-coding genes is functionally coupled
with processing of the 3’ end of nascent RNA [174].

In mammals, cleavage and polyadenylation of nascent RNA is mediated by a highly
complex 3’ end processing machinery. Briefly, a conserved hexanucleotide, AAUAAA,
is recognized by the cleavage and polyadenylation specificity factor (CPSF), which
is recruited to the body of elongating PolII. Upon transcription of the conserved
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hexanucleotide, CPSF binds to this site and induces pausing of PolII. This is followed
by the binding of the cleavage stimulation factor (CstF) to a downstream U/GU-rich
element. CPSF then binds to CstF, and mediates cleavage of the nascent transcript
upstream of the conserved hexanucleotide and downstream of the U/GU-rich region,
followed by the release of PolII (reviewed in [174]).

Although pausing of PolII seems to be an important step in achieving termination, it
does not by itself necessarily lead to release of PolII. In humans, efficient termination
requires the presence of an 5′ → 3′ exoribonuclease Xrn2 [231]. According to one
model this exoribonuclease degrades the downstream RNA product until it reaches
PolII. The collision of Xrn2 with PolII, perhaps helped by the action of the enzyme
sentaxin, which possesses a helicase activity, would then cause the release of PolII
from the template DNA and termination of transcription [123, 141]. It was recently
shown that Ser-7 of PolII CTD can also be phosphorylated during transcription of
some protein coding genes. The function of this phosphorylation is not yet known,
although the fact that this mark is usually observed at the 3’ ends of genes could
imply that it is somehow involved in 3’ processing and/or transcription termination
[40, 64].

1.2.2 Chromatin and transcription regulation

The different steps of the transcription cycle have to be tightly regulated to achieve
a precise control of gene expression. Activation of transcription depends largely on
the action of sequence-specific transcription factors, which can either promote or
repress the recruitment of PolII and/or general transcription factors to the promoter,
mainly through interactions with transcriptional coactivators and corepressors [110].
However, since transcription takes place in a chromatin context, its progression is also
dependent on the chromatin structure of the gene. This section briefly summarizes
the current knowledge on different mechanisms of regulating chromatin dynamics, as
well as their influence on regulation of transcription.

All the steps of the transcription cycle, from binding of transcription factors and
preinitiation complex assembly to the progression of PolII through the transcript, are
affected by the packaging of genomic DNA into the nucleosome [235], a barrier that
can be traversed in several different ways to ensure efficient transcription. A study
investigating nucleosome positioning in the yeast genome showed that promoters of
most yeast genes contain a nucleosome-free region at around 200 bp upstream of the
transcription start site [246]. The nucleosome-free regions were shown to be enriched
in poly-A and poly-T sequences, suggesting that the loss of nucleosomes is governed
by the sequence composition of the promoter region. Furthermore, most functional
(occupied) transcription factor binding sites were devoid of nucleosomes, suggesting
that the lower nucleosome occupancy somehow facilitates access of transcription fac-
tors to the promoter. Alternatively, the binding of transcription factors could cause
the exclusion of nucleosomes from the binding sites. Although it seems clear that
initial nucleosome positioning is mainly governed by the sequence composition of the
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genome, chromatin structure can subsequently be altered through changes of nucleo-
some position and structure, mediated by ATP-dependent chromatin remodelers and
histone chaperone proteins [214]. Chromatin remodelers mainly act by moving nu-
cleosomes along the DNA, evicting nucleosomes or altering the composition of the
nucleosome, exerted by either removing certain histone proteins from the nucleosome
or replacing the histone protein with a histone variant [49]. Histone chaperones, which
can also work in combination with chromatin remodelers, can influence nucleosome
stability or serve as a storage for histones [161]. Changes in chromatin structure
resulting from the action of chromatin remodelers and histone chaperones can be
very important for progressing through the transcription cycle. For instance, histone
removal from the yeast PHO5 promoter mediated by the histone chaperone Asf-1
is essential for activation of transcription and recruitment of general transcription
factors ([4], and references therein).

Histone modifications are another mechanism of regulation of chromatin dynam-
ics, that has been intensively studied in the context of transcription. It has been
found that individual modifications can be associated with transcriptional activation
or repression. Acetylation and phosphorylation generally accompany transcription;
sumoylation, deimination, and proline isomerization are usually found in transcrip-
tionally silent regions; methylation and ubiquitination are implicated in both activa-
tion and repression of transcription [121]. Apart from the type of covalent modifica-
tion, the final effect on transcription regulation also depends on the residue that is
modified and the region of the gene where the modification occurs [131]. Although in
general little is known about the exact relationship between individual histone mod-
ifications and different steps of the transcription cycle, recent studies have increased
our understanding of the mechanisms involved in this regulation, some of which are
summarized below.

First of all, histone modifications can function by promoting recruitment of tran-
scription factors to the promoter. This was confirmed by a study of the binding of
Myc transcription factor in the human genome, which discovered that only a fraction
of binding sites that matched the consensus sequence for Myc binding were actu-
ally bound by the protein in vivo [86]. Furthermore, the binding was dependent on
a specific chromatin signature around the binding site, consisting of high levels of
H3K4 and H3K79 methylations and H3 acetylation. This was one of the first indica-
tions that transcription factor binding could be regulated by histone modifications,
and that sequence-specific recognition of binding sites is dependent on chromatin
recognition.

Histone modifications can also influence recruitment of the preinitiation complex
(PIC) to the promoter. For example, it was observed that Spt-Ada-Gcn5-acetyl-
transferase (SAGA) is required for the transcription of about 10% of yeast genes
[126]. SAGA is a large multi-protein complex that possesses histone acetyltransferase
(HAT) activity. Shukla et al. [193] showed that the expression of some SAGA-
dependent genes directly depends on its HAT activity and H3 acetylation levels.
More specifically, in the PHO84 promoter, H3 acetylation regulates PIC formation,
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possibly by decondensation of chromatin, thus making the DNA more accessible to
binding of PolII and general transcription factors.

In addition to inducing changes in chromatin structure, histone modifications can also
act by recruiting additional histone-modifying or chromatin-remodeling complexes.
An example of this is H3K4me3, a modification enriched in promoters of active genes
that is usually considered to be a hallmark of active transcription [131]. This modifica-
tion is established at the nucleosome in the intricate trans-tail pathway that involves
interactions with PolII and cross-talk with other histone modifications (reviewed in
[76]). In yeast, a prerequisite for trimethylation of H3K4 is the monoubiquitination of
residue H2BK120, mediated by the PAF protein, an elongation factor associated with
the phosphorylated Ser-5 of the C-terminal domain of PolII. Monoubiquitination is
required for efficient di- and trimethylation, but not monomethylation, of H3K4 by
the methyltransferase Set1, a part of the COMPASS complex ([125], and references
therein). An analogous pathway has been identified in human cells, implying that
the trans-tail pathway is conserved in eukaryotes [114]. It was also recently discov-
ered that some proteins specifically recognize H3K4me3, but not dimethylated or
monomethylated H3K4 (reviewed in [249]). This includes different chromatin remod-
eling factors, such as NURF, which can bind to H3K4me3 and mediate transcription
initiation, possibly by inducing nucleosome sliding [133, 238]. A recent study inves-
tigating the genome-wide distribution of H3K4me3 showed that this modification,
along with PolII, occupies the promoters of most protein coding genes in human
embryonic stem cells [87]. However, not all of the genes enriched in H3K4me3 were
transcriptionally active. This finding implies that, even though H3K4me3 is usually
associated with active genes, it might be involved in regulating initiation, but it is
probably not regulating subsequent steps of the transcription cycle which are needed
to ensure efficient progression to elongation.

One of the well studied examples of how histone modifications can influence promoter
clearance and transition to elongation is H3K27me3, a modification involved in re-
pression of transcription. Trimethylation of H3K27 is catalyzed by the Polycomb
repressive complex 2 (PRC2) [33]. H3K27me3 is in turn specifically recognized by a
subunit of the Polycomb repressive complex 1 (PRC1) [33, 185]. PRC1 also contains
a subunit with a ubiquitin ligase activity, which mono-ubiqutinylates histone H2A
at lysine 119 [57, 222], an event which leads to repression of promoter clearance by
preventing the recruitment of FACT [202, 250]. FACT is a histone chaperone that
normally enables PolII, once stalled at the promoter, to proceed to elongation, by
mediating efficient displacement of one H2A/H2B dimer from the nucleosome [163].
If recruitment of FACT is blocked, PolII can not overcome the barrier imposed by
the first nucleosome and stays stalled at the promoter.

Several histone modifications, such as H3K36me3, H4K20me1 or H3K27me1, apart
from having an influence on transcriptional events in the promoter region (PIC as-
sembly, initiation and promoter clearance), have been found to be enriched in gene
bodies of actively transcribed genes [18]. This implies that methylation of histones
might have a function in elongation itself. On the other hand, even though coding
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regions of transcribed genes are highly enriched in histone acetyltransferases and hi-
stone deacetylases, histone acetylation shows minimal enrichment in these regions
(reviewed in [14]). One possible explanation for this observation is that acetylation
of coding regions is dynamic and coupled with transcribing PolII. Acetylation could
function by relaxing the chromatin structure to facilitate PolII progression, before
subsequent deacetylation. It has been shown that elongating PolII is associated with
Set2, a methyltransferase that catalyzes the establishment of trimethylation of H3K36
([239], and references therein). H3K36me3 can in turn recruit histone deacetylases
and mediate deacetylation of histones in coding regions, in order to reestablish a
more condensed chromatin structure and prevent the initiation of cryptic transcrip-
tion within coding regions [36, 108, 112].

In conclusion, different processes that regulate chromatin structure, such as removal/
replacement of nucleosomes and changes in the nucleosome structure, as well as co-
valent modifications of histone proteins, can have an influence on regulation of tran-
scription. These different mechanisms can work in combination, as in the case of the
trans-tail pathway, which provides evidence in support of the “histone code” hypoth-
esis. However, although some mechanisms by which histone modifications influence
the transcriptional process have been elucidated, in general little is known about this
relationship, making further studies necessary to fully understand it.

1.3 mRNA splicing

1.3.1 Spliceosome assembly and splicing regulation

The final product of the transcriptional process is a complementary RNA copy of
the DNA sequence of the transcribed gene, called precursor mRNA (pre-mRNA)
[175]. The production of a mature mRNA transcript which can be translated into
a protein requires additional processing steps of the pre-mRNA, one of which is
the excision of intron sequences during the splicing process. Splicing consists of two
transesterification reactions involving three specific sites in the intronic sequence: the
5’ splice site (5’SS), the 3’ splice site (3’SS) and the branch point sequence (BPS), also
called core splicing signals [224]. The splicing process is catalysed by the spliceosome,
a large complex composed of five small nuclear ribonucleoprotein particles (snRNPs)
and additional auxiliary non-snRNP proteins [175, 220]. Spliceosome assembly begins
with the binding of the U1 snRNP to the 5’SS of the intron, binding of splicing factor
1 (SF1) to the BPS and binding of the U2 auxiliary factor (U2AF) to the 3’SS and
to a pyrimidine rich region upstream of the 3’SS called the polypyrimidine tract
(PPT), forming the E complex [44, 175, 220]. Subsequent steps are executed either
through interactions across the intron between factors which recognize the 3’SS and
the upstream 5’SS (intron definition) or by interactions across the exon among factors
recognizing the 3’SS and the downstream 5’SS (exon definition), a mode of splice site
recognition predominant in mammals [25]. SF1 is subsequently displaced from the
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BPS by the binding of the U2 snRNP, leading to the formation of the prespliceosome
(A complex). The A complex is then converted to the precatalytic spliceosome B
complex by the addition of U4/U6 and U5 snRNPs. A catalytically active spliceosome
(C complex) is formed after additional conformational changes and loss of U1 and
U4 snRNPs ([44, 175, 220]; Fig. 1.2).

U4/U6
U5

Figure 1.2: Spliceosome assembly. Schematic representation of the splicing process and
spliceosome assembly (adapted from Chen and Manley, [44])

However, not all of a gene’s exons are necessarily included in the final mature mRNA.
The process of selecting different splice sites during splicing is called alternative splic-
ing, and it results in the production of various transcript isoforms containing distinct
combinations of exons [224]. It is currently estimated that over 90% of human genes
undergo alternative splicing, with different isoforms usually being expressed in a
tissue-specific manner, influencing numerous differentiation and developmental pro-
cesses [221]. Fig. 1.3 depicts the most frequently observed forms of alternative splic-
ing, whose combinations can then lead to more complex alternative splicing outcomes.
Mutations that disrupt splicing patterns have been connected with the onset of vari-
ous genetic diseases, such as spinal muscular atrophy, Duchenne muscular dystrophy
and cystic fibrosis [50], emphasizing the need for tight regulation of the splicing pro-
cess. Splice site selection and the final structure of the spliced transcript is influenced
by various factors.
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Recognition of splice sites depends on their affinity for splicing factors U1 and U2AF,
involved in the formation of the E complex [44]. Genomic annotation of 5’ splice
site and 3’ splice site positions in the genome permitted the alignment of splice site
sequences and identification of a consensus sequence [248]. Moreover, this has also
led to the development of more complicated statistical models for identification of
novel splice sites [164, 243]. In humans, binding of U1 and U2AF occurs through
complementary base pairing, and disruption of the consensus sequence leads to re-
duced binding of the splicing factors to pre-mRNA [177, 253]. The consensus se-
quence of the branch point sites of human introns, bound by SF1 and later U2, is
degenerate, suggesting that additional cis- and trans-acting elements are needed to
enhance its recognition [77]. Although the splice site consensus sequences are better
defined, even the presence of strong splice sites, matching the consensus sequence
to a high degree, is not a definite predictor of whether the exon will be included in
the final transcript. This is demonstrated by the existence of pseudoexons, intronic
sequences surrounded by splice sites closely matching the consensus sequence. How-
ever, pseudoexons are never or very rarely spliced [204], implying that only part of
the information for splice site selection is encoded in the core splicing signals them-
selves, with additional signals being required for accurate splicing of pre-mRNAs.

Figure 1.3: Most frequent forms of alternative splicing. Schematic representation of
the most frequently occurring forms of alternative splicing (adapted from Wang et al. [224])

Apart from core splicing signals, there are also numerous additional cis-regulatory
elements which can either promote or suppress splice site recognition, called splicing
regulatory elements (SREs). These elements are classified in four different categories,
depending on their position and influence on splice site recognition: exonic splicing
enhancers (ESEs), exonic splicing silencers (ESSs), intronic splicing enhancers (ISEs)
and intronic splicing silencers (ISSs) [44, 224]. Various SREs have been identified by
molecular genetics techniques, mainly by analyzing mutations which lead to a change
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in splicing patterns of specific genes [224]. Apart from these individual approaches,
different methods for genome-wide identification of SREs have been developed. These
methods generally rely on two different approaches: (1) computational searches for
(possibly conserved) overrepresented motifs in a particular group of intronic or exonic
sequences and (2) experimental methods based on SELEX experiments used to find
sequences that either influence splicing or bind to particular known splicing factors
(reviewed in [41]).

SREs can be bound by various proteins, which can then either promote or repress
splice site recognition. ESEs are usually bound by members of the SR protein family
[44]. The binding of SR proteins then facilitates splice site recognition by recruit-
ment of components of the splicing machinery, such as U1, U2AF and U2, to 5’ and
3’ splice sites [47, 82, 142]. Although splicing regulation mediated by ISEs is not well
understood, various proteins binding to these elements have been identified, such
as the T-cell restricted intracellular antigen I (TIA1), which promotes the recogni-
tion of weak splice sites by recruiting the U1 splicing factor to the nascent mRNA
[72, 73, 79]. ESSs and ISSs are usually bound by heterologous nuclear ribonucleo-
protein particles (hnRNPs) [44]. Splicing inhibition can then be achieved by steric
hindrance of the binding of snRNPs. A well known example of this mechanism is
the binding of the polypyrimidine tract binding protein (PTB, also called hnRNP I)
to the polypyrimidine tract, an event that represses the binding of U2AF and splic-
ing of the downstream 3’ splice site [198]. hnRNPs can also function by inhibiting
the binding of activator proteins to splicing enhancers, as in the case of hnRNP A1
repressing the splicing of HIV-1 tat exon 3, which is normally promoted by binding
of SR protein SC35 [251]. Another model, supported by NMR structural analysis of
the four RNA binding domains of PTB in complex with RNA, proposes that binding
of PTB to several different PPTs can bring distal PPTs into close proximity and
induce RNA looping [157]. Positioning of an exon or a branch point sequence inside
the RNA loop could then prevent binding of splicing factors or spliceosomal assem-
bly. Some SRE-binding proteins are expressed in a tissue-specific manner, among
them FOX1 and FOX2 proteins, which are preferentially expressed in muscle, heart
and neurons [107, 217], and brain specific factors nPTB, Nova1 and Nova2 [105, 144].
Even the core proteins involved in spliceosome assembly, such as snRNPs, show differ-
ential expression among various human tissues, further contributing to tissue-specific
regulation of alternative splicing [85].

The aforementioned example of repression of binding of SC35 by hnRNP A1 shows
that alternative splicing can be regulated by combinatorial effects of different SREs.
There is also accumulating evidence that the specific effect of some SRE-binding
proteins depends on the position of the SRE in the sequence. For instance, PTB,
Nova and FOX2 proteins all repress exon inclusion when bound to SREs upstream of
the 3’ splice site, but enhance exon inclusion if they bind to elements downstream of
the 5’ splice site [136, 216, 244], thus adding a further level of complexity to alternative
splicing regulation. A recent study used a set of 1,014 genomic variables, comprised of
various RNA motifs and other transcript features, to model tissue-specific regulation
of 3,665 cassette-type alternative splicing events in 27 different mouse tissues, also
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taking into account the position of the various features in the genomic sequence [16].
This model, which achieved quite high prediction accuracy among some sets of exons,
was a first attempt at establishing a code for splicing determined by combinations of
different features that could govern splice site selection.

1.3.2 Transcription-coupled splicing

There is substantial evidence that transcription and splicing can occur simultaneously
in the nucleus. The first report of co-transcriptional splicing came from a study of
Drosophila melanogaster embryos, where electron microscopy was used to show that
spliceosome formation can occur while the transcript is still in contact with the tem-
plate strand [28], and co-transcriptional splicing has since then been observed in many
additional genes of various species [23, 208, 237]. The discovery of the simultaneous
occurrence of the two processes points to the possibility of their functional coupling.
The existence of functional coupling was confirmed by the observation that the type
of promoter used to drive transcription influences the outcome of alternative splicing
[52, 53]. Two different models of how transcription could influence splicing have been
proposed [120]. The “recruitment model” proposes that PolII and/or various tran-
scription factors influence the efficiency of splicing through their interactions with
splicing factors. This model is supported by the observation that the C-terminal do-
main (CTD) of PolII has a role in targeting splicing factors to transcripts in vivo and
that the truncation of the CTD inhibits pre-mRNA splicing [150]. A second model,
called “the kinetic model”, postulates that the rate of transcription elongation influ-
ences splice site selection. The kinetic model assumes that in the case of mutually
exclusive exons with competing 3’ splice sites, a weak one followed by a strong one,
both 3’ splice sites will be presented simultaneously to the splicing machinery and
splicing will occur at the stronger splice site if the rate of PolII elongation is high.
However, if PolII elongation is slow, the weaker splice site will be recognized first and
the intron bounded by this splice site will be spliced out [120]. One of the studies
showing strongest evidence in support of this kinetic model used a slow mutant of
PolII to inhibit skipping of the fibronectin EDI exon in human cells [56].

1.3.3 Chromatin and alternative splicing

In addition to various RNA-binding motifs, tissue-specific expression of splicing fac-
tors and PolII elongation rate, chromatin structure was also recently identified as a
potential regulator of alternative splicing outcomes. This relationship was first con-
firmed by a study that used mammalian cells transfected with minigenes carrying
the fibronectin EDI exon to investigate mechanisms of alternative splicing regula-
tion. The study showed that treatment of the cells with trichostatin A, an inhibitor
of histone deacetylation, decreases the inclusion of the EDI exon in mature mRNA
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transcripts. This effect was believed to be a consequence of increased PolII proces-
sivity, caused in turn by increased acetylation levels of chromatin due to inhibition
of histone deacetylases [155].

The recent development of methods for genome-wide mapping of chromatin struc-
ture provides further evidence in support of its role in the regulation of alternative
splicing. Digestion of genomic DNA using micrococcal nuclease (MNase) produces
mononucleosome-sized DNA, which can then be sequenced using next-generation se-
quencing techniques and mapped back to the genome to produce high-resolution
nucleosome positioning maps. Several independent studies analyzed genome-wide
nucleosome positioning data for human CD4+ T-cells and C.elegans mixed-tissue
population of cells. These studies described an unusual pattern of nucleosome en-
richment in internal exons of both human and C. elegans genes [9, 101, 186, 200, 211].
This effect was shown not to be a consequence of GC content or protein-coding po-
tential of exons, and is mostly not dependent on gene expression level. Later studies
confirmed exonic nucleosome enrichment in additional cell types, as well as other
species, such as A. thaliana and O. latipes, further supporting the notion that this is
a stable and evolutionarily conserved phenomenon [48, 59, 153].

This finding raised the question of the functional significance of the enrichment of nu-
cleosomes in exons. One possible explanation is that nucleosomes play a role in exon
definition. This hypothesis was mainly inspired the observation that the average size
of mammalian exons and the length of the DNA sequence which is wrapped around
the nucleosome are quite similar [137]. An additional possibility is that nucleosomes
are involved in the regulation of alternative splicing, supported by results of several
analyses of nucleosome enrichment patterns at intron-exon boundaries of alternative
and constitutive exons, which showed that constitutive exons and alternative exons
that are included in the transcript have higher nucleosome occupancy levels than al-
ternative exons with low frequency of inclusion [186]. The enrichment of nucleosomes
is negatively correlated with splice site strength. Included alternative exons with
weak splice sites have high levels of nucleosome occupancy. On the other hand, pseu-
doexons, DNA sequences that are surrounded by splice sites but show no evidence
of being efficiently spliced, show a depletion of nucleosomes. Taken together, these
observations could indicate that high nucleosome occupancy promotes the inclusion
of alternative exons with weaker splice sites and possibly represses splicing of pseu-
doexons with strong splice sites [200, 211]. Nucleosomes could influence splicing by
altering PolII elongation rate, causing it to pause at sites of nucleosome accumulation,
an effect that was previously observed in various studies [98, 104], and is supported
by the fact that the levels of PolII are indeed higher in exons [48, 59, 186]. Paused
PolII could subsequently influence alternative splicing either through mechanisms
described by the recruitment model or by the kinetic model (see Section 1.3.2).

In addition to nucleosomes, the levels of some histone modifications seem to be re-
lated to the intron-exon structure of a gene. This was first shown in a study of highly
synchronized populations of C. elegans larval stages, where the authors studied the
genome-wide distribution of three histone modifications and noticed that levels of
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H3K36me3, but not H3K4me3 or H3K9me3, are highly enriched in exons compared
to introns, a result that was further corroborated by identification of an analogous
pattern of H3K36me3 enrichment in exons of human and mouse genes [117]. Ad-
ditional studies identified further modifications whose levels differ between introns
and exons [9, 59, 100, 101, 186, 200, 211], although in some cases this enrichment
could merely be a reflection of the underlying nucleosome density. However, some
histone modifications exhibit a significant difference in distribution between introns
and exons even after normalization for nucleosome levels. For example, exonic en-
richment of H3K36me3 and depletion of H3K9me3 was observed by two independent
studies [59, 200]. The finding that levels of H3K36me3 (normalized for nucleosome
occupancy) differ between alternative and constitutive exons [59, 117], implies that
not only nucleosomes, but also histone modifications, could have a prominent role in
regulation of alternative splicing.

One possible way in which histone modifications could regulate alternative splic-
ing is an influence on PolII processivity, exerted by modulating the local chromatin
condensation, a mechanism proposed in the initial study which recognized the detri-
mental effect of inhibition of histone deacetylases (HDACs) on the inclusion levels of
fibronectin EDI exon [155]. In support of this mechanism, it was recently shown that
inhibition of HDACs causes increased acetylation levels of histone H4 and enhanced
PolII processivity in the vicinity of the EDI exon, causing it to be excluded from the
mature fibronectin transcript [97]. Furthermore, a recent study showed that mem-
brane depolarization of neuronal cells causes skipping of exon 18 of the neural cell
adhesion molecule (NCAM) pre-mRNA, and that the skipping of the exon was associ-
ated with increased levels of H3K9ac and H3K36me3, as well as increased chromatin
accessibility [184]. The finding that enrichment of H3K36me3 is connected with exon
skipping is opposite to observations from recent genome-wide studies (see above) and
implies that the same histone modification can have various impacts on alternative
splicing, possibly depending on additional features of the exon. The alternative splic-
ing outcome of exon 18 is dependent on PolII elongation rate, confirmed by the fact
that transcription of NCAM by a slow mutant polymerase results in the inclusion of
exon 18. These results are consistent with the theory that histone modifications could
influence alternative splicing through modulation of PolII processivity, supported by
a previous observation that hyperacetylation of histones leads to an increase in PolII
elongation rate and a decrease in PolII pausing [166].

Another potential mechanism of regulation of alternative splicing is the effect of direct
or indirect interactions between histone modifications and various components of the
splicing machinery [137]. A recent study investigated the histone modification pro-
files of exons IIIb and IIIc of the human fibroblast growth factor receptor 2 (FGFR2)
gene using chromatin immunoprecipitation (ChIP) followed by real-time qPCR [139].
These two exons undergo mutually exclusive alternative splicing in a tissue-specific
manner, regulated by binding of PTB to regions surrounding exon IIIb, resulting in
its exclusion from the transcript. Analysis of the distribution of histone modifications
in the FGFR2 gene showed an enrichment of H3K36me3 and H3K4me1 and depletion
of H3K27me3, H3K4me3 and H3K9me1 in the region surrounding the IIIb exon in
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the cases where it is excluded from the transcript. This observation was confirmed on
several other PTB-dependent exons, while PTB-independent exons did not exhibit
such a profile. The authors also showed that modulation of expression levels of H3K36
methyltransferase SET2 and H3K4 methyltransferase ASH2 influences the inclusion
of exon IIIb. This observation confirms a causal relationship between histone modifi-
cations and alternative splicing, which is apparently mediated by MRG15, a protein
which specifically binds H3K36me3, leading to subsequent recruitment of PTB to the
nascent RNA and repression of exon IIIb inclusion [139]. Additional studies report
recruitment of components of the splicing machinery by histone modifications me-
diated through interactions with chromatin-binding proteins (e.g. the recruitment
of U2snRNP by H3K4me3 through an interaction with CHD1 complex [196] or the
recruitment of hnRNPs by HP1 protein bound to H3K9me3 [165]). These findings
suggest the existence of further combinations of interactions through which histone
modifications could participate in the regulation of the splicing process [137].

Taken together, the results of these recent studies imply that chromatin structure,
more specifically positioning of nucleosomes and enrichment of certain histone mod-
ifications, does play a role in the regulation of alternative splicing. However, even
though some insight into possible mechanisms of regulation has been gained, we are
still far away from fully understanding them. For example, the influence of H3K36me3
on alternative splicing of exons, mediated by its interaction with MRG15 and recruit-
ment of PTB, seems to be much stronger for exons regulated by weak PTB binding
sites than for strongly PTB-dependent exons [139]. This finding indicates that alter-
native splicing regulation depends not only on histone modifications but also on the
sequence features of the exons and their surrounding regions. This suggests that his-
tone modifications and/nucleosome occupancy work in combination with other means
of splicing regulation, such as RNA-binding motifs, tissue-specific expression of splic-
ing factors and the effect of PolII. It is possible that different combinations of these
mechanisms are responsible for alternative splicing of distinct subgroups of exons,
implying that further studies, using both experimental and theoretical approaches,
will be needed to achieve a better understanding of these complex processes.

1.4 mRNA stability and degradation

Levels of transcripts present in the cell are regulated not only by the rate of mRNA
transcription, but also by post-transcriptional mechanisms controlling mRNA sta-
bility and degradation. These mechanisms involve various cis-acting elements, such
as conserved sequence elements and secondary structures, and trans-acting factors,
including mRNA binding proteins and microRNAs [20, 88]. In this section we give a
brief overview of some of the best studied mechanisms of post-transcriptional regu-
lation of physiological mRNA levels.
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1.4.1 AU-rich elements

AU-rich elements (AREs) are sequence elements located in 3’ untranslated regions
(UTRs) of some mRNAs rich in A and U nucleotides. These elements play a role in
the regulation of mRNA stability and translation by recruiting various ARE-binding
proteins. Association of AREs with ARE-binding proteins commonly results either
in a reduction of stability and rapid degradation of mRNA or in decreased efficiency
of translation of the transcribed mRNA, although there are some cases where an
opposite effect of ARE-binding proteins on mRNA stability and translation has been
described [17]. AREs were first discovered in 3’ UTRs of genes involved in inflam-
matory response [34], and were initially believed to be restricted to a small subset
of mRNAs. However, later studies estimated that up to 8% of human genes encode
mRNAs that contain ARE sequences [13]. The expression of many of these genes
requires precise spatial and temporal control, as in the case of genes whose functions
are related to cell growth or response to external stimuli [13, 113].

AREs have been roughly classified into three different classes (I, II and III). Although
a real consensus sequence has not been defined, the different classes of AREs are usu-
ally characterized by a uridine rich region, which can be accompanied by the presence
of a number of (often overlapping) pentamer (AUUUA) or nonamer (UUAUUUAWW;
W = A or U) motifs [43].

1.4.2 MicroRNAs

MicroRNAs (miRNAs) are an endogenous class of short non-coding RNAs, approxi-
mately 21-22 nucleotides long, expressed in both plant and animal species. miRNAs
are involved in post-transcriptional regulation of gene expression, since they can pair
to mRNAs of protein-coding genes and induce their repression [20, 69].

miRNA genes are transcribed by PolII and processed to produce a precursor molecule
called primary-miRNA (pri-miRNA) [129]. The pri-miRNAs are folded into hairpin
structures and can often include sequences for several mature miRNAs. Pri-miRNA
precursors are processed in two steps, catalyzed by enzymes Drosha and Dicer, to
produce miRNA duplexes [128]. Typically one strand of the duplex is bound by an
Argonaute protein, to form a part of the RNA-induced silencing complex (RISC)
(reviewed in [20]). Once the mature miRNA is loaded into RISC, it can pair with a
target mRNA and direct post-transcriptional repression. miRNA target sites are most
often located in 3’ UTRs of transcripts, and are believed to be primarily recognized
by complementary base pairing between the mRNA sequence and the nucleotides in
positions 2-8 of the miRNA, called the miRNA “seed”. miRNAs bound to the target
transcripts most commonly induce either translational repression or a reduction of
the stability of the transcribed mRNA [69].

Many different methods for predicting functional targets of metazoan miRNAs have
been developed. While all of them are based on identifying matches between the
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3’ UTR regions of transcripts and the seed region of the miRNA, they also utilize
various additional features, such as target site conservation and accessibility, pairing
of miRNA and mRNA outside of the seed region or the context in which the target
site occurs, to reduce the number of false positive predictions (reviewed in [21]).

1.4.3 Nonsense-mediated decay

Nonsense-mediated decay (NMD) is a quality control mechanism for gene expression
that is coupled with translation [39]. NMD degrades aberrant transcripts containing
premature termination codons (PTCs), which are most commonly created by random
nonsense and frameshift mutations, programmed DNA rearrangements or splicing
errors [75, 134, 146]. The translation of such transcripts could lead to truncated pro-
teins, potentially producing deleterious dominant-negative or gain-of-function effects
[39].

In mammalian cells, NMD is triggered by the exon junction complex (EJC), a protein
complex which is deposited upstream of exon-exon junctions following pre-mRNA
splicing [94]. In normal transcripts EJCs are located upstream of the stop codon and
displaced by the ribosome. However, in transcripts harboring premature stop codons,
the ribosome will dissociate from the mRNA before it reaches the EJC. EJC will then
recruit other core factors of the NMD pathway, thereby triggering steps which will
lead to mRNA decay (reviewed in [39]).

1.5 Experimental methods for determining transcript
levels and chromatin structure

This section describes some of the main experimental methods used to generate pub-
licly available data analyzed in this thesis.

1.5.1 DNA microarrays

Microarray technology is used to measure quantities of target molecules in biological
extracts, based on the strength of hybridization between a target molecule and a
probe attached to a solid surface [65, 181]. In DNA microarrays the probes are short
DNA oligonucleotide fragments whose sequence and position on the array is precisely
defined. Probes can be designed to match the sequences of known genes, promoters,
exons or other regions of interest. The targets, which can be either a genomic DNA
or mRNA (cDNA) sample, are labeled, most commonly with a fluorescent probe.
The array is then incubated with the sample until hybridization occurs. After hy-
bridization, the fluorescence intensity of each probe-target pair is quantified, giving
an estimate of the strength of hybridization. The strength of hybridization should be
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proportional to the concentrations of the probe and the target, therefore this signal
can be used to determine the relative abundance of the target molecule [229].

DNA microarrays initially became popular because they enabled measurements of
expression levels of many genes at the same time [182]. In gene-expression studies,
RNAs harvested from two or more samples are converted to cDNA and labeled with
different fluorescent dyes. In two-color systems, both samples are incubated on the
array simultaneously. Then for each probe-target pair the intensities of fluorescence
of the two dyes are measured and compared, in order to determine differences in
expression between the two samples. In one-color systems, each sample is incubated
on a separate array, and fluorescence intensities are compared to quantify relative
expression levels of genes in different samples [162]. Apart from their widespread use
in gene expression measurements, microarrays have been used for various additional
purposes, such as genotyping, alternative splicing detection or DNA resequencing
[99]. They can also be used in combination with chromatin immunoprecipitation
(ChIP, see below) to conduct genome-wide studies of DNA-protein binding [172].

1.5.2 Next-generation sequencing

In the past few years various high-throughput sequencing methods have been devel-
oped, collectively termed next-generation sequencing (NGS) approaches. These meth-
ods rely on massively parallel sequencing, enabling them to produce a large amount
of sequencing reads in a relatively short time, when compared to conventional Sanger
sequencing [190]. There are various commercially available NGS platforms, such as
the 454 FLX (Roche Applied Science), Solexa Genome Analyzer (Illumina), SOLiD
(Applied Biosystems), HeliScope (Helicos Biosciences) and PacBio RS (Pacific Bio-
Sciences) [147]. Although the exact protocols differ between platforms, they all follow
the same general steps, starting with the preparation of the template for sequencing,
produced by random fragmentation of genomic DNA. The fragmented DNA is then
usually amplified (clonally amplified templates), although recently methods that do
not require amplification of templates have been developed (e.g. single-molecule tem-
plates, used by HeliScope and PacBio RS). Methods using single-molecule templates
have the advantage of requiring smaller amounts of starting material and not being
susceptible to amplification bias. In both approaches, templates are immobilized on
a solid surface prior to sequencing. The sequence is then determined in cycles, where
in each cycle the complementary strand is extended using either incorporation of
dye-labeled nucleotides or ligation of dye-labeled probes. Before entering the next
cycle fluorescence is used to determine the identity of the nucleotide or the probe,
usually followed by cleavage of the fluorescent dye. The length of sequenced reads
ranges from 25 bp to over 900 bp, depending on the platform used, with up to 50 Gb
of read data generated in a single sequencing run (reviewed in [147]).

One of the many applications of NGS methods is the study of transcriptomes, entire
sets of RNA molecules produced in the cell, using RNA sequencing (RNA-Seq) [225].
In RNA-Seq a library of cDNA fragments is prepared from an RNA sample and
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sequenced using NGS technologies, and the sequenced reads are then either assembled
de novo or aligned to the reference genome or transcriptome. The mapped reads can
then be used for precise determination of gene and exon boundaries, detection of
alternative splicing events or discovery of novel transcripts. Furthermore, since the
number of reads mapped to a given transcript is proportional to the abundance of the
transcript in the original RNA population, RNA-Seq can be used for quantification
of levels of various transcripts, including mRNAs, small RNAs and non-coding RNAs
(reviewed in [225]). Other applications of NGS methods include SNP discovery, whole
genome resequencing and genome-wide profiling of chromatin structure (ChIP-Seq,
see below) [92, 160].

1.5.3 High-throughput methods for chromatin structure
determination

In recent years, two high-throughput methods for mapping genome-wide nucleosome
occupancy have been developed. Both of these methods are based on digestion of
genomic DNA by micrococcal nuclease (MNase), a bacterial enzyme that degrades
the linker DNA connecting two nucleosomes, in order to produce a sample containing
mononucleosomes. Mononucleosomal DNA is then extracted and either sequenced
using NGS technologies (MNase-Seq) or hybridized to a DNA microarray (MNase-
Chip) to reveal the positions of nucleosomes in the genome [5, 127, 246].

High-throughput methods for localization of histone modifications in the genome
are based on chromatin immunoprecipitation (ChIP), a method for mapping DNA-
protein interactions in vivo [199]. In ChIP, mononucleosomes are produced either
by crosslinking the histone proteins to the DNA and subsequent sonication or by
digesting the linker sequence using MNase. Mononucleosomes are then immunopre-
cipitated using antibodies against specific histone modifications, histone proteins or
histone variants. The DNA is extracted from purified DNA-protein complexes by
proteolytic digestion. The extracted DNA then serves to construct a library that
can either be hybridized to an array (ChIP-Chip) or sequenced using NGS methods
(ChIP-Seq) to determine the sequences of isolated fragments [96].

1.6 Thesis overview

Histone modifications are associated with regulation of various cellular processes.
Although many genome-wide studies of localization and function of histone modi-
fications have recently been conducted, our knowledge of the exact mechanisms of
their functions is still somewhat limited. The objective of this thesis is to model the
relationships of histone modifications with mRNA transcription and mRNA splicing,
in order to gain a better understanding of their effect on these two processes.
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The relationship between histone modifications and transcription is studied in Chap-
ter 2. We will develop linear models to show that the nature of this relationship is
quantitative. We will furthermore show that the relationships between histone mod-
ifications and transcription hold universally across cell types. We will then identify
histone modifications that are most informative of the expression levels of genes, and
study these modifications in different types of promoters. This approach will enable
us to further investigate their possible role in the regulation of the transcription cy-
cle. In the end, we will investigate the influence of different degradation rates of
transcripts on the results of our analysis.

Chapter 3 focuses on the recently discovered link between histone modifications and
alternative splicing. We will develop models to predict the outcome of alternative
splicing from features connected to the chromatin structure of the alternative ex-
ons. We will also present results showing that alternative splicing is influenced by
expression levels of analyzed transcripts. Finally, we will investigate the relationship
between various mechanisms of splicing regulation, including chromatin structure and
different sequence elements known to have an influence on splicing.

In Chapter 4 we will discuss novel findings presented in Chapters 2 and 3 in the
context of the current knowledge about the relationship of chromatin structure and
various cellular processes, and propose future improvements of our analysis which
could provide a better understanding of these relationships.
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Chapter 2

Modeling gene expression levels using
histone modifications

The presence or absence of certain histone modifications has been shown to correlate with
the expression status of human genes [131]. In this chapter we present the results of an
analysis in which we used machine learning methods to address four major questions: (i)
Is there a quantitative relationship between histone modifications levels and transcription?
(ii) Are there histone modifications that are more important than others to predict tran-
script levels? (iii) Are there different requirements for different promoter types? (iv) Are
the relationships general? We furthermore studied how the different degradation rates of
transcripts influence the results of our analysis.

2.1 Histone modifications are highly predictive of
gene expression

Various recent studies showed that the levels of different histone modifications are
correlated with the expression status of human genes [131]. However, in general, little
is known about the exact nature of the relationship between histone modifications
and transcription. We considered that there are two possible mechanisms of action of
histone modifications: (1) The levels of modifications have to exceed a certain thresh-
old to determine the on/off status of a gene, or (2) the levels of the modifications
encode the expression level and are therefore quantitatively related to transcript
abundance. To investigate whether the relationship between histone modifications
and gene expression is indeed quantitative, we analyzed publicly available genome-
wide localization data for 38 histone modifications and one histone variant in human
CD4+ T-cells (henceforth “modifications”), which was produced by chromatin im-
munoprecipitation followed by next-generation sequencing (ChIP-Seq) [18, 228]. We
derived linear models to quantitatively relate the levels of histone modifications at
the promoter to the expression levels of genes [183].

We downloaded the RefSeq Genes annotation track for the human genome sequence
(hg18, March 2006) from the University of California, Santa Cruz Genome Bioinfor-
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matics web site [1]. We also acquired the coordinates of uniquely mapped ChIP-Seq
tags for 19 lysine or arginine histone methylations, one histone variant, and 19 his-
tone acetylations in CD4+ T-cells [18, 228]. In the ChIP-Seq experiments conducted
in these studies, only the DNA corresponding to the ends of immunoprecipitated
mononucleosomes is sequenced. In our analysis, the coordinates of ChIP-Seq tags
were transformed by adding or subtracting 73 base pairs (for tags mapping to the +
or - strand, respectively) to center the tags on the nucleosome. For 27,212 RefSeq
genes, we counted the number of tags in a 4,001 base pair region surrounding the
transcription start site (TSS). The tags in this region were summed and each gene
was represented by 39 values (one per modification). In order to control for the bias
of open chromatin regions preferentially having higher tag counts than closed chro-
matin regions [11, 209], we also obtained ChIP-Seq data for unspecific ChIPs using
goat and rabbit IgG antibodies in CD4+ T-cells [227] and counted these tags in the
aforementioned regions. Since these antibodies do not specifically bind to mononu-
cleosomes, the coordinates of the tags were not transformed by adding or subtracting
base pairs. Expression microarray data for resting T-cells performed on Affymetrix
Human Genome U133 Plus 2.0 GeneChips was taken from Schones et al. [183]. Raw
expression values were averaged over all replicates and only the RefSeq genes that
could be uniquely mapped to an Affymetrix probe identifier were used in further
analysis.

The fact that some RefSeq genes correspond to alternative transcripts of the same
gene could unjustly bias the results of our analysis. For instance, if many cases of
alternative transcripts with similar expression levels and histone modification profiles
appear in the model, the fit of the final model could reflect the relationships in these
subsets of closely related transcripts, rather than a general mechanism present in all
genes. To avoid this possible bias we restricted our analysis to only one transcript per
gene. We therefore mapped all RefSeq genes to their corresponding Unigene clusters,
which represent sequences that appear to come from the same transcriptional locus
[233]. We divided values for each of the 39 modifications by the highest sum of tag
counts over all promoters, so that modifications with a globally lower number of tags
also had an influence in deciding which promoter to use for analysis. We averaged
the values for 39 different modifications for each promoter. In each Unigene cluster,
we kept only the promoter that had the highest average amount of ChIP-Seq tags in
a 4,001 base pair region surrounding the annotated transcription start site for further
analysis. We further reduced the gene set by removing all Affymetrix probes which
could be mapped to more than one Unigene cluster and by removing all Unigene
clusters which contained RefSeq genes whose exons overlapped by more than 20%.
The final set comprised 14,802 RefSeq genes.

We used the levels of histone modifications in the promoter region of the gene as
predictor variables in a linear regression model. Each modification i and promoter j
was represented by the sum of tag counts Nij in the 4,001 base pair region surrounding
the TSS. We first transformed the sum of tag counts Nij for each modification i and
promoter j to a logarithmic scale. We added pseudocounts αi to each Nij, to avoid
undefined values of the logarithm when Nij equals zero. The pseudocount αi was
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determined by the following procedure. The original set D of 14,802 promoters was
divided into two random sets D1 and D2. We then optimized the pseudocounts αi
on the random set D1 (4,934 promoters). For each modification i, the search space
for αi ranged from zero to the maximal value of Ni. Each αi was used to transform
Nij into N ′ij = log(Nij + αi) and the correlation between N ′ij and the logarithm of
measured expression values was determined on D1. The value αi which maximized
this correlation was then chosen to compute N ′ij in D2 for all the remaining analyses.
For the remaining 9,868 promoters we built a linear regression model where the entire
set of modifications and the control IgG data served as predictor variables, and the
logarithm of expression values served as a response variable Y (Eq. 2.1, referred to
as the “full model”).

Y = β0 +
41∑
i=1

βiN
′
i (2.1)

We estimated the prediction accuracy for the linear regression model using a 10-
fold cross-validation setting to ensure that a possible quantitative relationship is of
general nature and not limited to a certain subset of genes. We implemented the
10-fold cross-validation procedure as follows. We used set D2 to train 10 linear
models, with 90% of the data used for training and 10% for testing the predictions
of the linear model. The test sets for each linear model were non-overlapping. The
predicted expression value for each promoter corresponds to the value predicted by
the linear model in which this promoter was used for testing. The prediction accuracy
of the linear regression was calculated as the Pearson correlation coefficient r between
predicted and measured values of expression.
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Figure 2.1: Prediction of gene expres-
sion levels measured by microarrays in
CD4+ T-cells. Scatterplot of the mea-
sured expression values against expression
values predicted using the full linear model.
The color shading encodes the local densi-
ties at each point in the scatterplot, with
darker shades indicating higher densities.
The red line indicates the linear fit between
predicted and measured expression values
(y = x + 0.02).

The expression values predicted by the linear regression model are very well correlated
to expression measured by microarray experiments (r = 0.77, p-value of t-test <
2.2 · 10−16; Fig. 2.1). This finding clearly demonstrates that the amounts of histone
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modifications at the promoter are predictive of the expression levels of genes and that
the relationship between levels of histone modifications in the promoter region and
gene expression is a quantitative one.

Probes used in microarray experiments can differ in their affinity [132], introducing a
bias in measurements of absolute expression levels of different genes. To ensure that
this bias does not influence our results, we repeated the analysis using expression
levels of genes in CD4+ T-cells measured by next-generation sequencing of mRNA
(RNA-Seq) [45]. We mapped the RNA-Seq tags to 14,802 genes used in the analysis
and summed the number of tags mapping to transcribed regions. In order to produce
a measure of expression value normalized for the length of the gene, we divided the
sums by the number of base pairs in exonic regions. We added a pseudocount of 1 to
these length-normalized sums. The logarithm of normalized tag counts was taken as a
measure of expression level. Pseudocounts optimized for these expression values were
added to the histone modification levels, which were then transformed to a logarithmic
scale (as described above). The prediction of expression using histone modifications
was conducted in the same way as described for the analysis using microarray data.
The prediction accuracy for modeling RNA-Seq derived expression values is even
higher (r = 0.81; Fig. 2.2) than the one using microarray expression data (r = 0.77;
Fig. 2.1), confirming that the results of our analysis are not significantly influenced
by possible measurement biases due to the microarray technology.
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r = 0.81 Figure 2.2: Prediction of gene expres-
sion levels measured by RNA-Seq in
CD4+ T-cells. Smoothed color density
representation of the scatterplot of the
measured expression values against expres-
sion values predicted using the full linear
model. Darker shades indicate higher den-
sities. The red line indicates the linear fit
between predicted and measured expression
values (y = x + 0.003).

2.2 Identifying most informative histone
modifications

A recent study of genome-wide localization of histone modifications showed that many
histone modifications, referred to as “backbone modifications”, frequently co-occur
in the genome and their levels are highly correlated [228]. This finding could imply
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that the functions of some of these modifications are redundant. Alternatively, a
subset of modifications could be sufficient for regulation of transcription, recruiting
further modifications and thus explaining the high correlation between them. We
decided to test whether all histone modifications are equally important for successful
modeling of gene expression using linear regression and use feature selection to iden-
tify modifications whose levels harbor most of the information about gene expression
levels.

Feature selection is often conducted by using stepwise procedures to identify subsets of
relevant predictor variables [91]. Some feature selection algorithms start by training
the model on all individual predictor variables and identifying the variable which
results in the most predictive model. Then, at each round of feature selection the
feature which provides the highest gain in prediction accuracy is added to the model
(forward-stepwise selection). Alternatively, one can train a model on the complete
set of predictor variables, and remove the least informative variable at each step of
feature selection (backward-stepwise selection). However, since the levels of histone
modifications at the promoter are highly correlated, neither forward- nor backward-
stepwise selection are appropriate for our analysis. Namely, in the case of correlated
predictor variables the contribution of individual variables to the variance explained
by the model will depend on the selection order, because of the overlap of information
contained in the correlated variables [30]. This implies that using stepwise selection
approaches could result in omitting histone modifications which are important for
prediction of gene expression levels, but are also highly correlated to other predictor
variables, from the final model.

We instead built linear models where all possible combinations of one to three hi-
stone modifications were used to model gene expression levels. The different mod-
els, henceforth referred to as “one-modification models”, “two-modifications models”
and “three-modifications models”, are described by Eq. 2.2, 2.3 and 2.4, respectively,
where Y is the logarithm of gene expression, and N ′i is the optimized value of ChIP-
Seq tag counts for a histone modification, histone variant or unspecific control anti-
body used in the model. We then compared the prediction accuracy of linear models
using different combinations of modifications in order to determine which are the
most informative ones. All possible one-modification (41 models), two-modifications
(820 models), and three-modifications models (10,660 models) were produced and
their performance assessed as described in Section 2.1.

Y = β0 + βiN
′
i i ∈ {1, ..., 41} (2.2)

Y = β0 + βiN
′
i + βjN

′
j i, j ∈ {1, ..., 41} ; i 6= j (2.3)

Y = β0 + βiN
′
i + βjN

′
j + βkN

′
k i, j, k ∈ {1, ..., 41} ; i 6= j 6= k (2.4)
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Analysis of the prediction accuracy of one-modification, two-modifications and three-
modifications models shows that predictions of some of these models are very well
correlated to gene expression (Fig. 2.3). For example, we determined that the top
one-modification (rmax = 0.72, H3K27ac), two-modifications (rmax = 0.74, H3K27ac
+ H4K20me1) and three-modifications models (rmax = 0.75, H3K27ac + H3K4me1 +
H4K20me1) almost reach the prediction accuracy of the full model (rfull = 0.77). On
the other hand, the lowest ranking models have almost no predictive power. These
results establish that not all modifications are equally important for prediction of gene
expression, possibly because of a high degree of redundancy. Moreover, the levels of
a single modification (H3K27ac) can be used to faithfully model gene expression.
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compared to the prediction accu-
racy of the full model for CD4+
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Even though some of the models using one histone modification can be used to suc-
cessfully predict gene expression levels, the prediction accuracy nevertheless increases
as one goes from the best one-modification model to the full model. Using more mod-
ifications increases the number of free parameters in the model, ie. model complexity.
An increase in model complexity generally leads to a better fit of the model to the
training data, but can also lead to reduction in generalization and poor predictive
power on unseen data [91]. However, the increase in accuracy observed in our analysis
is not simply due to higher model complexity, because the prediction accuracy of the
models is computed on test data. To confirm this, we used the Bayesian information
criterion (BIC) [188], a model selection criterion derived within a Bayesian frame-
work which takes into account the maximum likelihood of the model L, the number of
free parameters k and the sample size n (Eq. 2.5). BIC tries to identify the optimal
model among a set of candidate models by penalizing the increase in the number of
parameters, with the optimal model being the one which minimizes the BIC value.
We produced linear models using all possible combinations of 1-5 and 37-41 modifi-
cations (there are too many 6-36 modification models, so we excluded them). In each
group of models (corresponding to the number of modifications used in combination),
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the model with highest prediction accuracy was identified, and the trade-off between
model complexity and prediction accuracy assessed using the BIC. The BIC value
keeps decreasing continuously for models using 1-5 modifications, suggesting that it
is not the model complexity which governs the increase in prediction accuracy. How-
ever, the BIC values decrease only slightly after using more than four modifications
(Fig. 2.4). Furthermore, the BIC value shows a slight increase when increasing the
number of modifications from 37 to 41. Taken together, our results suggest that the
levels of as few as three modifications at the promoter are enough to faithfully model
expression of the associated gene, and the addition of further modifications does not
significantly improve the goodness of fit of the model.

BIC = −2 · log(L) + k · log(n) (2.5)
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To identify modifications whose levels harbor most of the information about gene ex-
pression we focused on the three-modifications models. We produced all 10,660 pos-
sible three-modifications models and assessed their prediction accuracy as described
in Section 2.1. We determined all three-modifications models where the Pearson
correlation coefficient r between measured and predicted expression values reached
at least 95% of the one obtained by the full model (rfull = 0.77). There were 142
models that satisfied this criterion, which is a sufficiently high number to justify an
overrepresentation analysis by computing the probability of observing a particular
modification in that many subsets due to chance alone. The number of times each
modification appears among this set of models was divided by the number of best scor-
ing models to determine the fraction of appearance of each histone modification. Our
results show that four histone modifications, H4K20me1, H3K27ac, H3K79me1, and
H2BK5ac (Fig. 2.5), are significantly overrepresented in the set of models (p-values
of the hypergeometric test 7.58 · 10−50, 8.95 · 10−46, 7.83 · 10−30, and 2.88 · 10−27,
respectively), each of them appearing in roughly half of the studied models (57.7%,
54.9%, 42.9%, and 40.8%, respectively). The remaining histone modifications appear
in at most 7% of the models, a frequency expected from random sampling (p-value
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of the hypergeometric test 0.47). Goat and rabbit IgG were found in only a small
number of the best models (2.11% and 3.52%, p-values of the hypergeometric test
0.99 and 0.95, respectively), which shows that they do not contribute significantly to
the prediction accuracy.
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Figure 2.5: Overrepresentation
analysis for all promoters. Bar
plot showing the frequency of ap-
pearance of different histone mod-
ifications in best scoring three-
modifications models (142 mod-
els) for CD4+ T-cells.

The appearance of goat and rabbit IgG in a small number of best models, along
with the fact that the prediction accuracy of one-modification models trained on
these variables is low (rgoat IgG = 0.15, rrabbit IgG = 0.09; Fig. 2.6), shows that the
high prediction accuracy of linear models using histone modifications as predictors
is not merely a consequence of higher accessibility of open chromatin. The result of
the overrepresentation analysis is robust to variations of the threshold used to define
best scoring models, presuming that the set of best scoring models does not exceed
20% of the total number of models, which then naturally leads to random inclusion
of other histone modifications (Fig. 2.7). Thus, H4K20me1, H3K27ac, H3K79me1,
and H2BK5ac appear to be the most important modifications associated with gene
expression levels.

Interestingly, the prediction accuracies of the one-modification models, based on the
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Figure 2.6: Prediction accuracy of one-modification models. Bar plot showing the
Pearson correlation coefficient r of measured expression levels and expression levels predicted
by one-modification linear models.

overrepresented modifications only, greatly vary (rH3K27ac = 0.72, rH2BK5ac = 0.71,
rH3K79me1 = 0.67, and rH4K20me1 = 0.55; Fig. 2.6). Furthermore, the two modifications
with the highest individual information content, H3K27ac and H2BK5ac, appear
only twice together in the set of best scoring models (Fig. 2.8), suggesting that the
information they provide is redundant, which is supported by the finding that their
levels are highly correlated (r = 0.97). H4K20me1 and H3K79me1 occur together in
only three of the 142 models, indicating that they are at least partially redundant.
Moreover, we found that in almost all 142 models (92.95%), H3K27ac or H2BK5ac
occur together with either H4K20me1 or H3K79me1.

Several histone modifications, such as H3K4me3, H3K27me3 or H3K36me3, have
frequently been associated with transcriptional regulation [131]. These histone mod-
ifications achieve different results when used to predict gene expression (rH3K4me3 =
0.66, rH3K27me3 = 0.57, and rH3K36me3 = 0.08; Fig. 2.6). H3K36me3, although it was
previously shown to be correlated with active transcription, has almost no predictive
power. The most probable explanation of this result is that H3K36me3 usually en-
riched across coding regions of the genes [18], and not the promoter region, which we
studied in this analysis. On the other hand, H3K4me3 and H3K27me3, associated
with activation and repression of transcription, respectively [131], are predictive of
gene expression. However, they do not appear among the most informative mod-
ifications, suggesting that despite their individual correlation with gene expression,
combinations of other histone modifications provide more information on the outcome
of the transcriptional process.

Using linear models, we showed that levels of histone modifications at the promoter
are highly predictive of the expression level of human genes (Fig. 2.1), a result which
supports the existence of a quantitative relationship between gene expression and
histone modifications. However, other studies investigated the relationship between
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Figure 2.7: Overrepresentation analysis is robust to variations of the threshold used
to define best scoring models. (a) Frequency of appearance of histone modifications
in best scoring models depending on the threshold of prediction accuracy, defined as the
ratio of the correlation obtained with the three-modifications model and the correlation
obtained with the full model.(b) Fraction of three-modifications models (10,660 models)
with prediction accuracy higher or equal to the threshold.

histone modifications and gene expression by discretizing the levels of histone mod-
ifications and classifying the promoters for each modification into groups [228, 245],
e.g., modification X is present or absent at the promoters of certain genes. This ap-
proach implies that histone modifications influence the on/off status of a gene, rather
then determining the exact level of gene expression. If this is indeed the case, dis-
cretization should be beneficial for modeling gene expression. To test this assumption,
we decided to train linear models using discretized values of histone modifications,
and compare their performance with models trained on the measured modification
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levels.

We conducted the discretization of modifications using the procedure described by
Wang et al. [228]. A particular modification was considered enriched at the pro-
moter when the ChIP-Seq tag count was higher than a threshold determined with
Benjamini-Hochberg’s method (using the default false detection rate of the R function
p.adjust [168]). The background model, used to compute the p-values necessary for
the threshold estimation, follows a Poisson distribution parameterized by the genome-
wide tag density. For each histone modification and each promoter, we considered
the modification to be enriched if the p-value was lower than 0.01 and assigned it a
value of one. For all promoters, all modifications that were not determined to be en-
riched were assigned a value of zero. We trained the full linear model and all possible
three-modifications models using this discretized data in the same way as described
before for raw (continuous) tag counts of histone modifications (Section 2.1).

We compared full models incorporating either the levels directly (continuous model)
or a binary classification of them (discrete model). Although the difference in the
Pearson correlation coefficients obtained by the models is not very large (rfull continuous
= 0.77 and rfull discrete = 0.74; Fig. 2.1 and Fig. 2.9 (a), respectively), the mean
squared error (MSE) increased from 1.54 for the continuous model to 1.71 for the
discrete model. The same is true for the best three-modifications continuous and
discrete models. Here, the discrete model is only able to reproduce the general trend
in expression values and thus has a higher MSE (MSE = 1.84; Fig. 2.9 (b)) than
the continuous model (MSE = 1.68, which is even lower than the MSE for the full
discrete model; Fig. 2.9 (c)).

Since the discrete models do not perform better than the corresponding continuous
models, we conclude that discretization has no beneficial effect on the prediction
accuracy and argue that in our modeling framework discretization is not necessary
and is even reducing the predictive power at the cost of increasing the number of
parameters.
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Figure 2.9: Comparison of the performance of models using continuous and dis-
cretized data. (a) Scatterplot of measured and predicted log(expression) values using a
full linear model trained on discretized tag counts for 39 histone modifications and two
control unspecific IgG antibodies in CD4+ T-cells. (b, c) Scatterplots of measured and
predicted log(expression) values using the three-modifications model with highest predic-
tion accuracy trained on discretized (b) or continuous (c) tag counts in CD4+ T-cells. The
modifications used to train the model are indicated on each plot.

2.3 Requirement of histone modifications depends on
the CpG content of the promoter

Given the good agreement between modeled and measured expression values, we
proceeded with further analysis of our models to infer the relationships between
distinct histone modifications and different groups of promoters. More specifically, we
wanted to investigate whether the predictive power of different histone modifications
depends on the CpG content of the promoter.

The human genome is in general depleted of CpG dinucleotides. The exceptions are
regions of high CpG dinucleotide frequency, called CpG islands, which are often as-
sociated with gene promoters [78, 207]. However, not all promoters of human genes
overlap CpG islands. It was recently discovered that human genes can be classi-
fied into two distinct groups according to the CpG content in the promoter region,
high-CpG content promoters (HCP) and low-CpG content promoters (LCP) [180].
Genes whose expression is regulated by HCPs are usually ubiquitously expressed and
connected to “housekeeping” or developmental functions, while LPCs are in general
associated with highly tissue-specific genes [66, 148, 180]. Moreover, it was shown
that histone proteins of nucleosomes in HCPs and LCPs are differently modified [148].
Nucleosomes in HCPs are almost always decorated with H3K4me3, and an additional
H3K27me3 mark is added when they are in the repressed state. On the other hand,
nucleosomes in LCPs carry the H3K4me3 modification only when they are expressed.
We reasoned that if HCPs and LCPs are differently marked by histone modifications
then the predictive power of histone modifications should also differ between these
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two groups of promoters.

In order to divide promoters according to their CpG content we first calculated the
normalized CpG content in the region of 3,000 base pairs surrounding the TSS as
defined by Saxonov et al. [180]. We classified the promoters with a normalized
CpG content greater than 0.4 as HCP, and the others as LCP. We then proceeded
to train the full linear model on both groups separately in a 10-fold cross-validation
setting, as described in Section 2.1. Since the set D1 was used for the optimization
of pseudocounts of histone modification levels, only promoters in set D2 were used
for determining the regression parameters of the full models for HCPs (7,089 pro-
moters) and LCPs (2,779 promoters). The prediction accuracy for LCPs (r = 0.72)
is comparable to HCPs (r = 0.75), indicating that the accuracy of the model does
not depend on the CpG content of the promoters (Fig. 2.10).
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Figure 2.10: Prediction of gene expression for HCPs and LCPs. Smoothed color
density representation of the scatterplot of measured expression values against expression
values predicted by the full linear model for genes divided according to the promoter CpG
content. The prediction accuracy is comparable for HCPs (a) (r = 0.75, equation obtained
after linear regression: y = 0.99x + 0.03) and LCPs (b) (r = 0.72, equation obtained after
linear regression: y = 0.98x + 0.09). The color shading encodes the local densities at each
point in the scatterplot, with darker shades indicating higher densities.

We next wanted to determine if the predictive power of histone modifications differs
between LCPs and HCPs. We therefore built linear models with all combinations of
one, two, and three modifications, for both sets of promoters separately, and deter-
mined the overrepresented modifications in best scoring three-modifications models,
as described in Section 2.2.

For one-modification models, we found that the best prediction accuracy for both
HCPs and LCPs was achieved when H3K27ac was used as the predictor variable
(rH3K27ac,LCP = 0.65, rH3K27ac,HCP = 0.68). This result is in agreement with the
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results obtained using all promoters, where the model trained on H3K27ac was also
determined to be the most predictive one (rH3K27ac,all = 0.72).

We proceeded to examine models using combinations of two histone modifications
for training. For HCPs the overall ranking of models remained very similar to
the ranking of models determined for all promoters. The best performance, for
both HCPs and all promoters, was obtained using the combination of H3K27ac and
H4K20me1 (rH3K27ac+H4K20me1,HCP = 0.71, rH3K27ac+H4K20me1,all = 0.74). These re-
sults are hardly surprising because HCPs constitute 72% of all analyzed promoters,
suggesting that the results for all promoters were dominated by HCPs. However,
for LCPs, the ranking of the models changed compared to all promoters. Strikingly,
although the most accurate one-modification model for LCPs was the one trained
on H3K27ac, the best performing two-modifications model did not contain this mod-
ification. Instead, the model with the combination of H3K4me3 and H3K79me1
performed best (r = 0.69, compared to H3K27ac and H3K79me1 r = 0.67). We take
this result as evidence that our modeling approach is able to identify combinatorial
actions of histone modifications that are not just additive.

Next, we determined the overrepresented modifications in the best performing three-
modifications models. H4K20me1 and H3K27ac (and possibly H2BK5ac) are sig-
nificantly overrepresented among the best scoring models for HCPs (p-values of the
hypergeometric test 9.97 · 10−43, 2.58 · 10−31, and 0.003, respectively), and H3K4me3
and H3K79me1 are significantly overrepresented in the LCPs (p-values of the hyper-
geometric test 9.71 · 10−36 and 2.1 · 10−34, respectively), demonstrating that different
modifications are important for the prediction of expression of genes in these two
groups (Fig. 2.11).
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Figure 2.11: Overrepresenta-
tion analysis for HCPs and
LCPs. Bar plots showing the fre-
quency of appearance of differ-
ent histone modifications in best
scoring three-modifications mod-
els for (a) HCPs (50 models) and
(b) LCPs (40 models) in CD4+
T-cells. Best scoring models are
defined as reaching at least 95%
of prediction accuracy of the full
model trained on HCPs and LCPs,
respectively. Only the top ten
modifications are depicted.

To gain further insight into the possible functions of the histone modifications that
were highly correlated with gene expression for HCPs and LCPs, we examined the
average tag densities for these five modifications in the region surrounding the tran-
scription start site (TSS) (Fig. 2.12), referred to as “localization analysis”. For each
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modification, we first calculated the average number of tags mapped to each position
in the region of -500 to +3,000 base pairs around the TSS, taking into account all
14,802 analyzed genes. We then normalized the profiles for all modifications by di-
viding the average number of tags at each position by the maximum average number
of tags over all positions. This allowed the direct comparison of modification pro-
files, since the average tag values for all modifications, which normally vary greatly
in magnitude, were scaled to a range between 0 and 1. We found that H3K4me3,
H3K27ac, and H2BK5ac have the highest levels at the promoter, with the highest
peaks around 100 base pairs downstream of the TSS. H3K79me1 is enriched along the
gene body, and H4K20me1 shows two distinct patterns: a peak close to the promoter
at a similar position to H3K4me3 and H3K27ac, and a further enrichment across the
gene body region.
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Figure 2.12: Localization analysis of important modifications. Normalized cumulative
tag counts in the region of -500 to +3,000 base pairs surrounding the transcription start
site of RefSeq genes in CD4+ T-cells for the five important modifications identified by our
analysis.

A possible explanation of the observation that the predictive power of histone modifi-
cations differs for genes with high-CpG and low-CpG content promoters is that these
two groups of genes are regulated at different transcriptional steps. This hypothesis
is supported by the finding that H3K4me3 is more informative of the expression levels
of LCP than HCP genes. Since H3K4me3 is thought to be a mark of transcriptional
initiation ([87], and references therein), this implies that LCPs are regulated at the
initiation step. On the other hand, this step does not seem to be rate limiting for
HCPs, suggesting that they are regulated at later steps of the transcription cycle,
ie. transition from initiation to elongation. A recent study indeed showed that most
protein-coding genes in human embryonic stem cells undergo transcription initiation
and have nucleosomes marked by H3K4me3, even though only a subset of them later
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proceeds to elongation and the production of the full transcript [87], confirming that
the expression of at least a subset of human genes is regulated at steps following
transcription initiation.

If expression driven by LCPs and HCPs is indeed regulated at different steps of
the transcription cycle then there should be a difference in accumulation of RNA
polymerase II (PolII) enzymes along the genes associated with these promoters. More
specifically, we reasoned that HCPs should almost always harbor an initiating PolII,
irrespective of their expression level. On the other hand, if LCPs are regulated at
initiation or the steps preceding it PolII should accumulate only at the promoters of
actively transcribed genes. To challenge this idea, we analyzed the profile of PolII
occupancy [18], both in the promoter and the gene body of HCP and LCP genes used
in our analysis. Both groups were further divided into either highly or lowly expressed
genes, where lowly expressed genes were the ones whose expression value was lower
than the median expression value of the corresponding group. For each gene we
mapped the ChIP-Seq tags for PolII to the transcribed region, as well as to upstream
and downstream regions corresponding to 20% of the length of the transcribed region.
We then counted the number of tags in windows corresponding to 2% of the length of
the transcribed unit and calculated the average profile of PolII occupancy in the four
groups divided according to the promoter type (HCP versus LCP) and expression
level (highly expressed versus lowly expressed).

We found that highly expressed genes with HCPs have very high levels of PolII at
their promoters compared to corresponding genes with LCPs, although the PolII
densities along the gene body are indistinguishable (Fig. 2.13). In the case of lowly
expressed genes, we observed that the level of PolII in HCPs is much higher than in
corresponding LCPs, almost approaching the level for highly expressed LCPs. Thus,
we conclude that PolII found in HCPs is preferentially regulated at the transition
to elongation, while neither preinitiation complex formation, PolII recruitment, nor
initiation seem to be rate limiting. LCPs however, are preferentially regulated at the
steps preceding the transition to elongation, since PolII enrichment at the promoter
is only observed in highly expressed LCP genes. We conclude that different histone
modifications are important for prediction of expression of genes with HCPs and LCPs
and that these histone modifications are probably related to different transcriptional
steps. Involvement in distinct transcriptional steps could furthermore explain the
difference in average enrichment profiles of analyzed modifications, observed during
localization analysis (Fig. 2.12).

We previously used expression values measured by RNA-Seq to show that the pre-
diction accuracy of the linear model is not unjustly influenced by possibles biases
due to microarray technology (Section 2.1). We proceeded to investigate whether the
results of the overrepresentation analysis can also be reproduced using RNA-Seq [45]
instead of microarray data. Briefly, we trained all possible three-modifications models
for all promoters, HCPs and LCPs using expression values measured by RNA-Seq as
response variables. We then identified the best scoring models and repeated the over-
representation analysis, as described in Section 2.2. The overrepresentation analysis
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Figure 2.13: Average profile of PolII occupancy in groups of genes divided according
to the promoter type and expression level. The average number of PolII ChIP-Seq tags
is calculated in windows corresponding to 2% of the length of the transcribed unit. TSS -
transcription start site, TTS - transcription termination site, TU - transcribed unit.

showed that the sets of modifications identified as important for all promoters, HCPs
and LCPs are comparable between the RNA-Seq and microarray-derived expression
values (Fig. 2.14). The only difference was that only H4K20me1, H3K27ac, and
H2BK5ac, but not H3K79me1, are identified as being overrepresented in best scor-
ing linear models for all promoters (p-values of the hypergeometric test 4.07 · 10−54,
7.91 · 10−13, 4.09 · 10−24 and 8.35 · 10−01, respectively). However, when analyzing best
scoring models for LCPs, H3K79me1 clearly comes up as overrepresented (p-value
of the hypergeometric test 2.17 · 10−29). We conclude that a possible measurement
bias due to microarray technology is not a major factor in identifying modifications
important for prediction of expression of different groups of genes.

2.4 Histone modifications are predictive of gene
expression across different cell types

Results presented in Sections 2.1 and 2.2 show that histone modifications are pre-
dictive of gene expression in CD4+ cells and furthermore that models incorporating
only the information of four histone modifications can accurately predict gene ex-
pression levels. Next, we wanted to check whether models trained on the data of one
cell type can be used to predict gene expression in another cell type, ie. whether
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Figure 2.14: Overrepresentation analysis for linear models using RNA-Seq expres-
sion data. Overrepresentation of histone modifications in best scoring three-modifications
linear models. Best scoring linear models achieve at least 95% of the prediction accu-
racy (measured as the Pearson correlation coefficient r between predicted and measured
expression values) of the full linear model. (a) H4K20me1, H2BK5ac, and H3K27ac are
overrepresented in best scoring models (62 models) for all promoters. (b) H4K20me1,
H2BK5ac, and H3K27ac are overrepresented in best scoring models (11 models) for HCP
promoters. (c) H3K4me3, H3K79me1, and H4K20me1 are overrepresented in best scoring
models (52 models) for LCP promoters.

the relationship between histone modifications and gene expression holds universally
across different cell types. We obtained genome-wide ChIP-Seq localization data for
histone modifications in three different cell types: CD36+ and CD133+ cells [54]
and IMR90 cells [2]. We also obtained microarray gene expression measurements
for CD36+ and CD133+ cells [54] and RNA-Seq gene expression measurements for
IMR90 cells [135]. To allow comparison of expression levels of genes in different cells
types, expression values from all four cell types were normalized, in order to remove
any effects which arise from differences in laboratory procedures. Expression values
measured by microarrays for 14,802 RefSeq genes in CD4+, CD36+ and CD133+ cells
were normalized using quantile normalization. The same approach was also used to
normalize RNA-Seq expression values for CD4+ and IMR90 cells. Genes where the
average number of RNA-Seq tags per base pair was equal to zero in either CD4+ or
IMR90 cells were omitted, leaving 11,941 RefSeq genes for further analysis. Expres-
sion of genes in CD4+, CD36+ and CD133+ cells is correlated, which is expected
since all of these cell types belong to the hematopoetic cell lineage. Measurements
from IMR90 cells, a more distant fetal fibroblast cell line, show more differentially
expressed genes when compared to the CD4+ cells (Fig. 2.15).

In order to determine if the relationships between histone modifications and gene
expression are conserved in different cell types we used parameters of a linear model
trained on histone modification data measured in CD4+ cells to predict gene ex-
pression in CD36+, CD133+ and IMR90 cells. Since gene expression is measured
by two different experimental techniques (microarrays for CD36+ and CD133+ cells
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Figure 2.15: Comparison of gene expression levels in different cell types. Correlation
of gene expression values measured in CD36+ (a), CD133+ (b) and IMR90 (c) cells with
gene expression values measured in CD4+ cells. Expression levels in different cell types
were normalized using quantile normalization.

and RNA-Seq for IMR90 cells), we trained two linear models on histone modifica-
tion data from CD4+ cells, using expression measured by microarrays and RNA-Seq
as response variables. For all four cell types, we determined the levels of histone
modifications in the regions surrounding the TSS of RefSeq genes, as described in
Section 2.1. Each of these values was transformed to a logarithmic scale, after adding
a pseudocount of 1, since the optimized pseudocounts are specific for each cell type.
The levels of histone modifications in the promoter regions were then used as pre-
dictor variables in linear models used to predict microarray and RNA-Seq expression
values. Both linear models were trained only on histone modifications common to all
four datasets (H3K4me1/3, H3K27me3, H4K20me1, H3K9me3 and H3K36me3).

Since the gene expression profiles of CD36+ and CD133+ cells are highly correlated
to CD4+ T-cells (r = 0.79 and r = 0.82, respectively; Fig. 2.15 (a) and (b)), we
restricted the prediction to genes with a fold change higher than five (2,622 genes for
CD36+ cells and 2,304 genes for CD133+ cells). The correlation of predicted and
measured expression values is high for both CD36+ and CD133+ cells (r = 0.7 and r
= 0.69, respectively; Fig. 2.16 (a) and (b)). Since the gene expression levels are much
less correlated between CD4+ and IMR90 cells (r = 0.54; Fig. 2.15 (c)), the analysis
in IMR90 cells was not restricted only to highly differentially expressed genes. The
linear model trained in CD4+ cells again achieves a high prediction accuracy (r =
0.71; Fig. 2.16 (c)), despite very different expression profiles of genes in these two cell
types.

High prediction accuracy of both models on independent test data from different
cell types strongly suggests that the relationship between histone modifications and
gene expression is general and does not depend on the cellular context. Histone
modifications are equally successful in predicting differentially expressed genes in
closely related cell types where the expression of most genes is highly correlated

41



Chapter 2 Modeling gene expression levels using histone modifications

measured CD36+ microarray log(expression)

pr
ed

ic
te

d 
C

D
36

+
 m

ic
ro

ar
ra

y 
lo

g(
ex

pr
es

si
on

)

r = 0.7

2
4

6
8

2 4 6 8 10

a

2 4 6 8 10

1
2

3
4

5
6

7
8

measured CD133+ microarray log(expression)

pr
ed

ic
te

d 
C

D
13

3+
 m

ic
ro

ar
ra

y 
lo

g(
ex

pr
es

si
on

)

r = 0.69

b

−10 −5 0 5

−
8

−
6

−
4

−
2

0

measured IMR90 RNASeq log(tags/bp)

pr
ed

ic
te

d 
IM

R
90

 R
N

A
S

eq
 lo

g(
ta

gs
/b

p)

r = 0.71

c

Figure 2.16: Prediction of gene expression levels in different cell types. Expression
values of genes in CD36+ (a), CD133+ (b) and IMR90 (c) cells predicted using model
parameters trained on data from CD4+ T-cells. The equations of the regression line for
CD36+, CD133+ and IMR90 cells (y = 0.48x + 1.07, y = 0.45x + 1.71 and y = 0.60x -
1.51, respectively) show a high value of the intercept and a slope different from one due to
the fact that the levels of the histone modifications were not normalized across cell types.

(CD4+, CD36+ and CD133+ cells), as well as changes in gene expression between
highly divergent cell types (CD4+ and IMR90 cells).

2.5 Unexplained variance could be a result of mRNA
degradation

In Section 2.1 we showed that there is a quantitative relationship between levels of
histone modifications in promoter regions of human genes and the expression level
of these genes. This relationship can be modeled quite accurately using a simple
linear model, with a Pearson correlation coefficient r between measured and predicted
expression levels of transcripts in CD4+ cells of 0.77. This result shows that the
linear model performs well, explaining 59% of variance of the measured expression
values. However, there is still a large amount of variance which can not be accounted
for by this simple model, some of which is a consequence of noise in experimental
measurements. In addition, at least some fraction of the unexplained variance could
be attributed to the fact that expression values measured either by microarrays or by
RNA-Seq represent steady-state levels of mRNA molecules in the cell. These steady-
state levels are determined not only by the production of mRNAs but also by their
degradation rate. Since histone modifications affect the chromatin structure of DNA
we assumed that they influence mostly the production level of mRNA, and cannot
be used to model the different degradation rates of transcripts.

If the unexplained variance of the linear model is indeed a consequence of the degrada-
tion rate of mRNA molecules, then the residuals of this model (residual = measured
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2.5 Unexplained variance could be a result of mRNA degradation

expression value − fitted expression value) should be correlated with a measure of
the degradation rate of mRNAs. In order to determine if this is really the case we
downloaded measurements of levels of nascent transcripts in IMR90 cells measured by
a global run-on-sequencing (GRO-Seq) assay [51], a method based on nuclear run-on
(NRO) assays. In NRO assays nuclei are isolated, endogenous nucleotides washed
away and inhibitors of transcription initiation are often added to block new initiation
events and ensure that elongation can proceed unhindered. Transcripts which are as-
sociated with transcriptionally engaged RNA polymerase II (PolII) are then extended
using labeled nucleotides [95]. Core et al. [51] used 5-bromouridine 5’-triphosphate
(BrUTP) to label nascent mRNAs, which were subsequently isolated and sequenced
using next-generation sequencing methods. The transcript pool isolated from the nu-
clei consists almost exclusively of nascent transcripts, while previously accumulated
mRNAs are excluded, and GRO-Seq therefore gives a measure of the production level
of mRNAs in the cell.

We hypothesized that histone modifications, given that they influence chromatin
structure of the DNA, are more predictive of the production level than the overall ex-
pression level of mRNA. We therefore trained two linear models, where the response
variables were mRNA production levels measured by GRO-Seq [51] and mRNA ex-
pression levels measured by RNA-Seq [135] in IMR90 cells. For both methods we
mapped the sequenced tags to the 14,802 transcripts used in previous analyses and
calculated the average number of GRO-Seq or RNA-Seq tags per base pair (tags/bp),
as described in Section 2.1. We used the logarithm of the average number of GRO-Seq
and RNA-Seq tags per base pair as a measure of production rate and steady-state
levels of transcripts, respectively. In order to avoid using a pseudocount, we removed
all genes the average number of either GRO-Seq or RNA-Seq tags in the transcript
was equal to zero, leaving 11,869 transcripts for further analysis. In both models we
used the levels of 24 histone modifications in promoter regions of RefSeq genes in
IMR90 cells [2] as predictor variables. Histone modification data was processed as
described in Section 2.1. Data for GRO-Seq and RNA-Seq measurements was quan-
tile normalized to ensure that prediction accuracies for both models are comparable.
The model used to predict mRNA production levels measured by GRO-Seq achieves
a Pearson correlation coefficient of r = 0.84 (Fig. 2.17 (a)) between measured and
fitted values, compared to r = 0.75 for the model where the response variable was
mRNA expression level measured by RNA-Seq (Fig. 2.17 (b)). This result shows that
histone modifications are indeed more informative of the production levels of mRNA
than the overall steady-state expression levels of mRNAs in the cell.

We determined that there is a strong correlation (r = 0.64; p-value< 2.2 · 10−16)
between the residuals of the RNA-Seq model (henceforth “RNA-Seq model residu-
als”) and the difference between RNA-Seq and GRO-Seq measurements (henceforth
“measurement difference”). However, both of these quantities are dependent on the
actual RNA-Seq measurements, which could unjustly inflate the correlation coeffi-
cient. We therefore used partial correlation to control for the influence of RNA-Seq
measurements. Using the average numbers of RNA-Seq tags/bp in analyzed tran-
scripts, we trained two linear models to predict either the RNA-Seq model residuals
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Figure 2.17: Prediction of expression values measured using GRO-Seq and RNA-
Seq. Smoothed color density representation of the scatterplot of measured and predicted
expression values for models in which levels of mRNA measured by GRO-Seq (a) and RNA-
Seq (b) in IMR90 cells were used as response variables. The equations of the regression line
for GRO-Seq (y = 0.7x - 1.32) and RNA-Seq models (y = 0.56x - 1.95) show a high value
of the intercept and a slope different from one due to the fact that pseudocounts added to
histone modification levels were not optimized for individual expression measurements.

or the measurement difference. We then calculated the Pearson correlation coefficient
r between the residuals of these two linear models. Since the residuals of the two
linear models are no longer correlated to the average RNA-Seq tag counts, the effect
of these measurements is removed from the analysis.

However, even after removing this effect the RNA-Seq model residuals and the mea-
surement difference are still highly correlated (r = 0.56; Fig. 2.18). This finding
implies that the model used to predict transcript expression levels could be improved
if we succeeded in modeling the difference between production and steady-state levels
of mRNA, ie. mRNA degradation.

2.6 Modeling mRNA degradation rate

We showed that linear models trained on levels on histone modifications at the pro-
moter achieve better accuracy in predicting expression levels of genes measured by
GRO-Seq compared to RNA-Seq technology (Section 2.5). A possible explanation of
this finding is that levels of histone modifications at the promoter are more predictive
of the production rate of mRNA than its steady-state level, under the assumption
that the difference in GRO-Seq and RNA-Seq measurements is caused by different
degradation rates of individual transcripts. If this assumption is true, the inclusion of
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Figure 2.18: Correlation of the RNA-
Seq model residuals and the difference
between RNA-Seq and GRO-Seq mea-
surements. The effect of RNA-Seq has
been removed using partial correlation. The
equation of the regression line is y = 0.8x.
The slope of the regression line is influenced
by outliers.

additional features which provide information on the degradation rates of transcripts
should be beneficial for the prediction of RNA-Seq measured gene expression.

We decided to expand the set of predictor variables by adding features corresponding
to two different types of sequence elements known to influence mRNA degradation
rates, namely AU-rich elements (AREs) and miRNA target sites, both of which are
usually enriched in 3’ untranslated regions (3’ UTRs) of transcripts [20, 88]. In order
to determine the number of occurrences of these sequence features in the analyzed
transcripts we downloaded the sequences of 3’ UTRs of human transcripts from the
UCSC Genome Browser (hg18, March 2006) [1]. Out of the 14,802 Refseq transcripts
used to train and test linear models for prediction of gene expression in CD4+ cells,
13,513 had annotated 3’ UTRs and were used in further analysis.

We first attempted to model the influence of AREs on the steady state level of mRNA
in the cell. The appearance of AREs in the 3’ UTR is often connected to a reduction
in mRNA stability [17]. AREs are commonly enriched in uridine nucleotides, and
are furthermore characterized by the presence of pentamer (AUUUA) or nonamer
(UUAUUUAWW; W = A or U) motifs [43]. Pentamer and nonamer motifs can occur
together and can sometimes also overlap in a single AU-rich element. We counted
the number of occurences of the pentamer and the nonamer motif in the 3’ UTRs of
the 13,513 transcripts. We then used the number of occurrences of these motifs as
two additional predictor variables, henceforth called “ARE features”.

We used ARE features, in addition to levels of histone modifications at the promoter,
to train linear models and predict gene expression measured by RNA-Seq in both
IMR90 and CD4+ cells. To test whether inclusion of ARE features has an influence
on the performance of linear regression we compared the prediction accuracy of these
models to the prediction accuracy of the corresponding models trained on histone
modification levels only.

For 13,513 transcripts with annotated 3’ UTRs we calculated the number of RNA-Seq
tags mapped to the transcript in either IMR90 or CD4+ cells [45, 135]. The number
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of RNA-Seq tags was then normalized for exon length and used as a measure of the
steady-state expression levels of the transcripts in the respective cell type. We also
mapped ChIP-Seq tags for 24 histone modifications (measured in IMR90 cells; [2])
and 39 histone modifications (measured in CD4+ cells; [18, 228]) to the regions of
4,001 base pairs surrounding the transcription start sites (TSS) of the transcripts.
Both histone modifications and expression levels were transformed to a logarithmic
scale, after removing transcripts where any of these values were equal to zero. We
therefore avoided the need to define cell-type-specific pseudocounts, but the number
of transcripts was reduced to 11,029 (IMR90 cells) and 7,278 (CD4+ cells). For both
cell types, we trained linear models to predict steady-state expression levels, using
histone modification levels and ARE features as predictor variables. The models
were trained in a 10-fold cross-validation setting and the predicted expression level
was taken to be the value predicted when the transcript was part of the test set, as
described in Section 2.1. The prediction accuracy of the model was calculated as the
Pearson correlation coefficient r between measured and predicted expression levels.

We then compared the models which incorporated the ARE features to the corre-
sponding models using only histone modification levels. For both IMR90 and CD4+
cells, the models which included ARE features showed a slight increase in prediction
accuracy (rHM+ARE = 0.748 compared to rHM = 0.746 for IMR90 cells; rHM+ARE

= 0.783 compared to rHM = 0.774 for CD4+ cells; HM - histone modification fea-
tures, ARE - ARE features). To determine if the difference in prediction accuracy
is significant we calculated the values of the Bayesian information criterion (BIC) on
training data in each round of the 10-fold cross-validation. We then calculated the
average BIC values for linear models trained in IMR90 and CD4+ cells. For both cell
types the average BIC values are lower for models which include ARE features than
models trained only on histone modifications (BICHM+ARE = 31589.50 compared to
BICHM = 31650.70 for IMR90 cells; BICHM+ARE = 22000.37 compared to BICHM

= 22222.37 for CD4+ cells). This shows that although the increase in prediction
accuracy is modest, it is not merely a consequence of increased model complexity.

We further expanded the linear models by incorporating features related to the num-
ber of target sites for different miRNAs in the 3’ UTR regions of analyzed transcripts.
We downloaded information on miRNA families from TargetScan Human Release 5.1
[130] and extracted sequences matching positions 2-8 of the mature sequence for 545
miRNA families which contained previously annotated human miRNAs (comprising
in total 677 miRNAs). We proceeded to predict target sites for the miRNAs belonging
to the 545 different miRNA families, using a adapted version of the TargetScan algo-
rithm which did not take into account target site conservation. Most miRNA target
site prediction programs require perfect complementarity between the 3’ UTR and the
5’ region of miRNA corresponding to nucleotides 2-7, called the miRNA “seed” [21].
However, complementarity can also be extended to adjacent nucleotides, giving rise
to several different types of matches between the 3’ UTR and the miRNA sequence.
Most commonly occurring types of matches are 6-mer (seed match), 7mer-A1 (seed
match + A at position 1), 7mer-m8 (seed match + match at position 8) and 8mer
(seed match + match at position 8 + A at position 1) [21]. For all analyzed tran-
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scripts and all 545 miRNA families, we extracted predicted 7mer-A1, 7mer-m8 and
8mer target sites, since these type of matches were shown to have a larger influence
on expression levels of transcripts [83].

Recently, Grimson et al. [83] developed a linear model to predict the effect of occur-
rence of single miRNA target sites on transcript expression levels. In independent
experiments, the authors transfected HeLa cells with 11 different miRNA, and used
microarrays to measure expression levels of transcripts which contain predicted sin-
gle target sites for these miRNAs in both transfected and not transfected cells. The
authors determined that the extent of downregulation of the transcript depends not
only on the type of mRNA-miRNA match, but also on the context in which the target
site appears in the 3’ UTR. They identified several context features with an influence
on miRNA target site efficiency, such as the local AU content, pairing of the 3’ UTR
to the 3’ region of the miRNA and distance of the target site to the end of the 3’
UTR, and developed a method of scoring these features. For each type of mRNA-
miRNA match, they used linear regression to relate the scores of context features to
the measured amount of downregulation of specific transcripts. The final prediction
of the appropriate linear model, called the context score, should then correspond to
the efficiency of the predicted miRNA target site.

For each of the 13,513 analyzed transcripts and all predicted 7mer-A1, 7mer-m8 and
8mer target sites for 545 miRNA families we calculated the scores for AU contribution,
3’ pairing and distance from the end of the 3’ UTR as described by Grimson et al.
[83]. We then used the coefficients of the linear models trained in their study to
calculate the context score for each predicted miRNA target site. In the case where
multiple target sites for a particular miRNA family were predicted in one transcript,
we calculated the final context score as the sum of all single context scores, since
we assumed that multiple target sites would contribute to mRNA degradation in an
additive manner. Each transcript was therefore described by 545 additional features,
corresponding to context scores of predicted target sites for different miRNA families,
henceforth called “miRNA features”.

miRNAs are believed to regulate gene expression in a tissue-specific manner [124]. We
therefore restricted the miRNA features to the miRNAs which are highly expressed
in CD4+ and IMR90 cells, respectively. For CD4+ cells, we obtained data produced
by deep sequencing of stem-loop sequences of human miRNAs [19]. The expression
level of the corresponding mature miRNA in CD4+ cells was calculated as the total
number of tags mapped to all associated stem-loop sequences. We also obtained
microarray measurements of miRNA expression in IMR90 cells [234], and calculated
the expression levels for individual miRNAs as the average signal intensity over all
replicates. In total, 543 and 535 out of 677 miRNAs had measured expression levels
in CD4+ and IMR90 cells, respectively. For each cell type we then ordered all the
miRNAs according to their expression level and reduced the set of miRNA features
to the miRNAs whose expression was in the top 10%. In this way the set of miRNA
features was reduced to features corresponding to 38 miRNA families for CD4+ cells
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and 34 miRNA families for IMR90 cells. These miRNA families comprise of 54 and
53 mature miRNAs, respectively.

For each cell type, we predicted expression levels of analyzed transcripts using linear
models trained on a set of predictor variables which included histone modification
features, ARE features and miRNA features (for highly expressed miRNAs only). In
order to test whether miRNA target site context scores provide additional information
on expression levels of transcripts we compared the prediction accuracy of these
models with the accuracy of models trained only on histone modification and ARE
features. All the models were trained in a 10-fold cross-validation setting and the
prediction accuracy of the model determined as described above.

For both cell types, models which included information on miRNA target sites per-
formed slightly worse than models trained only on histone modification and ARE
features (rHM+ARE+miRNA = 0.747 compared to rHM+ARE = 0.748 for IMR90 cells;
rHM+ARE+miRNA = 0.782 compared to rHM+ARE = 0.783 for CD4+ cells; HM - his-
tone modification features, ARE - ARE features, miRNA - miRNA features). Com-
parison of average BIC values from 10-fold cross-validation further confirms that
inclusion of additional miRNA features only leads to an increase in model complex-
ity without providing an improvement in prediction accuracy BICHM+ARE+miRNA =
31854.68 compared to BICHM+ARE = 31589.01 for IMR90 cells; BICHM+ARE+miRNA

= 22302.04 compared to BICHM+ARE = 21999.86 for CD4+ cells).

We wanted to examine the contribution of different features to the prediction ac-
curacy of the linear models trained on different sets of predictor variables both for
CD4+ and IMR90 cells. We focused on models which incorporated, in addition to
histone modification features, either ARE and miRNA features or only ARE features.
We therefore calculated the average values of the regression coefficients for all pre-
dictor variables in 10-fold cross-validation. ARE and miRNA features were scaled by
subtracting the mean and dividing by the standard deviation of the variable. Scaling
of these variables before training of the model ensures that their regression coeffi-
cients are not unjustly influenced by the different magnitudes of the features. For
each feature we also calculated the median p-value of the coefficient in 10-fold cross-
validation. To calculate the p-value, one must first determine the t-statistic of the
estimated coefficient, by dividing the coefficient with its standard error. The p-value
of the coefficient gives the probability of observing a t-statistic greater or equal in
magnitude under the null hypothesis that the true coefficient value is zero, ie. it has
no influence on the response variable [61]. We considered regression coefficients with
a median p-value lower than 0.05 to have a statistically significant contribution to
model accuracy.

In both cell types, several histone modifications contribute significantly to prediction
accuracy of the linear models, and their influence on expression levels (determined
by the average regression coefficient) is in most cases similar in CD4+ and IMR90
cells. However, the levels of several histone modifications in promoter regions are
highly correlated, in some cases reaching almost perfect correlation [228]. Since the
appearance of correlated variables can influence the sign and magnitude of their
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regression coefficients and their presumed contribution to the accuracy of the model
[61], we did not study their regression coefficients in more detail.

On the other hand, ARE features and miRNA features do not display this high
degree of correlation, either within themselves, or with histone modification features
(see Appendix, Fig. A.1 and Fig. A.2), and we therefore placed more emphasis on the
analysis of their contribution to the model. We found that regression coefficients for
the feature corresponding to the number of pentamer AU-rich motifs are statistically
significant in all four linear models studied (Fig. 2.19 and Fig. 2.20). Furthermore,
the regression coefficients were always negative, in agreement with previous studies
which showed that the presence of AU-rich elements has a negative influence on
mRNA stability [17]. In contrast, the feature corresponding to nonamer AU-rich
motifs was not significant in any of the studied models. A possible explanation for
this finding is that nonamer AU-rich motifs appear in the 3’ UTR regions of analyzed
transcripts much less frequently than pentamer AU-rich motifs. We also examined the
coefficients of linear models which included information on miRNA target site context
scores. Only two miRNAs, hsa-miR-125b and hsa-miR-145, had significant regression
coefficients for IMR90 cells, while in the model trained on data from CD4+ cells none
of the miRNA features contributed significantly to prediction accuracy (Fig. 2.20).
Furthermore, the significant regression coefficients of the two miRNA features in the
model for IMR90 cells were much smaller than the coefficients for either histone
modification or ARE features. In addition, the regression coefficient for hsa-miR-
125b was positive, which is opposite to the commonly accepted role of miRNAs in
reducing transcript stability [21]. While it is possible that this miRNA exerts its
influence by inhibiting positive regulators of transcription, we believe that a more
likely explanation is that context scores are not able to successfully model miRNA-
mediated degradation in our modeling framework. This finding, along with the fact
that the models do not perform better than the ones which incorporate only ARE
features, shows that the context scores of miRNAs do not contribute significantly to
the accuracy of the prediction of transcript expression levels.

2.7 Conclusions

In summary, we found that the levels of histone modifications are well correlated
to gene expression and that this relationship can be generalized across different cell
types. Moreover, our analysis revealed that the number of important modifications
can be reduced from 39 to four, indicating that these four modifications may play
a crucial role in the transcriptional process, either by reinforcing each other or in a
combinatorial manner. Upon separating promoters into LCPs and HCPs, different
sets of modifications were found to be important for the prediction of expression lev-
els, which indicates that these promoters are regulated differently. We furthermore
showed that models trained on levels of histone modifications at the promoter are
more successful in predicting the production rate of mRNA than its steady-state level.
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Figure 2.19: Regression coefficients of models trained on histone modifications and
AU-rich elements. Bar plots showing average regression coefficients of linear models
incorporating histone modification features and ARE features, used to predict gene expres-
sion levels in IMR90 (a) and CD4+ (b) cells. Stars mark the regression coefficients whose
median p-value is lower than 0.05 in 10-fold cross-validation.

Since histone modifications do not provide information on the degradation rate of the
transcript, we extended the model to include features associated with regulation of
mRNA degradation. Although the prediction accuracy did not drastically improve,
some features contributed significantly to model performance and their contribution
corresponded to previous knowledge of their influence on mRNA stability. We con-
clude that a future improvement in modeling the degradation rate of transcripts could
lead to even more accurate models of gene expression.
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Figure 2.20: Regression coefficients of models trained on histone modifications,
AU-rich elements and miRNA context scores. Bar plots showing average regression
coefficients of linear models incorporating histone modification features, ARE features and
miRNA features, used to predict gene expression levels in IMR90 (a) and CD4+ (b) cells.
Stars mark the regression coefficients whose median p-value is lower than 0.05 in 10-fold
cross-validation.
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Chapter 3

Influence of histone modifications on
regulation of alternative splicing

Results of several recent studies suggested the existence of a link between histone mod-
ifications and gene structure, ie. that some histone modifications are enriched in exonic
vs. intronic regions of genes. It has been furthermore shown that the levels of several
histone modifications in exons which undergo alternative splicing events differ depending
on whether the exon is included or included in the transcript [137]. In this chapter we
present the results of an analysis in which we used logistic regression models to investigate
the nature of the relationship between histone modifications and alternative splicing.

3.1 Compiling a dataset of exon skipping events

If histone modifications indeed have a significant influence on the outcome of alter-
native splicing events it should be possible to infer this outcome using the levels of
histone modifications in the alternative exon as predictors. To test this hypothesis
we focused on exon skipping, the predominant type of alternative splicing event in
human cells [152, 178]. We downloaded annotations for all transcripts in the human
genome from Ensembl version 50 (hg18) [3] and used the AStalavista web server [74]
to extract all annotated alternative splicing events between all pairs of overlapping
protein-coding transcripts (except for the transcripts mapping to haplotype chromo-
somes c6 COX and c6 QBL).

We obtained publicly available genome-wide RNA-Seq expression data [45] for CD4+
T-cells. We used ELAND software (Illumina) to map RNA-Seq tags to all exons of
transcript pairs where an exon skipping event has been reported by AStalavista,
after removing all first and last exons and exons shorter than 50 base pairs (bp). To
ensure that we only include unique splicing events in our analysis, we mapped all
Ensembl transcripts to their respective genes and used only one alternative splicing
event per gene for further analysis. In the case when two or more transcript pairs
with a reported exon skipping event belonged to the same gene, we chose the event
associated with the transcript pair which had the highest average number of RNA-Seq
tags per exon in the longer transcript. In order to restrict the analysis to transcripts
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Chapter 3 Influence of histone modifications on regulation of alternative splicing

which are expressed in CD4+ T-cells, we removed all the transcripts for which the
median number of tags mapping to constitutive exons was equal to zero. We further
pruned the set of transcripts by removing all transcripts containing less than three
exons, leading to a final set of 2130 transcripts where an exon skipping event has
been previously annotated.

In order to determine whether an alternative exon is included in the transcript or
not we defined a measure called the “inclusion ratio”. The inclusion ratio reflects the
frequency of inclusion of the alternative exon in the transcript and is calculated as

inclusion ratio =

tagsE
LE
− tagsT

LT

tagsE
LE

+ tagsT
LT

(3.1)

where tagsE and tagsT denote the number of RNA-Seq tags mapped to the alterna-
tive exon or all constitutive exons in the transcript, respectively. LE and LT denote
the lengths of the alternative exon and all constitutive exons in the transcript, re-
spectively. For each of the 2130 alternative exons in our dataset we calculated the
inclusion ratio in CD4+ T-cells. The inclusion ratio shows a bimodal distribution, as
seen in Fig. 3.1. Value of an inclusion ratio of −0.9 was chosen to distinguish alter-
native exons that are skipped (inclusion ratio < −0.9) from those that are included
(inclusion ratio ≥ −0.9) in the transcript. This led to 424 alternative exons being
annotated as skipped and 1706 as included in our transcripts.

inclusion ratio, CD4+ cells
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Figure 3.1: Distribution of in-
clusion ratio for alternative ex-
ons chosen for the analysis
in CD4+ T-cells. The red
line marks the boundary between
skipped (inclusion ratio < −0.9)
and included (inclusion ratio ≥
−0.9) alternative exons.

We wanted to ensure that the inclusion ratio really reflects the inclusion/exclusion
of an alternative exon from the transcript. We therefore checked the number of
mapped RNA-Seq tags per base pair of the alternative exon in groups of exons defined
to be skipped or included in the transcript according to the inclusion ratio. The
number of RNA-Seq tags per base pair is significantly lower for alternative exons
defined as “skipped” (Fig. 3.2 (a); p-value of the Wilcoxon rank sum test = 7.11 ·
10−202), indicating that these exons are genuinely excluded from the transcript. As
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Figure 3.2: Distribution of RNA-Seq tags/bp and junction tags in included and
skipped alternative exons. (a) Distribution of RNA-Seq tags per base pair in alternative
exons defined to be skipped or included according to the inclusion ratio. (b) Distribution
of junction tags mapped to junctions J1 3, J1 2 and J2 3 of exons defined to be skipped
or included according to the inclusion ratio.

a further test we examined the distribution of junction tags in the groups of exons
characterized as included or skipped according to the inclusion ratio. Junction tags
mapped to all possible exon-exon junctions retrieved from Ensembl version 50 were
taken from the study by Chepelev et al. [45]. For each of the 2130 alternative exons
we mapped the junction tags to one of three possible exon-exon junctions: junction
between the alternative exon and the upstream exon (J1 2), junction between the
alternative exon and the downstream exon (J2 3) and junction between upstream
and downstream exons (J1 3). Junction tags mapped to the J1 3 exon-exon junction
are indicative of an exon skipping event, while tags mapped to J1 2 and J2 3 support
the inclusion of the alternative exon in the transcript. The number of junction tags
mapped to J1 3 is significantly higher in the group of alternative exons defined to be
skipped by the inclusion ratio than in the group of exons defined to be included in
the transcript (Fig. 3.2 (b); p-value of the Wilcoxon rank sum test = 3.751 · 10−8),
while the mean number of junction tags mapped to either J1 2 or J2 3 is significantly
lower for the skipped exons (Fig. 3.2 (b); p-value of the Wilcoxon rank sum test =
6.404 · 10−114). Taken together, these results confirm that the inclusion ratio is an
appropriate measure of the outcome of alternative splicing events.

3.2 Logistic regression model for prediction of
alternative splicing

Each alternative exon j was assigned a class label S (skipped exons, inclusion ratio
< −0.9) or I (included exons, inclusion ratio ≥ −0.9). We downloaded publicly
available genome-wide ChIP-Seq data for 38 histone modifications, 1 histone variant
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(H2A.Z) and RNA polymerase II (PolII) in CD4+ T-cells [18, 183, 228]. PolII binding
was measured by three separate experiments, using antibodies for total PolII, Ser-
5 phosphorylated PolII (PolIIS5P) and unphosphorylated PolII (PolIIUP). We also
obtained MNase-Seq data for nucleosome positioning in the same cell type [183]. We
mapped the ChIP-Seq/MNase-Seq tags for the 43 variables to 2130 alternative exons
chosen for the analysis. The number of tags Nij for each variable i and exon j was
transformed to the logarithmic scale after adding a pseudocount of 10−3 to ensure the
logarithm is always defined (N ′ij = log(Nij + 10−3)). We then used logistic regression
to estimate the posterior probability pj of exon j belonging to class I given the feature
vector N ′ij (Eq. 3.2).

pj(class = I | N ′j) =
1

1 + e(β0+
∑43

i=1 βiN
′
ij)

(3.2)

Since our dataset consists of two unbalanced classes, with around 80% of the exons
belonging to class I, we optimized the cut-off probability for assigning an exon to
class I in a nested 5-fold cross-validation setting. The prediction accuracy of the
logistic regression model in each cross-validation loop was estimated using the g-mean
measure proposed by Kubat et al. ([122]; Eq. 3.3), which is not unduly influenced by
unequal class sizes. TPR and TNR denote the true positive rate and true negative
rate, respectively. TP, FP, TN and FN, denote the number of true positives, false
positives, true negatives and false negatives, respectively.

g-mean =
√
TPR · TNR (3.3)

TPR =
TP

TP + FN

TNR =
TN

TN + FP

The nested 5-fold cross-validation, where the outer 5-fold cross-validation was used
to obtain an estimate of prediction accuracy, while the inner 5-fold cross-validation
was used to optimize the cut-off probability, was implemented as follows. In the outer
5-fold cross-validation the entire dataset D of 2170 alternative exons was randomly
divided into five disjoint sets D1,..., D5 of equal size. In each cross-validation loop
one set Di was used as a test set while the remaining four sets were joined to form a
calibration set Ci = D\Di, which was then used in an inner 5-fold cross-validation.
The calibration set Ci was randomly divided into five disjoint sets Ci1,..., Ci5 of
roughly equal sizes. In each loop of the inner 5-fold cross-validation one of the sets
Cij was left out to serve as a validation set. The remaining four sets were joined
to form a training set Tij = Ci\Cij, which was then used to learn the unknown
parameters β of the logistic regression model M inner

ij . The trained model M inner
ij
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was then used to estimate the posterior probability of belonging to class I for exons
belonging to the validation set Cij. Each exon was assigned to the class I if the
posterior probability of belonging to class I was greater than or equal to a threshold
tij, and to class S otherwise. tij was varied from 0 to 1, in intervals of 0.01, and
the g-mean was computed on Cij for every tij. We determined which tij gave the
highest average prediction accuracy across the inner 5-fold cross-validation, and used
this value as the optimal threshold topti in the outer 5-fold cross-validation. A logistic
regression model M outer

i was then trained on the entire calibration set Ci and used
to estimate the posterior probability pk of exon k in the test set Di. The exon k was
assigned to class I if pk was greater than or equal to the optimized threshold topti ,
and to class S otherwise. The prediction for each exon k in dataset D was the class
label assigned to the exon when it was part of the test set Di.

To ensure that our model is robust to random perturbations of the data used to
train the model, we repeated the nested 5-fold cross-validation 100 times. The final
prediction for each exon was the class label assigned by at least 50% of the 100 models
trained using nested 5-fold cross-validation. The final accuracy was calculated as the
proportion of correctly classified exons (Eq. 3.4).

accuracy =
TP + TN

TP + FP + FN + TN
(3.4)

3.3 Predicting exon skipping using histone
modifications

The results of prediction of the logistic regression model using 43 predictor variables
are shown in Table 3.1. Using data for exon levels of histone modifications, nucleo-
somes and PolII as predictors, we are able to accurately predict inclusion/skipping
for 64.04% of alternative exons. The distributions of g-mean, TPR and TNR ob-
tained in each of the 100 models trained using 5-fold nested cross-validation shows
that the predictions are not influenced by unequal class sizes (Fig. 3.3). Even though
this result shows that chromatin structure does incorporate information on the out-
come of alternative splicing events, the number of missclassified exons was surprising,
given that many recent studies reported a significant difference in enrichment of dif-
ferent chromatin modifications between alternative exons skipped or included in the
transcript [9, 59, 100, 117, 186].

One possible explanation is that potential complicated relationships between pre-
dictor variables cannot be captured using a simple logistic regression model. We
therefore repeated the classification using random forests, an ensemble tree-based al-
gorithm which can exploit non-linear relationships between variables [29]. The clas-
sification results of random forests depend on the distribution of class labels, with
the prediction accuracy being biased toward the majority class in case of unbalanced
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Class labels
S I

Prediction
S 268 610
I 156 1096

accuracy = 64.04%

Table 3.1: Prediction of exon skipping
using a logistic regression model trained
on levels of histone modifications, PolII
and nucleosomes in alternative exons.
The predicted class label for each exon is
the final prediction obtained by 100 repeats
of 5-fold nested cross-validation.
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Figure 3.3: Distribution of the prediction accu-
racy for 100 logistic regression models trained
using nested 5-fold cross-validation. The g-mean,
TPR and TNR correspond to values obtained in each
round of the outer 5-fold cross-validation.

class sizes. This obstacle can be overcome by under-sampling the majority class in
order to produce more balanced prediction results [42]. In random forests, the test
set error is estimated internally during the run of the algorithm, suppressing the need
for cross-validation. For each tree, N samples are drawn with replacement from the
dataset and represent the training set. The rest of the data (“out-of-bag” data) con-
stitutes the test set for this tree. The prediction for each sample is made by taking the
average of predictions over all trees for which the sample was part of the out-of-bag
data. As a result, the prediction accuracy calculated on the final predictions gives
an unbiased estimate of the out-of-bag error rate. When combining random forests
with under-sampling, each tree is grown using a random sample from the dataset
consisting of a fixed number of cases from both classes. In order to determine an
optimal sample size, we fixed the number of cases from the minority class S to 100%
and varied the number of cases drawn from the majority class I from 5% to 100%
in intervals of 1%. For each combination of parameters we trained a random forest
with 1000 trees on 80% of the data. We then determined the prediction accuracy of
the random forest using the remaining 20% of the data as an independent set. We
obtained the best prediction accuracy (accuracy = 64.14%) with the random forest
where the majority sample size was 15%. The prediction accuracy was balanced in
both classes (g-mean = 0.64, TPR = 0.65, TNR = 0.63). The prediction accuracy
of logistic regression (accuracy = 64.04%) is comparable to the one obtained using
random forest (accuracy = 64.14%). Furthermore, the predicted class labels over-
lapped in 83.7% of cases. This highly significant overlap (p-value of the chi-squared
test = 9.113 · 10−206) demonstrates that the results of the analysis are stable and do
not depend on the classification method used.

Since the results of logistic regression showed that histone modifications are predictive
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Figure 3.4: Regression coefficients of the logistic regression model.Bar plot showing
the average regression coefficients of variables used in logistic regression to predict alter-
native splicing for models using not normalized variables, scaled variables and variables
normalized for nucleosome occupancy. Stars mark the coefficients whose median p-values
are less than 0.05 in 100 repeats of nested 5-fold cross-validation.

of alternative splicing outcomes, we were interested in discovering which variables
contributed most to prediction accuracy. In order to identify the most informative
features, we extracted the coefficients of logistic regression models used to predict
the labels of the test set data it the outer loop of nested 5-fold cross-validation
(100 repeats). We also recorded the p-value for each coefficient. The p-value of the
coefficient βi gives the probability of observing coefficient βi under the null hypothesis
that there is no relationship between predictor variable i and the response variable.
For each variable i we calculated the median p-value of the coefficient βi over the 100
repeats of nested 5-fold cross-validation, and considered the variables whose median p-
value was lower than 0.05 to contribute significantly to prediction accuracy. Although
the levels of different histone modifications in the promoter regions of genes are highly
correlated [228], they show a much lesser degree of correlation in the exonic regions
(see Appendix, Fig. A.3). For this reason, we presume that the analysis of regression
coefficients of variables used to train the logistic regression model provides a reliable
estimate of their contribution to prediction accuracy. According to this criterion
the most informative features are the levels of nucleosomes (Nuc), PolII, H3K27me1,
H3K36ac, H3K36me3, H3K79me1, H3K79me2 and H3K9me2 (Fig. 3.4). This result
is in agreement with previous studies, since most of these variables, except H3K36ac,
were shown to be differentially distributed between alternatively and constitutively
spliced exons [9, 59, 100, 117].

The magnitude of regression coefficients depends on the scale of predictor variables.
Since the overall number of mapped ChIP-Seq reads differs between predictor vari-
ables, possibly due to different antibody specificity or experimental procedures, we
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decided to scale the predictor variables in order to ensure that the results we observe
are biologically meaningful. We scaled each predictor variable i by subtracting the
mean and dividing by the standard deviation, and then repeated the prediction us-
ing logistic regression, as described in Section 3.2. We observed that the prediction
accuracy of the model (accuracy = 63.8%; Fig. 3.5) is similar to the one achieved by
the model using not scaled variables (accuracy = 64.04%). We then reexamined the
median p-values of the regression coefficients. We determined that the coefficients of
all previously mentioned variables were still statistically significant (median p-value
< 0.05), implying that the fact that they were identified as the most informative
features is not a consequence of the different scales of the variables (Fig. 3.4). For
details of the performance of the model using scaled predictor variables see Appendix,
Table A.1.
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Figure 3.5: Comparison of the prediction accu-
racy of logistic regression models using not nor-
malized variables, scaled variables and variables
normalized for nucleosome occupancy. HM - not
normalized variables, HM scaled - scaled variables,
HM Nuc norm - variables normalized for nucleosome
occupancy. Accuracy is calculated as the percentage
of correctly classified exons.

Authors of several recent studies suggested that the enrichment of histone modifica-
tions in exons is merely a reflection of the underlying nucleosome density, and claimed
that this enrichment vanishes if the number of ChIP-Seq reads for a certain modifica-
tion is normalized by the nucleosome density in the same region [200, 211]. In order to
test this hypothesis we decided to uncorrelate the levels of histone modifications and
nucleosomes. We fitted the values for each histone modification i to the nucleosome
levels in exons, represented by the vector of log transformed values of the number of
MNase-Seq reads, using a linear regression model. We then repeated the logistic re-
gression with 43 predictor variables, where each histone modification was represented
by the residuals of the corresponding linear model, as described in Section 3.2. In
this way we removed the effect of nucleosomes on histone modification levels, since
the residuals represent the information contained in histone modifications that can-
not be explained by nucleosome occupancy. We also identified significant features,
as described above. The model using features normalized for nucleosome occupancy
correctly predicted the outcome of alternative splicing for 64.23% of analyzed exons,
a result which is comparable to the one obtained by not normalized data (accuracy
= 64.04%; Fig. 3.5), and the same features were identified as significant (Fig. 3.4).
This result shows that even though histone modifications might be correlated to nu-
cleosome levels, they nevertheless contain additional information about the outcome
of the splicing process. For details of the performance of the model using variables
normalized for nucleosome occupancy see Appendix, Table A.2.
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Figure 3.6: Distribution of the average number of tags/bp for significant variables.
Boxplot showing the distribution the average number of ChIP-Seq or MNase-Seq tags per
base pair in different groups of exons according to the results of the predictions of the logistic
regression model. Only variables which have statistically significant regression coefficients
are depicted. Since the magnitudes of variables differ, they were scaled by subtracting the
mean and dividing by the standard deviation, in order to depict them in a single plot.

We next wanted to see how the levels of the significant features are distributed in
different groups of exons according to prediction. We therefore divided the 2130
alternative exons used in the analysis into four groups: true positives (skipped exons
correctly classified as skipped), false positives (skipped exons incorrectly classified as
included), true negatives (included exons correctly classified as included) and false
negatives (included exons incorrectly classified as skipped), henceforth simply referred
to as S S, S I, I I and I S, respectively, where the first letter indicates the true
class label and the second letter the class predicted by logistic regression. We then
compared the distributions of the levels of the eight significant variables in the four
groups (Fig. 3.6).

We first observed that the levels of H3K36me3, H3K36ac, H3K27me1 and H3K79me1/
2, as well as PolII and nucleosomes were much higher in exons predicted to belong to
class I, irrespective of the true class label. For the exons belonging to group I I the
observed pattern could be explained by the fact that the accumulation of nucleosomes
can slow down the progression of PolII [98, 104], and in this way possibly facilitate
the inclusion of the exon, an effect which has been observed before [56]. Nucleosomes
and PolII have both been observed to be enriched in constitutive vs. alternative
exons, and levels of nucleosome occupancy were usually negatively correlated with
splice site strength, supporting their possible role in enhancing the inclusion of ex-
ons surrounded by weak splice sites [186, 200, 211]. Some studies also showed the
connection between the levels of H3K36me3, H3K27me1 and H3K79me1/2 and splic-
ing, with higher levels of these modifications being correlated with exon inclusion
[9, 59, 117]. H3K9me2 was the only histone modification which exhibited higher lev-
els in correctly predicted skipped exons (S S ). Negative correlation of H3K9me2 and
exon inclusion was previously observed in a study by Dhami et al. [59].
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Remarkably, the exons that are skipped from the transcript, but are incorrectly pre-
dicted to be included (S I ) have almost exactly the same average modification profile
as the exons that are actually included (I I ). Such a result could be explicable if
the initial assignment of alternative exons to classes S and I had been wrong, pos-
sibly because inclusion score −0.9 does not represent the optimal boundary between
classes. However, varying the decision boundary does not significantly change the
results of the prediction, rendering such an explanation unlikely.

Alternatively, this observation could reflect a real biological phenomenon. For exam-
ple, it is possible that the same histone modification can have a different effect on
alternative splicing of different groups of exons, depending on some additional fea-
tures, possibly encoded within the sequence of the exon. This would imply that such
features would then have to be included in the model in order to correctly predict
the outcome of alternative splicing.

3.4 Influence of experimental artifacts on the
prediction accuracy of the model

A number of different experimental artifacts resulting from the use of RNA-Seq and
ChIP-Seq protocols could influence the calculation of predictor and response vari-
ables, and thereby bias the prediction. The inclusion ratio is calculated using the
number of RNA-Seq tags mapping to the alternative exon and the other exons of the
transcript that contains it, and is therefore probably susceptible to the same biases
as the RNA-Seq method itself, namely the number of base pairs in the exon which
can be uniquely mapped [187] and the GC content of the mapped region [60]. Each
of these artifacts could potentially influence the calculation of the inclusion ratio
and lead to a false assignment of an exon to either the S (skipped) or I (included)
class, or alternatively lead to biases in determining the levels of nucleosomes, histone
modifications and PolII in alternative exons. To investigate whether any of these
experimental artifacts influence the prediction accuracy of logistic regression, we di-
vided the 2130 alternative exons into four previously described groups according to
the outcome of binary classification (S S, S I, I I and I S ). A significant difference
in any of the features known to introduce bias to RNA-Seq/ChIP-Seq measurements
between the four groups could also influence the prediction method.

We first examined the number of base pairs of the alternative exon which can be
uniquely mapped and analyzed whether this property influences the prediction ac-
curacy of the method. To test this we generated all possible reads of length 30 for
each of the 2130 alternative exons. We mapped these reads against the reference hu-
man genome (hg18) using ELAND software (Illumina) and for each alternative exon
calculated the proportion of reads which can be uniquely mapped. Fig. 3.7 shows
the distribution of the proportion of uniquely mappable reads in different groups of
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exons. Exons belonging to group S S have a significantly lower proportion of map-
pable reads, compared to the other groups of exons (71.2% of exons in group S S
have at least 80% of mappable reads, compared to 96.07%, 90.32% and 87.8% for
groups I I, I S and S I, respectively). This could imply that the absence of mapped
RNA-Seq and ChIP-Seq tags for skipped exons which are correctly predicted to be
skipped could be a consequence of the mappability of exons and not a real biological
phenomenon.

[0,0.2] (0.4,0.6] (0.8,1]

pe
rc

en
ta

ge

0.
0

0.
2

0.
4

0.
6

0.
8

I_I
I_S
S_I
S_S

Figure 3.7: Proportion of
uniquely mappable reads in
different groups of alterna-
tive exons according to the
prediction.

To eliminate the bias arising from different exon mappability, we removed from the
analysis all the alternative exons where less than 80% of reads could be uniquely
mapped against the reference human genome (196 exons). We predicted the outcome
of the alternative splicing event for the remaining 1934 exons using logistic regression
as described in Section 3.2. The number of accurately classified exons decreased
slightly from 64.04% (using all 2130 exons) exons to 62.05% (using exons where at
least 80% of the reads are uniquely mappable; Fig. 3.8). This indicates that the
mappability of exons has a slight influence on the prediction accuracy of our model,
but the results of the analysis are not solely a consequence of experimental biases.
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Figure 3.8: Comparison of the prediction accu-
racy of logistic regression models using not nor-
malized data and data normalized for experimen-
tal biases. HM - model using not normalized vari-
ables, HM mappability - model trained on 1934 exons
where at least 80% of the reads are uniquely map-
pable, HM GC - model trained on variables normal-
ized for GC content. Accuracy is calculated as the
percentage of correctly classified exons.

Another possible origin of bias in the analysis is the GC content of the exon itself. It
has been shown that the RNA-Seq protocol shows a significant bias towards regions
with higher GC content, ie. that regions with higher GC content generally have a
higher read coverage than regions with low GC content [60]. Analysis of the distri-
bution of exonic GC content in the four different groups according to the predictions
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Chapter 3 Influence of histone modifications on regulation of alternative splicing

shows that there is a significant difference in GC content between exons belonging to
these groups. Exons in groups I I and S I in general have a significantly higher GC
content than exons in groups I S and S S (Fig. 3.9 and Table 3.2). There are two
possible ways in which this finding could influence our analysis. Firstly, we use the
number of ChIP-Seq tags for histone modifications, nucleosomes and PolII mapped
to the alternative exon as predictor variables in the logistic regression model. If there
is a strong GC bias than the measured value for each variable could actually reflect
the GC content of the exon, and not the real chromatin state. If this is the case,
then the prediction obtained by logistic regression would be a result of classifying
together exons of similar GC content. Secondly, the difference in GC content could
influence the original labeling of the exons, where some included exons could wrongly
be labeled as skipped because of a lower number of RNA-Seq tags originating from
lower GC content and vice versa.
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belonging to different groups according to the
results of the predictions.

I I I S S I S S

I I 1 2.1e-26 2.6e-02 1.1e-10
I S 2.1e-26 1 2.7e-04 1.4e-01
S I 2.6e-02 2.7e-04 1 3.2e-02
S S 1.1e-10 1.4e-01 3.2e-02 1

Table 3.2: p-values of the Wilcoxon rank
sum test for the difference in the distri-
bution of GC content in different groups
of exons according to the results of the
predictions. p-values lower than 0.05 are
indicated in red.

In order to remove the possible bias arising from the sequence composition of the
analyzed exons we normalized all variables for GC content. For each variable i we
trained a linear model where the GC content of the exon was used as the predictor
variable and the variable i as the response. We then trained a logistic regression
model, as described in Section 3.2, where each original variable i was represented
by the residuals of the corresponding linear model. In this way we removed the
correlation between the GC content of the exon and the number of ChIP-Seq or
MNase-Seq tags mapped to it. Since the results of prediction using logistic regression
with variables normalized for GC content (accuracy = 63.99%; Fig. 3.8) are similar
to the ones obtained using not normalized variables we conclude that the predictive
power of histone modifications, nucleosomes and PolII is not merely a consequence
of differences in GC content of the analyzed exons. Details of the performance of the
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two models examining the influence of experimental biases on our analysis can be
found in the Appendix, Tables A.3 and A.4.

3.5 Effect of transcript expression levels on the
relationship between chromatin structure and
alternative splicing

Examination of the coefficients of different predictor variables used for logistic regres-
sion showed that only 8 out of the original 43 variables have coefficients with statis-
tically significant p-values, namely H3K27me1, H3K36ac, H3K36me3, H3K79me1/
2, H3K9me2, nucleosomes and total PolII (Fig. 3.4). H3K27me1, H3K36me3 and
H3K79me1/2 are histone modifications which have previously been shown to be cor-
related with the expression level of the gene and are presumably involved in tran-
scriptional regulation [18, 189, 201]. H3K9me2 has been shown to be related to
co-transcriptional splicing [6]. Since it has been shown that the level of enrichment
of several of these modifications in the gene body region is highly correlated to the
expression level of the gene, the enrichment of these modifications in certain alterna-
tive exons could be related to the overall expression level of the transcript and not
specifically connected to splicing.

To further investigate this possible effect of transcript expression on prediction ac-
curacy of the logistic regression model we examined the distribution of transcript
expression levels in the four groups of exons divided according to the classification
outcome. The results of this analysis show that the transcript expression levels are
significantly higher in alternative exons predicted to be included (groups I I and
S I ) compared to the exons predicted to be skipped in the transcript (groups I S
and S S ), irrespective of their true class label (Fig. 3.10 and Table 3.3). These re-
sults indicate that the enrichment of histone modifications in the exon could simply
be a consequence of the transcript expression level. If this were the case, it is possible
that splicing is somehow regulated by transcript expression levels, rather than being
under the influence of histone modifications.
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Figure 3.10: Distribution of the number of RNA-
Seq tags/bp for transcripts associated with dif-
ferent groups of alternative exons according
to the results of the predictions of the model
trained on not normalized variables. The y axis is
plotted on a logarithmic scale.
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I I I S S I S S

I I 1 4.7e-36 7.3e-02 3.6e-38
I S 4.7e-36 1 4.8e-06 3.9e-07
S I 7.3e-02 4.8e-06 1 1.8e-11
S S 3.6e-38 3.9e-07 1.8e-11 1

Table 3.3: p-values of the Wilcoxon rank
sum test for the difference in the dis-
tribution of the number of RNA-Seq
tags/bp for transcripts associated with
different groups of alternative exons ac-
cording to the results of the predictions
of the model trained on not normalized
variables. p-values lower than 0.05 are in-
dicated in red.

To check if the information about splicing outcome contained in chromatin structure
is really dependent on transcript expression level we decided to uncorrelate values for
histone modifications, nucleosomes and Pol II from the transcript expression level.
To do this, we employed the strategy that we previously used to normalize the vari-
ables for effects of nucleosome occupancy and GC content (see Sections 3.3 and 3.4).
Namely, for each variable i, we trained a linear model where the logarithm of the
transcript expression level served as a predictor and the variable i as the response
variable. Then, for each variable i we extracted the residuals of the corresponding
linear model. The residuals do not contain any information which can be explained
by transcript expression levels, and can therefore be used to represent the variable
i normalized for expression. We then repeated the prediction of alternative splicing
outcome using logistic regression (as described in Section 3.2), using the predictor
variables normalized for transcript expression levels.

If the prediction accuracy of the method indeed depends only on the expression level
of the transcript, then the prediction of logistic regression using normalized variables
should be no better than random guessing. However, the logistic regression model
still has predictive power (Table 3.4). This shows that chromatin structure really
contains information on alternative splicing events, although the prediction accuracy
using normalized variables (accuracy = 60.75%) is lower than for not normalized data
(accuracy = 64.04%; Fig. 3.11). The distribution of transcript expression values of
exons grouped by their true and predicted labels shows that the expression levels
are significantly higher in groups where the true class label is I, compared to groups
where the true class label is S (Fig. 3.12 and Table 3.5). However, the prediction
accuracy within the groups no longer depends on the expression level of the transcript,
confirmed by the fact that there is no significant difference in the distribution of
expression levels of transcripts associated with exons in groups I I and I S or S I and
S S. This implies that any remaining difference in histone modifications, nucleosomes
or PolII enrichment observed between included and skipped exons could really be
directly associated to splicing, instead of being merely correlated with the expression
level of the transcript or exon.

After training the logistic regression model with variables normalized for transcript
expression levels, we again examined the median p-values of regression coefficients to
determine which variables contribute the most to prediction accuracy, as described
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3.5 Effect of transcript levels on the relationship between chromatin and splicing

Class labels
S I

Prediction
S 247 659
I 177 1047

accuracy = 60.75%

Table 3.4: Prediction of exon skipping
using logistic regression with variables
normalized for transcript expression lev-
els. The predicted class label for each exon
is the final prediction obtained by 100 re-
peats of 5-fold nested cross-validation.
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Figure 3.11: Comparison of the prediction accu-
racy of logistic regression using not normalized
variables and variables normalized for transcript
expression levels. HM - model using not normal-
ized variables, HM expression - model using variables
normalized for transcript expression levels. Accuracy
is calculated as the percentage of correctly classified
exons.

in Section 3.3. After controlling for the effect of expression levels, only six variables
had significant regression coefficients (Fig. 3.13). Both nucleosomes and PolII are
once again identified as significant features, and the fact that their regression co-
efficients are positive supports their possible role in enhancing exon inclusion, by
kinetic coupling of transcription and splicing [120]. In the analysis conducted using
not normalized data six histone modifications were determined to contribute signif-
icantly to prediction accuracy (Fig. 3.4). After normalizing for expression values,
only four of these six variables (H3K36me3, H3K36ac, H3K79me2 and H3K27me1)
still have significant regression coefficients. This finding shows that even though
these histone modifications are connected to the elongation of transcripts, they could
also be involved in regulation of splicing. On the other hand, regression coefficients
for H3K9me2 and H3K79me1 are no longer significant, making them more likely to
be connected to regulation of elongation rather than having a direct influence on
splicing.

Once again, the distributions of histone modification levels in groups of exons accord-
ing to prediction accuracy show that the levels of all significant variables are higher
in groups of exons predicted to be included (I I and S I ) than in the groups of exons
predicted to be skipped (S I and S S ; Fig. 3.14). The exons predicted to be included
in the transcript (I I and S I ) are characterized by very similar chromatin profiles.
One explanation is that even though the chromatin structure is similar, the exons
differ in some other respect, possibly encoded in the sequence, causing them to have
different splicing outcomes. The profiles of exons predicted to be skipped (groups I S
and S S ) are also highly similar. The exceptions are the levels of H3K36me3, which
are higher in included exons (I S ) compared to skipped exons (S S ). This could imply
that enrichment of this modification facilitates the inclusion of exons, even though
the difference in the level of H3K36me3 is too small to be detected by the method
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Seq tags/bp for transcripts associated with dif-
ferent groups of alternative exons according
to the results of the predictions of the model
trained on variables normalized for transcript ex-
pression levels. The y axis is plotted on a logarith-
mic scale.

I I I S S I S S

I I 1 7.6e-01 6.6e-06 2.8e-10
I S 7.6e-01 1 2.4e-06 2.9e-10
S I 6.6e-06 2.4e-06 1 6.7e-01
S S 2.8e-10 2.9e-10 6.7e-01 1

Table 3.5: p-values of the Wilcoxon rank
sum test for the difference in the dis-
tribution of the number of RNA-Seq
tags/bp for transcripts associated with
different groups of alternative exons ac-
cording to the results of the predictions
of the logistic regression model trained
on variables normalized for transcript
expression levels. p-values lower than 0.05
are indicated in red.

used.

We conclude that, although histone modifications are correlated to transcriptional
activity, they also seem to possess additional information which can be used to predict
the outcome of splicing. This could imply that certain histone modifications could
indeed be involved in splicing regulation, not only through their connection with
transcription elongation, but also by directly influencing the splicing process.

3.6 Alternative splicing outcome is correlated to
transcript expression level

The observation that transcripts in which the alternative exons are included generally
have higher expression levels than transcripts where the exons are skipped is in itself
interesting (p-value of the Wilcoxon rank sum test = 2.86 · 10−15; Fig. 3.15 (a)) and
could imply that the level of transcription itself somehow regulates the outcome of
alternative splicing. However, it is possible that this observation is due to some bias
in the inclusion ratio, ie. that there is a higher probability of an alternative exon
being labeled as included if it is part of a transcript with a high expression level. We
therefore conducted a simulation experiment to check for a possible dependency of
the inclusion ratio on the transcript expression levels. We started the simulation by
determining the distributions of all possible values of exon and transcript expression
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Figure 3.13: Regression coefficients of the logistic regression model trained on
variables normalized for transcript expression levels. Bar plot showing the average
regression coefficients of the logistic regression model. Stars mark the coefficients whose
median p-values are less than 0.05 in 100 repeats of nested 5-fold cross-validation.

level in the sample of alternative exons which we used in our analysis. We then drew
100000 random pairs of values from these two distributions, and for each pair of exon
and transcript expression levels calculated an inclusion ratio. Each exon was then
assigned a class label, with exons being assigned to class I if the inclusion ratio was
greater or equal to −0.9, and to class S otherwise. We then compared the distribu-
tions of transcript expression levels in groups of exons labeled as skipped or included
using both real data and simulated data. The analysis showed that in simulated data,
transcripts in which the alternative exons are skipped in general have significantly
higher expression levels than the transcripts in which the exons are included (p-value
of the Wilcoxon rank sum test < 2.2 ·10−16), an effect which is exactly the opposite of
the one observed for real data (Fig. 3.15 (a) and (c)). Furthermore, when examining
the relationship between simulated inclusion ratio values and transcript expression
level, we observed that they are in general negatively correlated (Fig. 3.15 (d)). The
exception is the case when the inclusion ratio is exactly equal to −1, indicating that
there are no RNA-Seq tags mapped to the exons. This value is equally likely to
appear across the entire range of transcript expression values. The negative corre-
lation between the inclusion ratio and transcript expression levels implies that the
probability to detect a skipped exon using this measure is higher for highly expressed
transcripts than for lowly expressed transcripts. However, even though the negative
relationship is also present in real data, we still observe higher expression levels for
transcripts with included exons (Fig. 3.15 (a) and (b)). This is not a consequence of
different transcript expression levels in real and simulated data, since there is no sig-
nificant difference in their distributions (p-value of the t-test = 0.969). Based on these
results, we conclude that the observed difference in expression levels of transcripts

69



Chapter 3 Influence of histone modifications on regulation of alternative splicing

●

●

●

●●

●

●

●

●

●

●

●

●●

●

●

●●

●
●

●

●
●

●

●

●●

●

●
●
●

●●
●

●

●

●

●

●

●

●

●
●

●●

●

●

●

●
●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●●

●

●

●●

●

●

●

●
●

●

●

●●

●

●
●
●

●●
●

●

●

●

●

●

●

●

●
●

●●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●●
●

●

●●

●
●

●

●
●

●

●

●●

●

●
●●

●●
●

●
●
●

●

●
●

●

●●

●●

●
●

●

●
●
●

●

●

●

●●

●

●

●

●

●●

●
●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●●

●
●

●

●

●
●

●

●

●
●
●

●

●
●
●●
●
●

●

●

●

●

●●

●

●

●

●
●

●

●
●

●●
●

●

●●

●
●

●

●

●

●

●
●

●

●●

●

●

●

●

●●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●
●

●

●

●
●

●

●

●
●
●

●

●
●
●●

●
●

●

●

●

●

●●

●

●

●

●
●

●

●

●

●●
●

●

●●

●
●

●

●

●

●

●
●

●

●●

●

●

●

●
●●
●
●

●

●
●

●

●

●
●

●

●

●

●

●
●

●

●
●●

●●

●

●

●●

●

●

●
●
●

●

●
●●●
●
●

●

●

●
●
●●

●
●

●

●
●

●

●
●

●●
●
●

●●
●●

●

●

●

●

●

●

●●

●

●

●

●

●

●●

●

●

●

●

●

●●

●

●
●

●

●

●

●
●

●
●

●

●

●

●
●
●

●

●

●

●●

●
●

●

●

●

●●

●

●

●

●

●

●

●●

●

●

●

●
●

●

●

●●

●
●

●
●
●
●

●

●
●

●

●
●

●

●

●

●
●

●

●

●

●

●
●

●

●

●●●

●

●

●●

●

●

●●
●
●

●

●

●

●

●

●

●

●

●

●

●
●

●●

●

●

●

●
●

●

●

●

●

●
●

●

●

●
●

●

●

●

●●

●

●

●●●●●
●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●●

●

●

●●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●
●●

●●●

●●

●

●

●

●●
●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●●

●
●

●

●

●

●●

●

●

●

●

●

●

●●

●

●

●

●
●

●

●

●●

●
●

●
●
●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●●●

●

●

●
●

●

●

●●
●
●

●

●

●

●

●

●

●

●

●

●

●
●

●●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●●

●

●

●●
●●●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●●

●

●

●●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●
●●

●●●

●
●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●●

●

●
●

●
●

●

●

●
●
●
●

●

●

●

●●

●●

●

●

●

●●

●

●

●

●

●

●

●●

●

●

●

●
●

●

●

●●
●●

●
●
●
●

●

●
●

●

●
●

●

●

●

●
●

●

●

●

●

●●

●

●

●●●

●

●

●●

●

●

●●
●
●

●
●

●

●

●

●

●

●

●

●

●●

●●

●

●

●

●
●

●

●

●

●

●
●

●

●

●
●

●

●

●

●●

●

●

●●●●●
●
●

●

●

●

●

●

●
●

●
●

●

●

●

●

●
●
●

●●

●

●

●●

●

●

●
●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●
●●
●●●
●●

●

●

●

●●
●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●
●
●
●
●

●

●

●

●

●●

●

●

●

●
●

●

●●

●

●

●

●
●

●

●

●

●
●●

●

●
●

●

●

●
●●●
●
●●
●●
●
●
●●●
●●●●●●●●●●●
●●●●●●
●
●●●●
●
●●
●
●●
●●●●●●●●●●
●●●

●

●●
●●●
●●●
●●
●
●●●●●●
●
●
●●●●●
●●●●●●
●●●
●●
●●●
●●●

●
●
●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●●

●

●

●

●
●

●

●

●

●
●●

●

●
●

●

●

●
●●●
●
●
●
●●
●
●
●●●
●●●●●●●●●●
●●●●●●●
●
●●
●
●
●
●
●●

●
●●●●●●●●●●●
●●●

●

●●
●●●
●●●
●●
●
●●●●●●
●

●
●●●●●
●●●●●●
●●●
●●
●●●
●●●

●
●●
●
●

●

●

●

●

●●

●

●

●
●
●

●

●●

●

●

●

●
●

●

●

●

●
●●
●

●
●

●

●

●
●●●
●
●●
●●
●●●●●●●
●●●●●●●●●
●●●●●●
●●●●●
●
●●
●
●●
●●●●●●●●●●●●●

●

●●●●●
●●●●
●
●
●●●●●●
●
●●●●●●
●●●●●●●●●●●
●●●
●●●

●

●
●

●

●
●
●
●

●

●●
●

●
●
●

●

●●

●
●
●

●

●

●

●

●

●

●

●

●●

●

●●

●●

●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●
●●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●
●

●

●

●

●

●

●●

●

●

●

●●

●

●
●

●

●

●

●
●●

●

●

●

●
●

●●

●

●

●

●

●●

●

●

●
●

●

●
●
●
●

●

●●

●

●
●

●

●

●●

●
●
●

●

●

●

●

●

●

●

●

●●

●

●●

●●

●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●
●●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●

●

●

●

●●

●

●

●

●●

●

●

●

●

●

●

●

●●

●

●

●

●
●

●●

●

●

●

●

●●

●

●

●
●

●

●●●
●

●

●●
●

●
●
●

●

●●

●●
●

●

●

●

●

●

●
●

●

●●
●

●●

●●
●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●
●
●●
●

●

●
●●

●
●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●●
●

●

●

●

●

●

●●

●

●
●

●●

●

●
●

●

●

●

●
●●

●

●

●

●
●

●●

●

●

●

●

●●

●

I_I I_S S_I S_S

−
4

−
2

0
2

4

lo
g(

ta
gs

/b
p+

0.
00

1)
, s

ca
le

d
no

rm
al

iz
ed

 fo
r 

ex
pr

es
si

on

H3K27me1
H3K36ac
H3K36me3
H3K79me2
Nuc
PolII

Figure 3.14: Distribution of the average number of tags/bp for significant vari-
ables of the logistic regression model trained on variables normalized for transcript
expression levels. Boxplot showing the distribution the average number of ChIP-Seq or
MNase-Seq tags per base pair in different groups of exons according to the results of the
predictions of the logistic regression model. Only variables which have statistically signifi-
cant regression coefficients are depicted. Since the magnitudes of variables differ, they were
scaled by subtracting the mean and dividing by the standard deviation, in order to depict
them in a single plot.

with included or skipped exons is not a bias inherent to the measure used to label the
alternatively spliced exons but rather a true biological phenomenon, implying that
transcript expression level could influence alternative splicing.

We hypothesized that transcript expression level influences the outcome of the splicing
process, since we observed that transcripts in which the alternative exon is included
in general have a higher expression level then the ones in which the alternative exon
is skipped. However, this observation could also be explained inversely, ie. that the
outcome of the splicing process either affects or is correlated to the measured expres-
sion level of the transcript. Although a recent study has shown that the assembly of
spliceosome components does not influence PolII elongation kinetics [31], there are
several additional mechanisms by which splicing could affect measured expression
levels of genes.

First of all, the inclusion or skipping of the alternative exon could frameshift the
downstream sequence and/or introduce a premature termination codon (PTC). Tran-
scripts containing PTCs can be degraded by the nonsense mediated decay (NMD)
mechanism, a quality control mechanism for gene expression that is coupled with
translation [39]. If such scenarios indeed occur in the analyzed set of transcripts,
they might provide an explanation for the difference in transcript expression levels
observed between transcripts with included or skipped exons (Fig. 3.15 (a)), because
NMD would lead to lower transcript levels . However, analysis of the coding sequences
of 2130 transcripts used in the analysis discovered only one case in which an addi-
tional termination codon was introduced, showing that the difference in transcript
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3.6 Alternative splicing outcome is correlated to transcript expression level
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Figure 3.15: Comparison of expression levels of transcripts associated with either
included or skipped exons in real and simulated data. (a) and (c) Distribution of
transcript expression levels for exons labeled as included (I) or skipped (S) in real and
simulated data, respectively. (b) and (d) Relationship between transcript expression levels
and inclusion ratio in real and simulated data, respectively. The red line denotes the decision
boundary used to label the alternative exons as either skipped or included.

expression levels cannot be explained by NMD.

Secondly, the alternative splicing outcome could be correlated with the degradation
rate of the transcript and in this way connected to the measured expression level.
Alternative exons used in our analysis were chosen by pairwise comparison of Ensembl
transcript annotations. Although we restricted the analysis to exon skipping events,
we searched only for events occurring in the coding region of the transcript and
therefore the possibility that the two transcripts differ in some other respect, for
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Chapter 3 Influence of histone modifications on regulation of alternative splicing

example have different 5’ and/or 3’ untranslated regions (UTRs), cannot be ruled
out. There are at least two mechanisms, namely microRNA (miRNA) and AU-rich
element (ARE) mediated degradation, where the appearance of sequence motifs in the
3’ UTR has previously been connected with the degradation rate of the transcripts.
Comparison of 3’ UTR regions of 2130 pairs of transcripts corresponding to alternative
splicing events used in our analysis showed that in 44.08% of cases both transcripts
have the same 3’ UTR, in 1.17% of cases neither transcript has a 3’ UTR and in
54.74% of cases either only one of the transcripts has a 3’ UTR or they have different
3’ UTRs, suggesting that the difference in expression level could indeed arise from
differences in degradation rate caused by the structure of the 3’ UTR region.

●

●

●

●

●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●●

●

●

●

●

●

●●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●●

●

●

●●●

●

●

●

●●●

●

●●

●

●

●

●●●

●●

●●●●

●

●

●

●

●

●

●●●●●

●

●●

●

●●●●●●●●●●

●

●

●●●●●

●

●●●●●●

●

●●●●●●

●

●●●

●

●

●

●●●●●●●●

●

●

●●●●

●

●●●●●

●

●

●

●

●●●●

●

●●●●●●●

●

●●●

●

●●●●

●

●●●●

●

●

●

●●●●●

●

●

●●

●●●●

●

●●●●●

●

●●●

●

●●●

●

●●●

●

●

●

●●●●●●●

●

●

●

●●

●

●●

●

●●●

●

●●

●

●●●●●●●

●

●●●

●

●

●●

●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●

●

●

●

●

●

●

●●

●● ●●●

●

●

●

●

●●●

●

●●●●●●●●

●

●●●

●

●

●●

●

●●●●

●●

●

●

●●●●●●●●

●

●●

●

●

●●●●●●

●●

●

●●

●

I (5mer) S (5mer) I (9mer) S (9mer)

0
5

10
15

20
25

30
35

AU−rich elements

nu
m

be
r 

of
 m

ot
ifs

a
all miRNA target sites

m
iR

N
A

 b
in

di
ng

 s
ite

s 
/ b

p

0.
00

0.
05

0.
10

0.
15

3' UTR
5' UTR
exon

S I

0.
00

0.
05

0.
10

0.
15

b
top 10% miRNA target sites

m
iR

N
A

 b
in

di
ng

 s
ite

s 
/ b

p

0.
00

0
0.

00
5

0.
01

0
0.

01
5

0.
02

0
0.

02
5

3' UTR
5' UTR
exon

S I

0.
00

0
0.

00
5

0.
01

0
0.

01
5

0.
02

0
0.

02
5

c

Figure 3.16: Distribution of different sequence features known to regulate mRNA
degradation in groups of transcripts associated with either skipped or included
exons. I - transcripts where the alternative exon is included, S - transcripts where the
alternative exon is skipped. Outliers are not depicted in plots (b) and (c).

We first investigated whether the difference in the expression levels of transcripts in
which the alternative exon is included or skipped could be explained by the presence
of AU-rich elements (AREs) in the 3’ UTR region. AREs are usually characterized
by a uridin rich region and the presence of a number of (often overlapping) pentamer
(AUUUA) or nonamer (UUAUUUAWW; W = A or U) motifs [43]. Each alternative
exon in our analysis is associated with two transcripts, one where the exon is anno-
tated to be included and one where the exon is annotated to be skipped from the
transcript. For each alternative exon, we chose one of these two transcripts according
to the label assigned using the inclusion ratio (ie. for the exons labeled as included we
chose the transcript where the exon was also annotated as included and vice versa)
and retrieved the 3’ UTR sequence of this transcript. We then counted the number
of overlapping occurrences of either the pentamer or the nonamer motif in the tran-
scripts where the 3’ UTR length was greater or equal to the motif length. Out of
the 2009 transcripts whose 3’ UTR was at least 5 bp long, 64.31% contained at least
one pentamer motif. However, there was only a slight difference in the distribution
of the number of pentamer motifs in the 3’ UTR region of transcripts where the exon
is included compared to transcripts where the exon is skipped (Fig. 3.16 (a); p-value
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3.6 Alternative splicing outcome is correlated to transcript expression level

of the Wilcoxon rank sum test = 0.047). At least one nonamer motif was present
in 3’ UTRs of 15.14% of the 2008 transcripts whose 3’ UTR was at least 9 bp long,
but there is again no significant difference in the number of nonamer motifs between
different groups of transcripts (Fig. 3.16 (a); p-value of the Wilcoxon rank sum test =
0.756). We conclude that the observed differences in expression levels of transcripts
used in our analysis are not a consequence of the distribution of AREs in the 3’ UTR
region.

We next studied the presence of miRNA target sites in 3’ UTR regions of transcripts
associated with either included or skipped alternative exons. We downloaded infor-
mation on miRNA families from TargetScan Human Release 5.1 [130]. We removed
all miRNA families which did not include any previously annotated human miRNA,
leaving us with 545 miRNA families comprising altogether 677 different miRNAs.
For each miRNA family we extracted sequences matching positions 2-8 of the mature
sequence. The 5’ region of miRNA corresponding to nucleotides 2-7 is called the
miRNA “seed” and is shared between all members of one miRNA family. We then
used an adapted version of the TargetScan algorithm, not taking conservation into
account, to scan 3’ UTRs of chosen transcripts and identify 7mer-A1 (seed match
+ A at position 1), 7mer-m8 (seed match + match at position 8) and 8mer (seed
match + match at position 8 + A at position 1) matches to the seed sequence for
each miRNA family [21]. For each analyzed transcript we counted the total number
of 7mer-A1, 7mer-m8 and 8mer matches for all miRNA families in the 3’ UTR region.
For each transcript we normalized the total number of predicted miRNA target sites
by the length of the 3’ UTR region to account for the higher probability of random
matches in longer 3’ UTRs. All transcripts without a 3’ UTR were removed from
the analysis. We observed no significant difference in the distribution of the total
number of miRNA target sites in 3’ UTRs of transcripts where the alternative exon
is included compared to transcripts where the exon is skipped (Fig. 3.16 (b); p-value
of the Wilcoxon rank sum test = 0.1973).

Since miRNAs are believed to be involved in tissue-specific expression regulation [124],
not all miRNAs will be equally expressed in a certain cell type. This implies that even
though there is no difference in the total number of miRNA target sites in 3’ UTRs
of analyzed transcripts, they could still be differently targeted by miRNAs highly
expressed in CD4+ cells. We therefore obtained data for miRNA expression in CD4+
cells produced by deep sequencing of stem-loop sequences of human miRNAs [19]. We
mapped the measured number of tags for stem-loop sequences to the corresponding
mature miRNA. In the cases where a single mature miRNA can be produced from
more than one stem-loop sequence we summed the total number of tags measured for
all associated stem-loop sequences. In total, 543 out of 677 miRNAs had measured
expression levels in CD4+ cells. To check if there is a difference in the number of
target sites for highly expressed miRNAs in the 3’ UTRs of the analyzed transcripts,
we ordered the 543 miRNAs according to their expression level in CD4+ cells and kept
only the ones whose expression was in the top 10% (54 mature miRNAs belonging
to 38 different miRNA families). We calculated the total number of target sites for
38 miRNA families in 3’ UTRs of transcripts where the alternative exon was either

73



Chapter 3 Influence of histone modifications on regulation of alternative splicing

included or skipped, but saw no significant difference in the distribution of target
sites for highly expressed miRNAs between these two groups of transcripts (Fig. 3.16
(c); p-value of the Wilcoxon rank sum test = 0.2977).

Despite the fact that miRNAs predominantly bind to 3’ UTR regions of transcripts
[21], there are reports of binding of miRNAs to targets in 5’ UTRs or coding regions,
although the efficiency of targeting and reduction of mRNA stability seems to be
much lower than for targets in 3’ UTR regions [62, 90, 130]. We therefore decided
to investigate the distributions of the total number of target sites for all human
miRNA families and highly expressed miRNAs in the 5’ UTRs of analyzed transcripts,
as well as in the alternative exon itself. The analysis was conducted analogously
to the analysis of miRNA target sites in the 3’ UTRs and a number of potential
miRNA binding sites was identified. However, there was no significant difference in
the distribution of the total number of miRNA target sites either in the 5’ UTR or
alternative exons between the two groups of transcripts (Fig. 3.16 (b); p-values of the
Wilcoxon rank sum test: 0.321 and 0.578, respectively). The distribution of target
sites for highly expressed miRNAs also did not show any significant difference between
transcripts with included or skipped exons, either for 5’ UTRs or for alternative exons
themselves (Fig. 3.16 (c); p-values of the Wilcoxon rank sum test: 0.694 and 0.112,
respectively).

Our analysis does not show any obvious evidence that the difference in transcript ex-
pression between groups of transcripts in which the alternative exon is either skipped
or included is a consequence of targeting by microRNAs. However, we cannot com-
pletely exclude this possibility. First of all, although many methods for miRNA target
prediction exist, accurately predicting true biological targets and their influence on
the degradation of mRNA is still an open challenge. In addition to the number of
target sites, other features, such as target site conservation, type and length of the
match to the seed region or other characteristics of the 3’UTR, have been used to
model the experimentally measured degradation rate of mRNAs containing target
sites for specific miRNAs. However, even though this approach is more complex than
the one used in this analysis, it has resulted in predictions of limited accuracy [83].
Furthermore, additional effects, such as overlaps between miRNA target sites or the
existence of feedback loops between miRNAs, will probably have to be taken into
account to successfully model miRNA-mediated degradation, a task which is beyond
the scope of this analysis.

In conclusion, we observed that transcripts in which alternative exons are included
in general have higher expression levels than transcripts in which alternative exons
are skipped. This observation seems to reflect a real biological phenomenon, since we
could find no evidence of its being a consequence of either a measurement bias (eg. a
bias inherent to the inclusion ratio used to label exons as either included or skipped)
or of the different degradation mechanisms used to control mRNA levels in the cell.
This finding implies that further studies will be needed to completely understand the
interplay of transcription and splicing.
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3.7 Expanding the model using sequence features

The analysis of the results of the prediction of alternative splicing using histone
modifications revealed that subsets of exons which are included in the transcript have
similar chromatin profiles with subsets of exons which are skipped. However, even
though the chromatin profile is similar, the splicing process has a different outcome
(Sections 3.3 and 3.5). We were interested to see what could be the cause of this
observation.

The 5’ splice site (5’SS) and 3’ splice site (3’SS) contain invariant dinucleotides GT
at the 5’ end of the intron and AG at the 3’ end of the intron, respectively. The align-
ment of known splice sites has also enabled the identification of consensus sequences
of the 5’SS and 3’SS which can then be used to predict splice site locations [248].
In general, splice sites whose sequences are highly similar to the consensus sequence
are considered to be strong splice sites, and therefore more efficient in promoting
splicing of the exons, in contrast to weak splice sites highly divergent from the con-
sensus sequence. The outcome of the splicing process can also be influenced by the
presence of various splicing regulatory elements (SREs) which can function as either
enhancers or silencers of splicing. These elements can be present both in the exon
and the intron sequence, and are called exonic splicing enhancers (ESE) or silencers
(ESS) and intronic splicing enhancers (ISE) and silencers (ISS) [44, 224]. A possible
explanation of different splicing outcomes of exons with similar chromatin profiles
would be if chromatin modifications have different influences on splicing, depending
on the underlying sequence of the exon. To test this hypothesis we proceeded to build
additional logistic regression models which include different sequence features among
predictor variables.

We first included information on splice site strength in the model. For each of the 2130
alternative exons used in the analysis we scored the strength of the 5’ and 3’ splice site
using four different methods: counting the number of matches of the splice site and
the consensus sequence of human 5’ and 3’ splice sites [248], using a score based on the
position specific scoring matrix (PSSM) of the 5’ and 3’ splice site based on 118,000
constitutive exons in non-redundant genes [248], MaxEntScan score which models the
sequences of 5’ and 3’ splice sites using the Maximum Entropy Principle and tries
to capture dependencies between adjacent and non-adjacent positions in the pattern
[243], and a score produced by GeneSplicer, a method which combines decision trees
with Markov models to characterize patterns of sequences around 5’ and 3’ splice sites
[164]. We then trained four different logistic regression models. In each of the models
we used the 43 variables corresponding to average numbers of ChIP-Seq or MNase-
Seq tags/bp in alternative exons for histone modifications, PolII and nucleosomes
(henceforth “chromatin features”). These variables were normalized for transcript
expression levels, as described in Section 3.5. In each model we additionally included
the strengths of the 5’SS and 3’SS, calculated by one of the four methods described, as
predictor variables. Each model was trained using 100 repeats of nested 5-fold cross-
validation, as described in Section 3.2. The results of the prediction show that the
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scores obtained by the GeneSplicer algorithm have the highest influence on prediction
accuracy (accuracy = 62.54%, compared to the model using only chromatin features
accuracy = 60.75%; Fig. 3.17). We then repeated the analysis using scaled data,
to account for differences in magnitude of scores obtained using different methods
of calculating splice site strength. The variables corresponding to different scores
were scaled by subtracting the mean and dividing by the standard deviation of the
variable. The results of prediction using scaled data are comparable to the ones using
not scaled data (Fig. 3.17), implying that the higher contribution of scores calculated
by the GeneSplicer algorithm is not a consequence of the differences in magnitudes
of individual predictor variables. Detailed descriptions of the performances of all
the models trained on chromatin features and variables corresponding to splice site
strength are available in the Appendix, Table A.5.
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Figure 3.17: Comparison of the prediction accuracy of logistic regression models
trained on chromatin features and different measures of splice site strength. The
labels denote the features used to train the individual models. HM - chromatin features.
Four different measures of splice site strength were used: consseq - matches to the consensus
sequence, maxent - maximum entropy score, gs - GeneSplicer scores, and score - scores
based on a PSSM of the splice site. Accuracy is calculated as the percentage of correctly
classified exons.

We further expanded our model to include the occurrence of different splicing regu-
latory elements in the intronic regions surrounding the analyzed exon and the exon
itself. We counted the occurrence of binding motifs for four different SR proteins
(SF2/ASF, SC35, SRp40 and SRp55) which have previously been shown to func-
tion primarily by enhancing the inclusion of the exon to which they are bound [81].
We used position specific scoring matrices which describe binding motifs for these
proteins produced from SELEX experiments [37] to identify potential binding sites
of SR proteins in the exons. For each exon and each SR protein we calculated the
score for binding of the protein in non-overlapping windows of length n, where n
is the length of the binding motif according to the PSSM. For each exon we then
counted the number of windows where the score is significant. The significance of
the score was determined by comparing it with a threshold value T for each protein
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(TSC35 = 2.383; TSRp40 = 2.670; TSRp55 = 2.676; SF2/ASF was represented by two
different matrices TSF2/ASF = 1.956 and TSF2/ASF (IgM−BRCA1) = 1.867), where the
threshold values were the ones defined by Cartegni et al. [37]. We also downloaded
the sequences of 238 hexamers (RESCUE-ESE sequences; [67]), 133 decamers [226]
and 1019 octamers [247] which were identified as potential exonic splicing enhancers
or silencers in different computational studies and counted the number of overlapping
occurrences of these sequences in the exon region.

We also counted the occurrences of motifs for binding of SRE-binding proteins FOX1/
2 ([U]GCAUG [149]), Nova (YCAY; Y = U or C [215]) and PTB (UYUYU; Y = U
or C [240]) in the exon, as well as the intronic regions of 200 bp upstream and
downstream of the exon. We checked the same three regions for the presence of
G-runs and CA-repeats, since both of these elements were shown to be involved in
splicing regulation [102, 145]. For each region we searched for the longest stretch of
the motif Gn or CAn, n ≥ 3 and counted the number of occurrences of these motifs in
the region. We furthermore calculated the percentage of U nucleotides in the region
of 200 bp downstream of the exons, since it has been shown that splicing factors
T-cell restricted intracellular antigen I (TIA1) and TIA1-like 1 (TIAL1) can bind to
U-rich sequences downstream of 5’ splice site and in this way enhance the inclusion
of exons [12].

We compared the performance of five logistic regression models trained on an increas-
ing number of variables, in order to determine if sequence features indeed contribute
to the accuracy of the prediction of alternative splicing. The first model was trained
using only variables for histone modifications, PolII and nucleosomes normalized for
expression levels (chromatin features; 43 variables). In the second model we also
included the information on splice site strength determined by the GeneSplicer al-
gorithm (gs; 2 variables). The third model contains additional information of the
occurrence of sequence regulatory elements in the exon region (ESE/S; 13 variables).
The fourth model contains variables describing the distribution of intronic splicing
regulatory elements (ISE/S; 11 variables), instead of exonic splicing regulatory ele-
ments. The fifth model includes information on the occurrence of both exonic and
intronic splicing regulatory elements. All five models were trained using 100 repeats
of nested 5-fold cross validation, as described in Section 3.2.

The results of this analysis discovered that including increasing amounts of informa-
tion on the sequence features of the exon indeed contributes to prediction accuracy
of the model (Fig. 3.18). The best prediction accuracy was achieved by the model
which includes information on splice site strength and intronic splicing regulatory
elements in addition to histone modifications, PolII and nucleosomes achieved the
best prediction accuracy (HM + gs + ESE/S; accuracy = 64.55%). Although the
difference in accuracy is not very high, this model still performs better than the model
containing only information on chromatin structure (HM; accuracy = 60.75%). The
results of the analysis using scaled data (to account for differences in the magnitudes
of variables) are comparable to the ones using not scaled data. Detailed performances
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of all models which include information about different exonic and intronic splicing
regulatory elements are available in the Appendix, Table A.6.
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Figure 3.18: Comparison of the prediction accuracy of logistic regression models
trained on chromatin features, splice site strength and splicing regulatory elements.
The labels denote the features used to train individual models. HM - chromatin features, gs
- 3’ and 5’ splice site strength calculated by GeneSplicer, ESE/S - exonic splicing enhancers
and silencers, ISE/S - intronic splicing enhancers and silencers. Accuracy is calculated as
the percentage of correctly classified exons.

We proceeded by studying the average regression coefficients of the variables in the
model containing variables describing chromatin structure and all the sequence fea-
tures (HM + gs + ESE/S + ISE/S), in order to determine which variables contribute
the most to prediction accuracy. We analyzed the model where the variables were
scaled before training, to ensure that the coefficients are not influenced by the magni-
tude of the variable. We determined that 14 variables had a significant contribution
to prediction accuracy. The significant variables were identified as the ones whose
regression coefficients had median p-values lower than 0.05 in 100 repeats of the
nested 5-fold cross-validation, as described in Section 3.3. Fig. 3.19 shows the aver-
age regression coefficients of the significant variables. Out of the variables describing
chromatin structure, H3K27me1, H3K36ac, H3K36me3, H3K79me1 and H3K79me2
were identified as having a significant influence on prediction accuracy. These vari-
ables, as well as PolII, are all positively associated with exon inclusion. These results
are in agreement with analyses of linear models trained only on features representing
the chromatin structure of alternative exons (Sections 3.3 and 3.5). Eight variables
containing information on sequence features were identified as important in our anal-
ysis. Four of these variables, namely the strength of the 3’SS and 5’SS, as well as
the number of RESCUE-ESE sequences and the U-content of the downstream region,
have a positive influence on exon inclusion. The regression coefficients of features de-
scribing the occurrences of PTB and FOX binding sites in both the upstream and the
downstream region were negative, implying that these elements are likely to promote
exon skipping.

In conclusion, we determined that the inclusion of features associated with sequence
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Figure 3.19: Regression coeffi-
cients of the logistic regression
model trained on chromatin
features, splice site strength
and splicing regulatory ele-
ments. Bar plot showing the
average regression coefficients of
variables used in logistic regres-
sion to predict alternative splic-
ing. Only the variables with sig-
nificant regression coefficients are
depicted (median p-value < 0.05
in 100 repeats of 5-fold cross-
validation).

elements known to influence alternative splicing significantly improved the accuracy of
predictions obtained using logistic regression. This result shows that both chromatin
structure and sequence properties of alternative exons contain information of the
outcome of alternative splicing. We propose that the relationship between these
different properties of alternative exons should be studied further to better understand
the interplay of various mechanisms of splicing regulation.

3.8 Conclusions

In this chapter, we showed that levels of histone modifications, nucleosomes and
PolII are predictive of the splicing outcomes of alternative exons. These results are
not dependent on experimental artifacts, such as the mappability or GC content of
alternative exons. Furthermore, we identified several histone modifications which
have a significant contribution to prediction accuracy, implying that they could be
directly related to the splicing process. We also determined that splicing is dependent
on expression levels of transcripts, confirming the existence of functional coupling
of transcription and splicing. Finally, we observed that chromatin structure and
sequence features both contain information about alternative splicing, suggesting
that many different mechanisms are involved in the regulation of this process.
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Chapter 4

Discussion

This thesis presented results of analyses in which publicly available measurements of lo-
calization of histone modifications were used to elucidate the relationship between histone
modifications and cellular processes, namely transcription and splicing. In this chapter,
we discuss the main findings of our analysis, put them in the context of the current
knowledge of these topics and present possible future improvements.

4.1 Relationship between histone modifications and
transcription

Histone modifications are quantitatively related to gene expression levels.
Histone modifications have been linked to various chromatin dependent processes,
including transcription [131]. We used linear models to study the nature of this re-
lationship and showed that the levels of histone modifications at the promoter are
quantitatively related to the expression level of human genes (Section 2.1). Other
studies classified the promoters for each modification into groups [228, 245], e.g., mod-
ification X is present or absent. Discretization ought to have two beneficial effects,
namely the reduction of noise and parameters. Although discretization is necessary
in some modeling approaches to reduce the number of parameters, e.g., learning a
Bayesian network [228], in our approach, it increases the number of parameters, be-
cause one has to choose at least one threshold for each modification in addition to the
slopes in the linear regression model. If discretization is indeed beneficial for modeling
gene expression, we expect that the results of a discrete model should be better than
a corresponding continuous model. However, we found that although models using
discretized features are able to reproduce the general trend in expression values, the
mean squared error of prediction is significantly higher than for continuous models
trained on the same features. This is true both for the full linear model and models
trained on combinations of three histone modifications (Section 2.2). We conclude
that discretization has no beneficial effect on the prediction accuracy and argue that
in our modeling framework discretization is not necessary and is even reducing the
predictive power at the cost of increasing the number of parameters.
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Histone modifications have different contributions to the prediction ac-
curacy of the model of gene expression. We demonstrated that only a few
histone modifications are necessary to faithfully model gene expression (Section 2.2).
This finding can be understood if one assumes that the histone modifications belong
to different groups, whose members are either involved in transcription or not. The
modifications within the transcription related groups provide almost the same infor-
mation and our approach selects one representative modification. Alternatively, the
selected histone modifications are involved in distinct steps during the transcription
cycle.

We used feature selection to identify modifications which are “important” for predict-
ing gene expression levels. Upon analyzing all promoters, we found that H2BK5ac,
H3K27ac, H3K79me1, and H4K20me1 are overrepresented in models giving rise to
the highest prediction accuracy in CD4+ T-cells. A recent study identified a com-
mon set of 17 modifications (mainly acetylations), referred to as the backbone. These
modifications colocalize and their levels are well correlated [228]. Genes with all of
these backbone modifications present tend to be expressed, suggesting that either all
or a subset of them are involved in transcription. Our analysis revealed that only
two of these modifications, H3K27ac and H2BK5ac, are important for modeling gene
expression. This indicates that the remaining backbone modifications carry either
redundant information or are less important for gene expression. Furthermore, the
other two important modifications, H3K79me1 and H4K20me1, have been shown to
be enriched in highly expressed genes, along with the modification backbone [228].
This observation is in line with the idea that H3K79me1 and H4K20me1 are also
involved in transcription. Thus, we conclude that our approach identified histone
modifications which are likely to be key players in the transcriptional process.

Our ability to identify important modifications, out of a highly correlated set, stems
from our approach of using actual levels of histone modifications, rather than dis-
cretizing the data into enriched and depleted regions as employed by previous studies
(e.g. [228]), which implicitly assumes that the modifications encode the on/off status
of genes. The importance of these modifications could imply that they are critically
required to recruit protein complexes necessary for transcription, while the enrich-
ment of additional modifications could be necessary, but not rate limiting. Since the
importance of these modifications is a reflection of their combinatorial influence, not
their individual correlation to expression, we reason that the analysis of importance
of modifications is a more suitable approach to drawing conclusions about their pos-
sible functions than a simple analysis of the occurrence of modifications at active or
repressed genes.

Differential requirement of histone modifications in high Vs. low CpG
content promoters. We tested whether the identified “important” modifica-
tions depend on the promoter structure of the analyzed genes. Indeed, we identified
different sets of modifications important for modeling gene expression driven by low-
CpG content promoters (LCPs) or high-CpG content promoters (HCPs). In LCPs,
we found that H3K4me3 and H3K79me1, while in HCPs H3K27ac and H4K20me1,

82



4.1 Relationship between histone modifications and transcription

were identified (Section 2.3). These assignments can be reproduced using RNA-Seq
instead of the microarray data, suggesting that a possible measurement bias due to
the microarray technology is not a major factor in our analysis.

The reason for the difference in the important histone modifications in LCPs and
HCPs is unclear, but indicates that different regulatory mechanisms act on these
two promoter types. A possible clue for the function of the selected modifications
is provided by the analysis of their average normalized tag densities in the region
surrounding the transcription start site (TSS; see Fig. 2.12). H3K4me3, H3K27ac,
and H2BK5ac have the highest levels at the promoter, with the highest peak around
100 base pairs downstream of the TSS. H3K79me1 is enriched along the gene body,
and H4K20me1 shows two distinct patterns: a peak close to the promoter at a similar
position to H3K4me3 and H3K27ac, and an enrichment across the gene body region.
The localization of these histone modifications suggests that H3K27ac, H2BK5ac,
H3K4me3, and H4K20me1 function during transcription initiation and/or promoter
clearance, whereas H3K79me1 and H4K20me1 are involved in transcription elonga-
tion.

Important histone modifications could be related to distinct steps of the
transcription cycle. The observation that different modifications were identified
as important in HCPs and LCPs indicates that these subsets of genes are regulated at
different steps of the transcription cycle. To investigate this further, we studied the
average RNA polymerase II (PolII) density at the promoter and gene body regions
of genes with HCPs and LCPs, depending on their expression level (Section 2.3). We
found that in LCPs PolII is only present when they drive expression, while HCPs tend
to accumulate PolII regardless of the expression status of the corresponding genes (see
Fig. 2.13). Thus, either preinitiation complex (PIC) formation, Pol II recruitment,
or initiation of transcription can be a rate limiting step in LCPs, whereas HCPs are
most probably regulated at the transition from initiation to elongation. We combined
these findings with the important modifications identified for different groups of genes
to relate the possible functions of different histone modifications to distinct steps of
the transcription cycle.

Transcription starts with the assembly of the PIC, which is followed by PolII recruit-
ment and transcription initiation [63, 206], steps that are likely to be regulated in
LCPs. We found that the levels of H3K4me3 are very important for the prediction of
gene expression driven by LCPs, suggesting that H3K4me3 is involved in transcrip-
tion initiation (and steps preceding it). Furthermore, since the localization analysis
revealed that H3K4me3 has its highest levels around 100 base pairs downstream of
the TSS, it is enriched at the right place to be involved in initiation, in line with
previous results (e.g. [87] and references therein). Transcription proceeds with the
transition from an initiating PolII to an elongating PolII [63, 206], which is a likely
target of regulation in HCPs. H3K27ac (and to a lesser degree H2BK5ac, which are
highly correlated and likely either to act redundantly or to occur only together) and
H4K20me1 were found to be important for the quantitative modeling of gene ex-
pression driven by HCPs, suggesting that they are connected to the transition from
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initiation to elongation. The localization analysis supported this view, as all three
modifications exhibit distinct peaks at around 100 base pairs downstream of the TSS
at a similar location as H3K4me3.

After initiation, PolII transcribes roughly 50 nucleotides before it stops for capping
and possibly for loading additional components required for elongation and RNA
processing [169, 176, 179]. Thus, all three modifications are located at the right
place to recruit the activity that is required for the transition to elongation, as just
upstream of this location both transcription initiation and the transition to elongation
are taking place. A possible action of H3K27ac might be to prevent the repressive
tri-methylation of the same residue, since H3K27ac and H3K27me3 are mutually
exclusive. H3K27me3 is regarded as a hallmark of repression, which is facilitated
by the recruitment of the PRC1 complex, leading to H2A monoubiquitination and
repression of elongation. H2A monoubiquitination prevents the recruitment of FACT,
which is required for elongation through nucleosomes ([250], and references therein).
Alternatively, H3K27ac itself could be recognized by a protein complex required for
the transition to elongation, taking an active role in the regulation of transcription.
The functions of H2BK5ac and H4K20me1 in general and in particular in relation to
transcription are not well understood.

In LCPs the one-modification model incorporating the levels of H3K27ac performs
best, suggesting that the transition to elongation is also regulated in LCPs. In sup-
port of this idea we found that LCPs show a substantial albeit lesser accumulation
of PolII at the promoter when they drive expression (Fig. 2.13). If all recruited
PolII were to be progressing into elongation, such an enrichment at the promoter
would not be expected. However, the models using combinations of H3K4me3 and
H3K79me1 outperform any combination involving H3K27ac. This finding can be
explained assuming the following scenario: H3K27ac is added contingent on the pres-
ence of an initiating PolII (possibly determined by H3K4me3) as well as on external
stimuli, which exert the regulatory input. Subsequently, H3K27ac facilitates the tran-
sition to elongation. Therefore, the levels of H3K27ac is correlated to both the rate
of transcription initiation and the transition to elongation. Thus, H3K27ac is the
single most correlated modification. However, by moving from the one- to models
incorporating more modifications in LCPs, the best model contains H3K4me3 and
H3K79me1. These two modifications contain information about transcription initi-
ation (H3K4me3; see above) and the successful transition to an elongating Pol II
(H3K79me1; see below), while H3K27ac harbors only partial information about the
progression through the transcription cycle.

Finally, PolII is elongating, which enables it to escape the promoter region and to
transcribe the main portion of the transcriptional unit [63, 206]. Localization analysis
suggests that H4K20me1 and H3K79me1 are involved in transcription elongation
(Fig. 2.12). H4K20me1 exhibits a peak near the TSS as well as an increase in the
gene body, indicating that it has two roles, one for the transition to elongation and
one for elongation. H3K79me1 is almost absent at the TSS and its levels rising
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more downstream in the gene body, indicating that it is involved in transcription
elongation, in line with previous observations [189, 201].

Based on our analysis, we propose a preliminary “Histone code of transcription”,
which relates histone modifications to the progression through the transcription cy-
cle. First, H3K4me3 signals the completion of initiation. The level of H3K4me3
directly correlates with the rate of PIC formation, PolII recruitment and transcrip-
tion initiation, and in LCPs these steps are rate limiting. For HCPs, these steps are
not rate limiting. H3K27ac, H2BK5ac and H4K20me1 are likely to be involved in
the transition to elongation. This step is critically regulated in HCPs and to a lesser
extent also in LCPs. Finally, H4K20me1 and H3K79me1 are correlated to transcrip-
tion elongation. Our model awaits critical testing by experimental means to reveal
whether identified modifications are actually a cause for the indicated processes, and
whether the important modifications themselves are rate limiting for these steps or
they are merely representatives of groups of related modifications.

Histone modification levels are predictive of gene expression across differ-
ent cell types. Because we showed that histone modification levels are predictive
of the gene expression levels in CD4+ T-cells, we further investigated whether this is
a universal property which holds true for other cell types. We were able to success-
fully predict expression of genes in CD36+, CD133+ and IMR90 cells, using histone
modification data measured in these cells and model parameters trained on CD4+
data (Section 2.4). Significantly, the prediction accuracy does not depend strongly
on the level of change in expression in different cell types. Thus, our results establish
the idea that the relationships between histone modification and gene expression are
general, since the model performed successfully both in closely related CD36+ and
CD133+ cells and highly divergent IMR90 cells. Furthermore, they underscore that
the histone modifications and the transcriptional process are tightly connected to each
other. We want to emphasize that our analysis as well as the data do not allow for
deciding whether the histone modifications are cause or consequence of transcription,
because the uncovered relationships are correlative in nature and therefore inherently
undirected. However, our results imply that the histone modifications are very close
to PolII in the regulatory network controlling its activity. Whether they are upstream
and/or downstream has to be elucidated in further experimental studies.

Information of transcript stability could improve models of gene expres-
sion. Although histone modification levels at the promoter are highly predictive of
the expression levels of genes, we found that they cannot explain all of the variance
of measured expression levels. We determined that at least some amount of unex-
plained variance could be caused by different degradation rates of analyzed transcripts
(Section 2.5). We therefore expanded our model to include features which provide
information on mRNA stability, namely the number of AU-rich elements and miRNA
target sites (Section 2.6). We observed that the inclusion of features connected to AU-
rich elements increases the prediction accuracy of the model, and that these features
are negatively correlated to expression levels of genes, confirming the experimentally
determined negative effect of AU-rich elements on mRNA stability [17]. However,
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features connected to miRNA targets did not cause any significant increase in pre-
diction accuracy. We conclude that, although miRNAs are presumably involved in
regulating the degradation rate of transcripts used in this analysis, the approach that
we used is inappropriate to model such a relationship. First of all, we used context
scores of miRNA target sites to model the influence of miRNA on degradation rates
of transcripts. These context scores were based on a simple linear model relating the
context features of the 3’ untranslated region to the level of down-regulation of tran-
scripts [83]. It has recently been proposed that the predictive power of such context
features could be improved using support vector regression [27]. This implies that
using a more complicated model to predict the extent of transcript downregulation
mediated by miRNAs might be beneficial for our analysis. Secondly, the context
scores were trained on HeLa cells transfected with different miRNAs. We cannot
exclude the possibility that, although the context scores might be able to predict
differences in expression of transcripts caused by overexpression of different miRNAs,
the endogenous miRNAs might cause smaller differences in transcript expression lev-
els, which might be too subtle to be captured by such a model. Furthermore, context
scores were originally used to model down-regulation caused by single miRNA target
sites, while the transcripts we analyzed contained multiple target sites. We believe
that more advanced models will have to be developed to model the complicated rela-
tionships between multiple target sites, including their possible overlap and mutual
influence of different miRNAs. We conclude that a future improvement in modeling
the degradation rate of transcripts could lead to even more accurate models of gene
expression.

4.2 Connection of histone modifications to the
regulation of alternative splicing

Chromatin structure and PolII density are predictive of alternative splic-
ing events. It was recently proposed that chromatin structure plays a role in the
regulation of alternative splicing, in addition to other mechanisms [137, 138]. To
study this relationship, we used logistic regression to predict splicing outcomes of
alternative exons based on the levels of various histone modifications, as well as PolII
and nucleosome density in exonic regions. Our analysis showed that features associ-
ated with PolII density and chromatin structure of the exons are indeed predictive of
exon inclusion or skipping, and that this result is not a consequence of experimental
biases related to mappability or GC content of the alternative exons (Sections 3.3
and 3.4). Furthermore, although the levels of histone modifications are correlated
to transcript expression levels, they also contain additional information about the
splicing process, that cannot be explained by expression levels alone (Section 3.5).

Our analysis identified several variables with a significant influence on prediction of
the alternative splicing outcome of the exon (Sections 3.3 and 3.5). First of all, in most
cases, increased levels of PolII were associated with increased inclusion of exons. A
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link between PolII and the splicing process has been observed before, and two different
models were proposed to explain this phenomenon [120]. The first model postulates
that PolII facilitates recruitment of splicing factors to transcripts, an effect which has
previously been observed in vivo [150]. The second, kinetic, model is based on the
finding that slowing down the procession of PolII along the transcript facilitates the
recognition of splice sites by the splicing machinery [56]. If higher PolII density in
fact corresponds to PolII enzymes stalled at intron-exon boundaries, this model could
also provide an explanation for the positive association of PolII and exon inclusion
observed in our analysis. We also determined that higher nucleosome density has a
beneficial influence on splicing of alternative exons, a finding which corresponds to
results of previous analyses of nucleosome enrichment of alternative and constitutive
exons [9, 48, 59, 101, 153, 186, 200, 211]. A likely explanation is that nucleosomes
pose an obstacle for the procession of PolII along the transcript. Since PolII would
in this way be stalled at the exon, it could then either recruit splicing factors to the
transcript more efficiently (recruitment model) or cause more efficient recognition of
the splice site by the components of the splicing machinery (kinetic model).

Four histone modifications, H3K27me1, H3K36me3, H3K36ac and H3K79me2, were
consistently identified as significant for prediction of alternative splicing, even af-
ter controlling for effects of transcript expression levels and nucleosome density (see
Fig. 3.4 and Fig. 3.13). These four histone modifications mostly exhibit a positive
association with exon inclusion. The exact function of these modifications in the
regulation of alternative splicing is not yet known. However, with the exception of
H3K36ac, all of them were identified by several independent studies as enriched in
constitutive vs. alternative exons [9, 59, 117], suggesting a positive influence on exon
inclusion and thus supporting the validity of our analysis. These histone modifications
could influence the splicing process either by compacting the structure of chromatin
and slowing down PolII elongation rate or by direct recruitment of splicing factors.

Regulation of alternative splicing by chromatin structure and splicing reg-
ulatory elements. Although the logistic model we developed is predictive of al-
ternative splicing, there is still a set of exons where the alternative splicing outcome
cannot be correctly predicted based only on the information conveyed by chromatin
structure. More specifically, different sets of exons sometimes exhibit similar chro-
matin profiles, but have different splicing outcomes (see Fig. 3.6 and Fig. 3.14). One
possible explanation is that in some exons chromatin structure does not have an in-
fluence on alternative splicing, but that the splicing process is rather governed by
other factors. Alternatively, a particular histone modification could be connected to
different splicing outcomes, depending on the context in which it appears.

Opposing effects of individual histone modifications on splicing have been observed
before. For example, although most genome-wide studies of histone modification
levels in exons found that increased levels of H3K36me3 are positively correlated
with exon inclusion [9, 117] two recent independent studies showed that high lev-
els H3K36me3 can actually repress the inclusion of alternatively spliced exons [139,
184]. Furthermore, studies investigating the relationship of alternative splicing and
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H3K9me2, the only histone mark displaying higher levels in skipped when com-
pared to included exons, also showed inconsistent results. A genome-wide study of
H3K9me2 enrichment in exons showed it to be negatively correlated to exon inclusion
[59], while an experimental study of the human fibronectin gene connected increased
levels of H3K9me2 with enhanced inclusion of the alternative exon 33, also called
EDI exon [6]. A possible explanation of these observations is that the same histone
modification could have a different effect on alternative splicing of different groups of
exons, possibly depending on the sequence characteristics of the exons themselves.

To test this hypothesis, we added features corresponding to known splicing regulatory
elements to the set of predictor variables, and used them to train a logistic regression
model and predict the outcome of alternative splicing. We observed that the inclusion
of these features improves the prediction accuracy of our model of alternative splicing
(Section 3.7). Furthermore, we identified features with the highest contribution to
the prediction accuracy of the model. These features comprised of several histone
modifications, PolII and a set of eight sequence regulatory elements (Fig. 3.19). This
finding shows that the information contained within chromatin structure differs from
the one encoded in the exon sequence, suggesting that alternative splicing is regulated
by an intricate network of various cellular mechanisms. This suggests that histone
modifications indeed have a role in the splicing process, and are not merely correlated
to underlying sequence features of the exons, known to be involved in alternative
splicing regulation. However, since the set of known sequence features used in this
analysis was quite limited, we cannot fully exclude this possibility.

We studied in more detail the average regression coefficients of the eight significant
sequence features in order to determine their possible influence on splicing of alter-
native exons (Fig. 3.19). Results of this analysis were mostly in accordance with
existing knowledge about the effect of both splice site strength and different splicing
regulatory elements on alternative splicing. As expected, the strength of the 3’SS and
5’SS both have a positive influence on exon inclusion. The number of RESCUE-ESE
sequences and the U-content of the downstream region are also positively associated
with exon inclusion, consistent with the findings that the appearance of these ele-
ments promotes the inclusion of alternative exons [12, 67]. The regression coefficient
of the feature describing the appearance of binding sites for polypyrimidine tract
binding protein (PTB) in the regions upstream of exons is negative, a result which
is in agreement with the established function of PTB in inhibition of splicing [198].
According to our analysis, the appearance of PTB binding sites downstream of exons
also has a negative influence on exon inclusion. These results are opposite to the ones
obtained by study of alternative splicing in HeLa cells, which showed that the occur-
rence of PTB binding sites downstream of the exons in some cases promotes exon
inclusion [136]. However, the same study showed that in the case of the occurrence
of PTB binding sites both in the upstream and the downstream region, the upstream
repressive function is dominant over downstream activating elements. The regions
used in our analysis exhibit a positive correlation of the occurrence of upstream and
downstream PTB binding sites (Pearson correlation coefficient r = 0.21, p-value
< 2.2 · 10−16). This finding could explain the negative regression coefficient, if the
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positive influence of a downstream activating element is antagonized by the influence
of the upstream element in many exons. The last two significant variables connected
to regulatory elements in the intron are binding sites for FOX1/2 proteins upstream
and downstream of the exons. The negative coefficient of the variable which contains
the number of FOX1/2 binding sites upstream of exons agrees with the finding that
FOX proteins act as repressors of splicing when they bind to upstream regions [244].
However, FOX proteins can also act to enhance splicing, if bound downstream of
the exon [244], but our analysis shows a negative association between the number of
FOX1/2 binding sites in this region and exon inclusion. This could be explained by
the fact that FOX1 and FOX2 proteins are preferentially expressed in brain, heart
and muscle tissues [107, 217]. We therefore presume that the exons which are under
the influence of these splicing factors will be spliced less efficiently in CD4+ T-cells.

We are aware of only one previous study which endeavored to predict genome-wide
splicing patterns of transcripts [16]. In this study the authors used an information
theory approach to develop a “splicing code” based on 1,014 different sequence fea-
tures of 3,665 cassette-type alternative exons, which was then used to predict tissue-
dependent changes in alternative splicing of exons in 27 different mouse tissues. The
“splicing code” achieved a high accuracy in predicting alternative splicing patterns
between pairs of tissues. The predicted direction of change was correct for 82.4%
of 346 alternative exons evaluated by microarrays. The authors also used RT-PCR
to confirm the predicted direction of change for 93.3% of 14 exons analyzed in 14
different tissues.

There are a few possible reasons why the accuracies of our models are lower than
those obtained in the aforementioned study by Barash et al. [16]. First of all, we
used a much smaller number of features (69 features for the most complex model
incorporating information on chromatin structure and sequence features of exons)
compared to the “splicing code” (1,014 features). However, the model incorporating
only 69 features still managed to accurately predict the splicing patterns of 64.37%
of analyzed alternative exons, confirming that histone modifications, along with se-
quence features, indeed harbor information on the outcome of the splicing process.
In evaluating the results of the “splicing code” predictions, Barash et al. focused
on cases where the predicted difference in splicing patterns was large, while in our
analysis we made no such distinction. It is possible that small changes in expression
levels of alternative exons are accompanied by small changes in chromatin structure,
which might not necessarily be identifiable by a simple logistic regression model.

Furthermore, our model was trained to predict splicing patterns in only one tissue.
We believe that the performance of the model could be improved by incorporating
chromatin profiles across different tissues. Apart from the fact that inclusion of data
from different tissues could reduce the effect of experimental noise on the analysis, it
could also provide a better understanding of the relationship between histone modifi-
cations and different sequence features which regulate splicing in a tissue-dependent
manner. We believe that the prediction of splicing patterns across tissues should be
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restricted to transcripts which exhibit similar transcript expression levels, but differ-
ent exon expression levels, in the respective tissues, in order to remove the effects of
transcription on alternative splicing. However, such an approach would reduce the
set of exons used to learn the parameters of the logistic regression model. Our model
was trained only on the exons for which alternative splicing events have previously
been annotated. While this decreases the chance of falsely labeling exons which do
not undergo alternative splicing, it also reduces the size of the training set. We be-
lieve that a further reduction in the size of the training set, necessary for models
trained on multiple tissues, would negatively influence the prediction accuracy of
logistic regression.

We believe that our analysis contributes to a better understanding of the mecha-
nisms regulating alternative splicing and that the models used here could be further
improved in the future. Recently, several methods for direct determination of al-
ternative splicing events from next-generation sequencing data have been developed
[8, 173, 212, 223]. Employing such an approach would increase number of exons
used to train the model, providing more information on the relationship of chromatin
structure and splicing. Furthermore, it would be interesting to see if such relation-
ships hold universally for different cell types, as in the case of the relationship between
histone modifications and transcription (Section 2.4).

Influence of transcript expression levels on alternative splicing events.
During the course of our analysis we observed that transcripts in which alternative
exons are included in general have higher expression levels than the transcripts in
which the exons are skipped (Section 3.6). This observation seems to be a reflection
of a real biological phenomenon, since we found no evidence that it is caused either
by measurement biases or different mechanisms of regulation of transcript stability.
Although this finding confirms the possible functional coupling of transcription and
splicing, the question of how this elevated expression level could influence splicing
remains open.

The notion that transcription and splicing could be functionally coupled was first
motivated by the discovery that most splicing events occur co-transcriptionally [28].
Since then, several different models of how transcription could influence splicing have
been proposed. One such model, called the “kinetic model”, postulates that the
efficiency of splicing of competing alternative exons depends on the elongation rate
of PolII [120]. Such a relationship could explain our finding that transcript expression
levels seem to have an influence on the outcome of alternative splicing events.

Most of the studies which investigated the relationship of transcript elongation and
alternative splicing showed that slower elongation rates favor the inclusion of alter-
native exons, while faster elongation rates favor the skipping of exons [22, 56, 205].
If we presume that the elongation rate is highly correlated with the expression level
of a transcript, we would expect transcripts where the exons are skipped to exhibit
higher expression levels, exactly the opposite of what we observe in our analysis.
However, the kinetic model proposed that slower elongation rates would primarily
enhance the inclusion of exons with weak splice sites [120]. If the slower elongation
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favors the inclusion of only a subset of analyzed exons, this type of influence could
not be identified in this analysis, since we made no distinction between exons based
on splice site strength.

Another possible explanation is that although the elongation rate itself is potentially
lower in the transcripts where the exons are included, favoring the inclusion of the
exon, either PolII recruitment or transition from initiation to elongation could actu-
ally be more efficient in these transcripts. Studies of transcription kinetics showed
that while many mammalian genes are associated with only one polymerase at a time,
some of them can be transcribed by multiple PolII enzymes simultaneously [68, 116].
A higher number of PolII complexes associated with the transcript could result in
higher expression levels, even if the elongation rate is slower, because the expression
measurements correspond to the amount of mRNA accumulated in the cell. The
number of PolII enzymes present at the genes could be influenced by the structure
of the promoter of the gene in question. Since examples of genes where the promoter
structure is connected to the alternative splicing outcome have been observed [53],
this could potentially explain the discrepancies between our observations and results
of previous studies.

We conclude that our results confirm the existence of functional coupling of tran-
scription and splicing, proposed by previous studies ([120], and references therein).
However, further studies, possibly focused on different subsets of alternative exons
according to their sequence characteristics, will be needed to fully understand the
mechanisms by which transcription influences the outcome of alternative splicing.
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Summary

Histones are frequently decorated with covalent modifications. These histone modifi-
cations are thought to be involved in various chromatin-dependent processes including
transcription and splicing. To elucidate the relationship between histone modifica-
tions and these two processes, we derived models to predict the expression level of
genes and the structure of transcribed mRNA from histone modification levels.

We found that histone modification levels and gene expression are very well correlated.
Moreover, we show that only a small number of histone modifications are necessary
to accurately predict gene expression. We show that different sets of histone modifi-
cations are necessary to predict gene expression driven by high CpG content promot-
ers (HCPs) or low CpG content promoters (LCPs). Quantitative models involving
H3K4me3 and H3K79me1 are the most predictive of the expression levels in LCPs,
whereas HCPs require H3K27ac and H4K20me1. We propose a preliminary “Histone
Code of Transcription”, where H3K4me3 is involved in RNA polymerase II (PolII)
recruitment and/or initiation, the combinatorial action of H3K27ac and H4K20me1
leads to the transition to elongation, and finally H3K79me1 and H4K20me1 signal
the transition to an elongating PolII. The preliminary “Histone Code of Transcrip-
tion” awaits confirmation by further experimental studies. We furthermore show that
the connections between histone modifications and gene expression seem to be gen-
eral, as we were able to predict gene expression levels of one cell type using a model
trained on another one. We propose that our model could be further improved by
including information about different mechanisms of regulation of mRNA stability
and degradation, giving rise to more accurate predictions of gene expression levels.

Using logistic models, we showed that levels of histone modifications, nucleosomes and
PolII are predictive of the splicing outcomes of alternative exons, and that this result
is not a consequence of experimental artifacts. Furthermore, we identified four his-
tone modifications, namely H3K27me1, H3K36ac, H3K36me3 and H3K79me2, which
consistently have a significant contribution to prediction accuracy of our models. This
finding implies that they could be directly related to the splicing process, in agree-
ment with recent analyses of the relationship of chromatin structure and the splicing
process. We also established that histone modifications convey information about
alternative splicing different from the one encoded in the DNA sequence of exons and
surrounding regions, suggesting a possible interplay between these two mechanisms
of splicing regulation. Finally, we confirmed the existence of functional coupling of
transcription and splicing, by studying the dependence of structure of transcripts on
their expression levels. The exact mechanisms behind these observations will have to
be studied further.
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Figure A.1: Correlation of histone modifications, AU-rich elements and miRNA tar-
get sites in IMR90 cells. Heatmap showing the Pearson correlation coefficients between
levels of histone modification levels in the promoter region, the number of pentamer and
nonamer motifs for AU-rich elements in the 3’ UTR and miRNA target sites in the 3’ UTR.
Only target sites for miRNAs whose expression is in the top 10% in IMR90 cells were used
for the analysis.
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Figure A.2: Correlation of histone modifications, AU-rich elements and miRNA
target sites in CD4+ cells. Heatmap showing the Pearson correlation coefficients between
levels of histone modification levels in the promoter region, the number of pentamer and
nonamer motifs for AU-rich elements in the 3’ UTR and miRNA target sites in the 3’ UTR.
Only target sites for miRNAs whose expression is in the top 10% in CD4+ cells were used
for the analysis.

119



Appendix

H
3K

79
m

e2
H

3K
9m

e2
H

3K
27

m
e3

H
3K

27
m

e2
H

3K
36

m
e3

H
3K

9m
e3

H
4K

20
m

e3
H

3K
79

m
e3

P
ol

IIU
P

P
ol

IIS
5P

P
ol

II
H

2A
K

9a
c

H
2A

K
5a

c
H

4K
12

ac
H

3K
14

ac
H

3K
23

ac
H

4K
16

ac
H

3K
79

m
e1

H
4K

20
m

e1
H

2B
K

5m
e1

H
4R

3m
e2

H
3R

2m
e2

H
3R

2m
e1

H
3K

27
m

e1
H

3K
36

m
e1

N
uc

H
3K

4m
e2

H
3K

9m
e1

H
3K

4m
e1

H
4K

8a
c

H
4K

5a
c

H
3K

36
ac

H
2B

K
12

ac
H

3K
9a

c
H

2A
Z

H
3K

4m
e3

H
3K

4a
c

H
4K

91
ac

H
2B

K
20

ac
H

2B
K

12
0a

c
H

3K
18

ac
H

2B
K

5a
c

H
3K

27
ac

H3K79me2
H3K9me2
H3K27me3
H3K27me2
H3K36me3
H3K9me3
H4K20me3
H3K79me3
PolIIUP
PolIIS5P
PolII
H2AK9ac
H2AK5ac
H4K12ac
H3K14ac
H3K23ac
H4K16ac
H3K79me1
H4K20me1
H2BK5me1
H4R3me2
H3R2me2
H3R2me1
H3K27me1
H3K36me1
Nuc
H3K4me2
H3K9me1
H3K4me1
H4K8ac
H4K5ac
H3K36ac
H2BK12ac
H3K9ac
H2AZ
H3K4me3
H3K4ac
H4K91ac
H2BK20ac
H2BK120ac
H3K18ac
H2BK5ac
H3K27ac

0 0.2 0.4 0.6 0.8 1

Value

0
20

0
40

0
60

0

Color Key and Histogram

C
ou

nt

Figure A.3: Correlation of histone modifications, PolII and nucleosomes in alter-
native exons. Heatmap showing the Pearson correlation coefficients between the average
number of ChIP-Seq or MNase-Seq tags/bp for histone modifications, PolII and nucleo-
somes in alternative exons.

120



A.2 Supplementary tables

A.2 Supplementary tables

Class labels
S I

Prediction
S 268 615
I 156 1091

accuracy = 63.08%

Table A.1: Prediction of exon skipping
using logistic regression with scaled pre-
dictor variables. The predicted class la-
bel for each exon is the final prediction ob-
tained by 100 repeats of 5-fold nested cross-
validation.

Class labels
S I

Prediction
S 268 606
I 156 1100

accuracy = 64.23%

Table A.2: Prediction of exon skipping
using logistic regression with variables
corresponding to histone modifications
normalized for nucleosome occupancy.
The predicted class label for each exon is
the final prediction obtained by 100 repeats
of 5-fold nested cross-validation.

Class labels
S I

Prediction
S 200 606
I 128 1000

accuracy = 62.05%

Table A.3: Prediction of exon skipping
using logistic regression for exons where
at least 80% of the reads could be
uniquely mapped (1934 exons). The pre-
dicted class label for each exon is the final
prediction obtained by 100 repeats of 5-fold
nested cross-validation.

Class labels
S I

Prediction
S 260 603
I 164 1103

accuracy = 63.99%

Table A.4: Prediction of exon skipping
using logistic regression with predic-
tor variables normalized for GC content
of the exons. The predicted class label
for each exon is the final prediction ob-
tained by 100 repeats of 5-fold nested cross-
validation.
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HM+consseq Not scaled data Scaled data

Class labels Class labels
S I S I

Prediction
S 246 678 S 248 671
I 178 1028 I 176 1035

accuracy = 59.81% accuracy = 60.23%

HM+gs Not scaled data Scaled data

Class labels Class labels
S I S I

Prediction
S 262 636 S 263 645
I 162 1070 I 161 1061

accuracy = 62.54% accuracy = 62.16%

HM+maxent Not scaled data Scaled data

Class labels Class labels
S I S I

Prediction
S 248 703 S 251 706
I 176 1003 I 173 1000

accuracy = 58.73% accuracy = 58.73%

HM+score Not scaled data Scaled data

Class labels Class labels
S I S I

Prediction
S 251 676 S 250 677
I 173 1030 I 174 1029

accuracy = 60.14% accuracy = 60.05%

Table A.5: Prediction of exon skipping using a logistic regression model trained on
histone modifications and splice site strength. Measures of splice site strength used in
each model are indicated in the table. HM - histone modifications, consseq - matches to
the consensus sequence, gs - GeneSplicer score, maxent - maximum entropy score, score -
scores based on a PSSM of the splice site. The predicted class label for each exon is the
final prediction obtained by 100 repeats of 5-fold nested cross-validation.
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HM+gs+ESE/S Not scaled data Scaled data

Class labels Class labels
S I S I

Prediction
S 259 610 S 257 612
I 165 1096 I 167 1094

accuracy = 63.62% accuracy = 63.43%

HM+gs+ISE/S Not scaled data Scaled data

Class labels Class labels
S I S I

Prediction
S 280 611 S 278 613
I 144 1095 I 146 1093

accuracy = 64.55% accuracy = 64.37%

HM+gs+ESE/S+ISE/S Not scaled data Scaled data

Class labels Class labels
S I S I

Prediction
S 273 608 S 273 613
I 151 1098 I 151 1093

accuracy = 64.37% accuracy = 64.13%

Table A.6: Prediction of exon skipping using a logistic regression model trained on
histone modifications, splice site strength and splicing regulatory elements. The
features used in each model are indicated in the table. HM - histone modifications, gs -
splice site strength measured by GeneSplicer, ESE/S - exonic splicing enhancers/silencers,
ISE/S - intronic splicing enhancers/silencers. The predicted class label for each exon is the
final prediction obtained by 100 repeats of 5-fold nested cross-validation.
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Notation and abbreviations

3’SS 3’ splice site
3’ UTR 3’ untranslated region
5’SS 5’ splice site
5’ UTR 5’ untranslated region
A adenine
ADP adenosine diphosphate
ARE AU-rich element
ATP adenosine triphosphate
BIC Bayesian information criterion
bp base pair
BPS branch point sequence
BRE TFIIB recognition element
BrUTP 5-bromouridine 5’-triphosphate
C cytosine
cDNA complementary DNA
ChIP chromatin immunoprecipitation
ChIP-Seq chromatin immunoprecipitation followed by next-generation sequencing
CPSF cleavage and polyadenylation specificity factor
CstF cleavage stimulation factor
CTD C-terminal domain of RNA polymerase II
DCE downstream core element
DNA deoxyribonucleic acid
DPE downstream promoter element
DSIF DRB-sensitivity inducing factor
EJC exon junction complex
ESE exonic splicing enhancer
ESS exonic splicing silencer
FGFR2 fibroblast growth factor receptor 2
G guanine
GRO-Seq global run-on sequencing
HAT histone acetyltransferase
HDAC histone deacetylase
HCP high-CpG content promoter
hnRNP heterologous nuclear ribonucleoprotein particle
INR initiator element
ISE intronic splicing enhancer
ISS intronic splicing silencer
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kb kilobase
LCP low-CpG content promoter
miRNA microRNA
MNase micrococcal nuclease
mRNA messenger RNA
MSE mean squared error
NELF negative elongation factor
NGS next-generation sequencing
NMD nonsense-mediated decay
NMR nuclear magnetic resonance
NRO assay nuclear run-on assay
NTP nucleoside triphosphate
PIC preinitiation complex
PolII RNA polymerase II
PolIIS5P Ser-5 phosphorylated PolII
PolIIUP unphosphorylated PolII
PPT polypyrimidine tract
PRC1 Polycomb repressive complex 1
PRC2 Polycomb repressive complex 2
pre-mRNA precursor mRNA
pri-miRNA primary microRNA
Pro proline
PSSM position specific scoring matrix
P-TEFb positive transcription elongation factor b
PTB polypirimidine tract binding protein
PTC premature termination codon
qPCR quantitative polymerase chain reaction
RISC RNA-induced silencing complex
RNA ribonucleic acid
RNA-Seq sequencing of RNA using next-generation sequencing methods
r Pearson correlation coefficient
SAGA Spt-Ada-Gcn5-acetyltransferase
Ser serine
SF1 splicing factor 1
snRNP small nuclear ribonucleoprotein particle
T thymine
TBP TATA-binding protein
tags/bp tags per base pair
TAF TATA-associated factor
Thr threonine
TIA1 T-cell restricted intracellular antigen I
TIAL1 TIA1-like 1
TSS transcription start site
Tyr tyrosine
U uridine
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U2AF U2 auxiliary factor
UTR untranslated region
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Zusammenfassung

Histonproteinen liegen häufig chemisch modifiziert vor. Diese Modifikationen sind an
vielen chromatinabhängigen Prozessen beteiligt. Diese Arbeit untersucht den Zusam-
menhang zwischen Histonmodifikationen und Transkription bzw. Splicing anhand
von Modellen, die den Expressionslevel von Genen bzw. die Struktur von mRNAs
mit Hilfe der Histonmodifikationen vorhersagen.

Unsere Ergebnisse zeigen, dass die Häufigkeit von Histonmodifikationen am Promo-
tor und der Genexpressionslevel stark miteinander korreliert sind. Die Vorhersage
der Genexpression hängt dabei nur von wenigen Histonmodifikationen ab. Dabei
haben wir unterschiedliche Gruppen von Modifikationen identifiziert, die für eine gute
Vorhersagequalität in Promotoren mit hohem bzw. niedrigen CpG Gehalt notwendig
sind. Quantitative Modelle, die die Information von H4K4me3 und H3K79me1 bein-
halten, haben die beste Qualität in Promotoren mit niedrigem CpG Gehalt, während
Modelle, die H3K27ac und H4K20me1 verwenden, am Besten sind fr Promotoren mit
hohem CpG Gehalt. Basierend auf diesen Ergebnissen schlagen wir einen vorläufi-
gen “Histoncode für die Transkription” vor, in dem H3K4me3 an der Rekrutierung
und/oder Initiation von RNA Polymerase II (Pol II) beteiligt ist, H3K27ac und
H4K20me1 den Übergang zur Elongation ermöglicht und H3K79me1 und H4K20me1
den erfolgreichen Übergang anzeigt. Dieser vorläufige Histoncode für die Transkrip-
tion muss in zukünftigen experimentellen Studien kritisch überprüft werden. Die
gefundenen Zusammenhänge zwischen Histonmodifikationen und Genexpression sind
von allgemeiner Natur, da es möglich war, die Genexpression von Zellen mit Modellen
vorherzusagen, die in einem anderen Zelltyp erstellt worden sind. Unsere Ergebnisse
zeigen weiterhin, dass unsere Modelle durch die Berücksichtigung von Prozessen, die
die mRNA Stabilität beeinflussen, weiter verbessert werden können.

Unsere Untersuchungen zeigen, dass die Häufigkeit von Histonmodifikationen, Nuk-
leosomen und Pol II verwendet werden können, um alternatives Splicing vorherzusagen.
Wir haben vier Histonmodifikationen identifiziert (H3K27me1, H3K36ac, H3K36me3
und H3K79me2), die signifikant zur Vorhersagequalität unserer Modelle beitragen.
Dieses Ergebnis legt nahe, dass diese Modifikationen im direkten Zusammenhang mit
dem Splicingprozess stehen könnten. Histonmodifikationen tragen Information über
alternatives Splicing, die z.T. komplementär zu den Sequenzinformationen in Exons
und den umgebenden Regionen sind, was auf ein Zusammenspiel von Histonmodifi-
kations- und Sequenzabhängigen Prozessen in der Regulation von Splicing hindeutet.
Unsere Ergbnisse zeigen eine Abhängigkeit zwischen der Struktur von Transkripten
und deren Expressionslevel, was eine funktionelle Kopplung zwischen Transkription
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Zusammenfassung

und Splicing bestätigt. Die Mechanismen, die diesen Beobachtungen zu Grunde
liegen, müssen in Zukunft weiter untersucht werden.
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