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It remains a dogma in cognitive neuroscience to separate human attention

and memory into distinct modules and processes. Here we propose that

brain rhythms reflect the embedded nature of these processes in the human

brain, as evident from their shared neural signatures: gamma oscillations

(30–90 Hz) reflect sensory information processing and activated neural

representations (memory items). The theta rhythm (3–8 Hz) is a pacemaker of

explicit control processes (central executive), structuring neural information

processing, bit by bit, as reflected in the theta-gamma code. By representing

memory items in a sequential and time-compressed manner the theta-

gamma code is hypothesized to solve key problems of neural computation:

(1) attentional sampling (integrating and segregating information processing),

(2) mnemonic updating (implementing Hebbian learning), and (3) predictive

coding (advancing information processing ahead of the real time to guide

behavior). In this framework, reduced alpha oscillations (8–14 Hz) reflect

activated semantic networks, involved in both explicit and implicit mnemonic

processes. Linking recent theoretical accounts and empirical insights on

neural rhythms to the embedded-process model advances our understanding

of the integrated nature of attention and memory – as the bedrock of

human cognition.

KEYWORDS

brain rhythms, embedded-process model, theta-gamma coupling, alpha oscillations,
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Introduction

“Everything in life is memory, save for the thin edge of the present.” (Gazzaniga,
2000).

Yet also our present, at least everything we perceive of it, is a mnemonic
process. When awake, the human brain constantly samples, interprets, and
elaborates novel information from the environment, based on former experience,
to integrate them into a coherent representation of the world around (Buzsáki,
1996). At the same time, the interpretation and integration of sensory
information forms the basis for predictions about future events and behavioral
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navigation (i.e., active inference), but also for vividly re-
experiencing episodes later in life. In this sense, we construe
memory as an integral function of human cognition, from
re-experiencing the past and making sense of the present, to
guiding future behavior.

Human memory relies on associative neural networks
(Anderson and Bower, 1973; Tulving and Craik, 2000), which
are shaped by experience, from orientation cells in the
primary visual cortex (Blakemore and Cooper, 1970), to highly
specialized expert and decision networks (Gauthier et al., 2000;
Rushworth et al., 2011). This points to the key question about
the neural dynamics, which allow the brain to process novel
sensory inputs, to interpreted them in the context of existing
associations and to integrate them by changing the structure of
these networks.

Complementing our understanding from psychology (e.g.,
Cowan, 1997) and the brain structures involved in attention
and memory (e.g., Squire and Wixted, 2011), there is a growing
consensus that information processing in the human brain
is rhythmic (e.g., VanRullen, 2016; Fiebelkorn and Kastner,
2019). Rhythmic brain activity is thought to integrate and
organize neural processes in humans and other mammalian
species (Buzsáki, 1996; Engel et al., 2001; Varela et al.,
2001; Fell and Axmacher, 2011; Fries, 2015). While the
debate on the functional role of neural rhythms continues
(i.e., rather than being epiphenomenal, cf. Buzsaki, 2004;
e.g., arising from network properties, e.g., Lundqvist et al.,
2011; Kovach et al., 2018), one critical argument for the
functional role of rhythmic brain activity are the recent
advances made by neural stimulation methods, demonstrating
that attention and memory processes can be experimentally
manipulated by externally applied rhythms (Alekseichuk et al.,
2016; Clouter et al., 2017; see Hanslmayr et al., 2019, for
a review; Köster et al., 2019b; Reinhart and Nguyen, 2019;
Albouy et al., 2022). Thus, we will here build on the
assumption that neural rhythms indeed reflect key mechanisms
in implementing human cognitive functions (see, Obleser
and Kayser, 2019, for critical considerations on neural
entrainment).

In this perspective article, we synthesize the state-of-the-art
on neural dynamics in human attention and memory processing
and propose how they may realize the elements proposed of
the embedded process model (Cowan, 1997), derived from
human psychology, on the neural architecture of the human
brain. Specifically, experimental psychologists have overcome
isolated perspectives on human attention and memory, such
as attentional selection (Posner and Petersen, 1990) working
memory (Baddeley, 1978), and memory formation (Hebb,
1949). Cowan’s embedded-processes model (Cowan, 1997)
characterizes how attention and memory act in concert in
everyday cognition to guide human behavior. Given its wide
appreciation, this model provides an excellent basis for a
theoretical integration.

In the framework offered here, we sketch how neural
rhythms may realize the elements of the embedded process
model on the neural architecture of the human brain,
providing a theoretical basis for a unified understanding of
human attention and memory, in psychology and cognitive
neuroscience. First, we characterize Cowan’s embedded process
model and the brain regions involved in human memory.
We will then highlight, how rhythmic neural dynamics may
reflect the specific elements of the Cowan model, drawing from
prevailing accounts on neural rhythms of human attention and
memory. To exemplify our idea, we propose the concept of
an attentional mnemonic updating loop, implemented by the
theta-gamma neural code (cf. Lisman and Jensen, 2013).

Attention and memory as
embedded processes

When awake, the human brain continuously samples novel
information, interprets this information based on former
experience, and integrates it into existing neural networks,
to maintain a coherent representation of time and space
(Eichenbaum, 2017; Buzsáki and Tingley, 2018). Psychological
models propose that attention and memory processes are
inextricably linked to each other (Craik and Lockhart, 1972;
Cowan, 1988). A model that specifies the integrated nature of
human information processing and memory is the embedded-
process-model (Cowan, 1988; Figure 1A). In this model
explicit memory processes are directed by a central executive.
The central executive sets the focus of attention, which
operates on activated representations in long-term memory
(LTM). Representations in LTM may be activated by sensory
information but may also be activated internally by the
attentional focus of the central executive (see routes a–
d, Figure 1A). Cowan proposes a sensory buffer for all
incoming sensory information, which automatically activates
representations in LTM. This information may decay rapidly,
get into the focus of attention, to be involved in explicit memory
processes, or be involved in implicit processes, without getting
into the focus of attention and being mentally elaborated. This
accounts for automated information processing and behavior
(see route b, Figure 1A).

Cowan (1988) characterizes representations in LTM as
memory items. A memory item represents a cluster of highly
interconnected nodes (i.e., cell assemblies) within associative
neural networks. This principal idea is based on chunking
phenomena (e.g., the letters F B I may form a single memory
item; Cowan, 2001). To add a critical aspect to Cowan’s basic
concept of a memory item, neural representations do not merely
serve a static internal representation of the environment, but
ultimately serve behavioral navigation (O’Regan and Noë, 2001;
Engel et al., 2013). Thus, a neural representation (e.g., of a cup)
does not only include perceptual features, but also the motor
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FIGURE 1

Cowan’s embedded-process-model and neuroanatomical structures of attentional and mnemonic control. (A) Cowan (1988) suggests that
attention and memory processes act on activated representations in long-term memory (LTM, so called memory items). The focus of attention
is controlled by the central executive (gray arrows) and lies on a subset of activated items: sensory information may be (a) selectively attended,
(b) guide automated behavior, if they are habituated, (c) enter the focus of attention immediately, if unexpected and thus dishabituated, or (d)
activated by central executive processes. Cowan emphasizes that information processing serves behavioral navigation, namely controlled
actions, guided by the central executive, or automated actions, based on highly habituated processes (not illustrated in this graph). (B) A central
role for selective attention processes is ascribed to the frontal eye field (FEF) and the superior colliculi (CS), in eye-movement control, as well as
the pulvinar (P), the superior parietal lobe (SPL) and the temporal parietal junction (TPJ), in cortical attentional control (adapted from Posner and
Rothbart, 2007). A central role for mnemonic control processes has been ascribed to the lateral prefrontal cortex (lPFC), the anterior cingulate
cortex (ACC), and the medial temporal lobe (MTL).

programs concerning how to grasp it or how to refer to it in a
conversation.

Cowan’s model has received much attention, because it
is compatible with numerous findings from experimental
psychology, including chunking processes and working memory
capacity (Cowan, 2001), perceptual priming (Tulving and
Schacter, 1987), and the depth of processing account (Craik and
Lockhart, 1972). Importantly, the model provides a plausible
framework of how attention and memory work together, on
one and the same neural architecture. At the same time, it
provides a theoretical separation between explicit and implicit
processes. That is, memory items which are in the present focus
of attention are explicitly processed by the central executive
(i.e., elaborated in working memory) and may thus be explicitly
remembered later on (declarative memory), while memory
items may also be involved in implicit processes and automated
behavior (non-declarative memory).

In the following, we first revisit critical brain structures
involved in human memory. Then, based on the elements
specified in the Cowan model, we elaborate how neural
oscillations may link attention and memory processes to the
neural architecture of the human brain.

Of note, Cowan already suggested that neural rhythmic
activity (40 Hz gamma oscillations) may play a critical role in
implementing the elements of the model (Cowan, 1997) and
specified his model with the underlying neuroanatomy in mind
(Cowan, 2019). However, there is no comprehensive framework,

to date, that integrates the Cowan’s model and relevant brain
structures with neural oscillatory dynamics involved in human
attention and memory.

Brain structures of attention and
memory

Perceptual information is processed in primary sensory
regions and fed forward into associative networks. This is
well characterized for the visual system (Felleman and Van
Essen, 1991; Bosman et al., 2012): Along the hierarchy of the
visual cortex, perceptual information converges on increasingly
abstract representations, for example in the inferior temporal
(IT) cortex (Tanaka, 1993), and is complemented by spatial
information in parietal networks (Goodale and Milner, 1992),
to be integrated into objects and scenes (Corbetta et al., 1995).

The semantic information of different modalities (visual,
auditory, and tactile) is represented in widely distributed
associative networks in the neocortex (NC) and the medial
temporal lobe (MTL; Binder and Desai, 2011). The MTL is,
at the same time, ascribed a key role in memory formation
(e.g., Scoville and Milner, 1957; Kim and Fanselow, 1992;
Squire and Alvarez, 1995). Specifically, the MTL may act
as an intermediate storage system, where novel associations
are formed rapidly before they are transferred into lasting
semantic networks in the NC (dual memory systems account;
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Squire and Alvarez, 1995). This avoids interferences between
fast updating contextual information (in the MTL) and long-
lasting semantic information (in the NC; Halgren, 1988;
McClelland et al., 1995). Neurons in MTL networks represent
sparse and abstract information about the external world
(Buzsáki, 1996). For example, place cells (O’Keefe and Recce,
1993), and cells in the MTL that encode specific people, objects
(Quiroga et al., 2005), or places (Jacobs et al., 2013). As an
intermediate storage system, the MTL is assigned a critical
role in storing contextual information about current time and
space (Eichenbaum, 2017; Buzsáki and Tingley, 2018). This
(neurophysiologically inspired) dual process-account adds to
the Cowan model the division of labor between NC and MTL
networks in human memory (see also, Cowan, 2019).

Control networks (see Figure 1B) serve the dynamic
activation and integration of distributed neural processes into
a functional mnemonic architecture that fulfills current task
demands. Mnemonic control strongly relies on the prefrontal
cortical networks (PFC; Brewer, 1998; Wagner, 1998; Kirchhoff
et al., 2000), with the PFC being ascribed an executive control
function (Blumenfeld and Ranganath, 2007): The lateral PFC
is involved in the selection and ordering of multiple pieces
of information, for example during WM maintenance. The
anterior cingulate cortex (ACC), as part of the PFC control
network, plays a key role in experience-based predictions (Jahn
et al., 2014). Furthermore, the control systems for selective (top-
down) attention include thalamic regions, such as the pulvinar,
and tempo-parietal regions, as well as the frontal eye-fields and
the superior colliculi, which directly control attention processes
by directing eye-movements (see Figure 1B; for a review, see
Posner and Rothbart, 2007).

Linking those neural structures to the elements of the Cowan
model, central executive processes may be implemented in the
PFC, in concert with further attention and memory control
networks (Figure 1A). These executive processes may act on
activated semantic representations in the NC (Binder and Desai,
2011), and information on the current time and space in MTL
networks (Miller et al., 2013).

We will now turn to the critical question of how attentional
and mnemonic processes are orchestrated temporally. Namely,
how neural oscillatory dynamics may reflect the basic elements
of the Cowan model and realize them on the neural architecture
of the human brain.

Neural rhythms – temporal
dynamics of neural computation

It is a key question, how distributed brain processes are
integrated and bound into coherent experiences (e.g., in object
perception; Treisman and Gelade, 1980). Initially discovered in
the cat visual cortex (Gray et al., 1989), by now, there is profound
empirical evidence that the integration and organization of

distributed brain processes is rhythmic (e.g., Fries, 2015), and
that rhythmic network dynamics facilitate memory processes
(e.g., Fell and Axmacher, 2011). Rhythmic brain activity is
phylogenetically preserved in the mammalian lineage (Buzsaki,
2004) and has been well characterized at the microscopic (e.g.,
Fell and Axmacher, 2011), the mesoscopic (e.g., Fries, 2015), and
the macroscopic level (e.g., Roux and Uhlhaas, 2014; Hanslmayr
et al., 2016). In the following, we first introduce the basic neural
mechanisms which have been associated with gamma, theta and
alpha oscillations. Thereafter, we discuss their potential role in
human attention and memory, by linking empirical findings
from cognitive neuroscience to the elements of the Cowan
model.

Gamma oscillations

In their seminal work, Gray et al. (1989) found that
neurons in the cat visual cortex synchronize their activation
pattern in the gamma frequency (>30 Hz) when they
encode features of the same object. For example, this
may be the case for neurons that encode the shape and
the color of a red car (see Figure 2A). According to
the binding by synchrony theorem, perceptual information,
encoded by neurons distributed across the brain, is integrated
by synchronized firing activity (Engel and Singer, 2001).
Specifically, the coherence of neural firing in the gamma
frequency has been shown to promote visual perceptual
information along the visual cortical hierarchy (Bosman et al.,
2012) and to synchronize neural activity within (Gray et al.,
1989) and across (Womelsdorf et al., 2007) cell assemblies
(see Fries, 2015, for a review). On the cellular level, gamma
oscillations may promote and sustain activity in neural networks
based on inhibitory interneuron (ING) or inhibitory as well as
excitatory pyramidal-interneuron (PING) GABAergic activity
(e.g., Tiesinga and Sejnowski, 2009; Buzsáki and Wang, 2012;
for computational models, see, Mazzoni et al., 2015; Keeley et al.,
2017).

Conceptually, it has been proposed that early gamma
activity reflects the activation of existing representations by
sensory information, which are then further utilized by higher
cognitive processes, reflected in later gamma bursts (Herrmann
et al., 2004). In support, recurrent gamma oscillation bursts were
found for (re)activated information in WM tasks in prefrontal
networks (Lundqvist et al., 2016), and the parietal cortex of
macaques, when this information was task relevant (Pesaran
et al., 2002).

The theta-gamma code

The theta rhythm (3–8 Hz) is posited to implement a neural
coding schema for the organization of multiple items, each item
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FIGURE 2

Theta, alpha, and gamma oscillations reflect distinct neural
mechanisms. (A) Neurons which encode the same object (i.e.,
item) synchronize firing activity within and across cell
assemblies in a gamma pace (>30 Hz) (cf., Gray et al., 1989).
(B) The theta rhythm (3–8 Hz) is presumed to organize neural
processes, as reflected in a theta-gamma neural code, a coding
schema proposed to serve the segregation and ordering of
neural representations (cf., Lisman and Jensen, 2013). (C) Alpha
(8–14 Hz) oscillations by act as a gating mechanism, inhibiting
neural processes in task irrelevant networks and facilitate
information processing in task relevant networks, such that
reduced alpha power coincides with increased gamma power
(cf., Jensen and Mazaheri, 2010).

being activated or reactivated at distinct gamma bursts, nested
in the theta cycle (Lisman and Jensen, 2013). This concept
originates in seminal work on place cells (i.e., neurons that fire
at specific spatial location) in the MTL of rodents (O’Keefe
and Recce, 1993). Place cells fired at successive theta cycles
when a rat navigated through a labyrinth, and the firing of
a place cell occurred at earlier phases of the theta rhythm,
as the rat proceeded through the labyrinth (a phenomenon
named phase precession, see Figure 2B). Specifically, place cells
exhibited rhythmic gamma bursts, nested in the ongoing theta
cycle in MTL networks (Senior et al., 2008). In this neural
coding scheme, the number of gamma bursts, representing
single places or items, has been suggested to determine the
number of items that can be held in WM (Lisman, 2010),
and it has been suggested that the items encoded in MTL
networks are linked to neocortical representations. This way, the
MTL theta-gamma code may implement a buffer to represent
multiple items in a segregated and sequential fashion (Jensen
and Lisman, 2005; Lisman and Jensen, 2013; Buzsáki and
Tingley, 2018).

Complementing its proposed role as an organizing scheme,
theta-gamma coupling has been characterized as a mechanism
for attentional selection (Fiebelkorn and Kastner, 2019), with
critical evidence from intracranial recordings in humans
(Helfrich et al., 2018), and memory formation, with empirical
evidence from MTL recordings in rats (Pavlides et al., 1988;
Tort et al., 2009). Based on the original finding that place cells
are activated before a rat passes specific locations in a labyrinth
(O’Keefe and Recce, 1993), we would further like to emphasize
that the theta-gamma scheme may implement a predictive code

for behavioral navigation (for recent model of rat and human
navigation as predictive maps, see De Cothi et al., 2022).

Key to our understanding of the specific neural network
properties that may give rise to theta-gamma coupling dynamics
(e.g., based on specific properties of cortical pyramidal cells;
Lundqvist et al., 2011; Hummos and Nair, 2017) and how
these dynamics may implement complex cognitive functions in
hippocampal networks (Ursino et al., 2022), are computational
models (see Chadwick et al., 2015, for a sequencing model based
on fewer assumptions). So called attractor network models
have also contributed to the alternative perspective that theta-
gamma dynamics may arise as an epiphenomenon of the specific
neurophysiology of neural networks, putting into debate their
mechanistic function (e.g., Lundqvist et al., 2010; Kovach et al.,
2018; Sheremet et al., 2019), discussed in more detail below.

Alpha oscillations

The most prominent marker of attention processes in the
human EEG is the alpha rhythm (8–14 Hz), often functionally
merged with the adjacent beta rhythm (14–20 Hz). Berger
(1934) first described pronounced alpha activity when his
participants had their eyes closed and a sharp decrease in
alpha synchronization when participants opened their eyes.
By now, it is well established that alpha desynchronization
facilitates attention and memory processes (e.g., Klimesch
et al., 1997), with empirical evidence for the visual (e.g.,
Friese et al., 2013), and the auditory domain (e.g., Obleser
et al., 2012). Specifically, alpha oscillations are posited to
reflect an attentional gating mechanism, which inhibits task
irrelevant cortical processes and facilitates neural processes in
task relevant cortical networks, shaping a functional neural
architecture (Palva and Palva, 2007; Jensen and Mazaheri, 2010).
Neural processing may then be reflected in gamma oscillations
(Figure 2C). Neurophysiologically, alpha oscillations may
result from a pulsed inhibition via GABAergic interneurons,
which arise in local networks but are likely to be generated
in thalamic networks (see Jensen and Mazaheri, 2010, for
a more detailed description of the potential underlying
mechanisms).

Empirically, intracranial recordings in patients revealed a
decrease in NC alpha, which preceded fast gamma oscillations
in MTL networks during memory encoding (Griffiths et al.,
2019). This complements former evidence that reduced EEG
alpha power facilitated information processes when preceding
relevant sensory input (e.g., Romei et al., 2008; Busch et al.,
2009; see VanRullen, 2016, for a review; Griffiths et al., 2022).
An inverse relation between local field alpha desynchronization
and neural firing rates in sensory cortical regions has been found
in monkeys (Haegens et al., 2011), and the alpha rhythm has
been shown to exert top-down influences in the visual cortex of
macaques (Bastos et al., 2015; Richter et al., 2017).
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Rhythms of human attention and
memory

Here, we propose that neural oscillatory processes may
be key to our understanding of the embedded nature of
attention and memory processes in the human brain (Cowan,
1997), linking those processes by their shared neural signature.
Specifically, based on contemporary theoretical accounts and
recent empirical insights, we suggest that gamma, theta, and
alpha oscillations implement distinct mechanisms, which act in
close concert to shape the functional architecture underlying
human attention, memory, and prediction. See Figure 3, for the
interplay between gamma, theta, and alpha oscillations during
memory formation, as well as the proposed role of the theta-
gamma code in attentional sampling, mnemonic updating, and
predictive coding.1

Memory items – gamma oscillations
reflect the activation and maintenance
of neural representations

Perceptual information is promoted along sensory
networks, before it converges on sparse representations in
conceptual (Quiroga et al., 2005), relational (Collin et al., 2015),
and contextual networks (Jacobs et al., 2013). The gamma
rhythm is thought to play a decisive role in the activation
and maintenance of neural representations in NC and MTL
networks (Engel et al., 2001; Herrmann et al., 2004). In the
Cowan model, the promotion of sensory signals in primary
sensory areas would correspond to the sensory buffer, while
the maintenance of neural representations in NC and MTL
networks would correspond to activated memory items in LTM.

The role of neural synchronization processes in the
gamma range has been well characterized for visual perceptual
processes in mammals, from neurons that encode features of
the same object in primary visual regions (e.g., Gray et al.,
1989), to the synchronization across neural populations (e.g.,
Fries et al., 2001; Womelsdorf et al., 2007): For example,
synchronization processes between neural activity across cell
assemblies predicted the performance in a selective attention
task (Fries et al., 2001). Extending this research to assess visual
cortical processing more broadly, revealed that the promotion
of visual signals along the visual hierarchy relies on bottom-up
gamma rhythmic activity, feeding neural signals from primary
into higher visual cortical regions (e.g., Bastos et al., 2015).

In the wake human brain, gamma oscillations were first
identified for object perception processes in the visual cortex

1 Note that in this article we focus on the visual modality. However, as
highlighted at some points in the manuscript, there are good reasons to
assume that other modalities rely on very similar mechanisms, such as,
for example, the auditory modality (e.g., Giraud and Poeppel, 2012).

using M/EEG (Tallon-Baudry et al., 1996; Tallon-Baudry
and Bertrand, 1999), being higher for familiar compared
to unfamiliar object stimuli (Tallon-Baudry and Bertrand,
1999). While micro-saccadic eye-movements were shown to
elicit physiological artifacts in the gamma frequency range
(Yuval-Greenberg et al., 2008), gamma band oscillations for
object processing have now been reported after micro-saccadic
artifacts are removed (Keren et al., 2010; Hassler et al., 2011;
Michalareas et al., 2016; Köster et al., 2018). Besides their role
in perceptual processing, gamma oscillations were pronounced
in posterior (Sederberg et al., 2003; Osipova et al., 2006; Friese
et al., 2013) and MTL regions (Fell et al., 2001; Sederberg et al.,
2007) during memory formation and during the maintenance
of information in WM (Tallon-Baudry et al., 1998; Kaiser et al.,
2003; Daume et al., 2017).

Recent evidence for a functional role of the gamma
rhythm in perceptual processes comes from a rhythmic visual
entrainment study (Gulbinaite et al., 2019), where perceptual
entrainment at the gamma rhythm facilitated, whereas alpha
entrainment reduced sensory processes. Another study showed
that entrained gamma oscillations, applied via transcranial
stimulation, facilitated perceptual processes in primary auditory
networks (Wöstmann et al., 2018).

Critically, the sampling, segregation and integration of
perceptual information requires a neatly timed coordination
of neural information processing. This brings us to the core
element of our framework, the theta-gamma neural code.

The central executive – theta-gamma
coupling reflects attentional sampling,
mnemonic updating and predictive
coding

In the Cowan model, the central executive samples,
maintains, and elaborates memory items to utilize them for
controlled behavior. Based on evidence from cognitive control
tasks (e.g., stoop and odd-ball paradigms) the prefrontal theta
rhythm has been ascribed a key role in executive control
processes (cf. Cavanagh and Frank, 2014). In the concept
of the theta-gamma neural code (Lisman and Jensen, 2013),
the theta rhythm governs the cyclic selection, maintenance,
and integration of memory items in NC and MTL networks,
as reflected in gamma bursts nested within the theta cycle
in an ordered fashion. Based on the principal function of
central executive processes in behavior (Cowan, 1997) and the
predictive role of theta-gamma coupling in spatial navigation
(O’Keefe and Recce, 1993), we further propose that this
information may be utilized to navigate towards future goals.
As characterized below, the theta-gamma code may serve the
remapping of real time events onto a faster neural time scale
(cf. Skaggs et al., 1996; Foster and Wilson, 2007) to solve
key problems of neurophysiological computation: attentional
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FIGURE 3

Gamma, theta, and alpha oscillations in human attention, memory, and prediction. (A) Gamma, theta, and alpha oscillations during encoding.
Subsequently remembered (in contrast to forgotten) items elicited higher parietal gamma, frontal theta, and reduced alpha power in frontal and
parietal networks (modified from Friese et al., 2013). (B) The concept of phase-to-amplitude coupling (PAC) between the frontal theta rhythm
and cortical gamma oscillations. (C) Attentional sampling. The modulation of attention, alternating between perceptual target locations in the
left and right visual field, with the theta-modulated gamma amplitude predicting the detection of a specific target [cf. Landau et al., 2015;
(reproduced with permission)]. (D) Memonic updating. Theta-gamma coupling was accentuated for subsequently remembered items in an
incidental (Friese et al., 2013) and an associative memory task (Köster et al., 2018), as well as during enhanced encoding for visual perceptual
entrainment at the theta rhythm (Köster et al., 2019b). (E) Predictive coding. Visualization of the predictive processes during a spatial paradigm,
as characterized in mice (O’Keefe and Recce, 1993). The firing of place cells, encoding different locations in a labyrinth, fire at specific phases of
the theta rhythm, in a sequential manner, before the mouse enters a specific location (graph from Chadwick et al., 2015; CC4.0).

sampling, mnemonic updating, and prediction, and thereby
implement the embedded nature of attention and memory
processes on the neural architecture of the human brain.

In humans, the theta rhythm itself has been found to
increase in PFC and MTL networks for memory encoding
(Fell et al., 2003; Sederberg et al., 2003; Osipova et al., 2006;
Rutishauser et al., 2010; Friese et al., 2013; Köster et al., 2018), as
well as WM maintenance (Jensen and Tesche, 2002; Scheeringa
et al., 2009; Khader et al., 2010), which has been specifically
associated with the rehearsal of the encoded information
(Fuentemilla et al., 2010). PFC and MTL networks have been
shown to interact during mnemonic processing at a theta
pace (Axmacher et al., 2008; Staudigl and Hanslmayr, 2013;

Kaplan et al., 2014; Backus et al., 2016). Supporting its role as an
explicit control mechanism in memory formation, theta power
has been accentuated for the encoding in explicit (Köster et al.,
2017b) and volitional encoding conditions (Estefan et al., 2021).

The functional role of the theta rhythm for memory
formation processes has recently been substantiated by rhythmic
perceptual entrainment studies. These studies demonstrate
that the perceptual entrainment of theta oscillations enhances
memory within the visual domain (Köster et al., 2019b), and
across the visual and auditory domain (Clouter et al., 2017;
Albouy et al., 2022).

Theta-gamma coupling in the human brain has been found
during prefrontal control processes (Canolty et al., 2006), WM
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maintenance (Mormann et al., 2005; Daume et al., 2017) and
memory formation (Friese et al., 2013; Heusser et al., 2016;
Köster et al., 2018) in NC and MTL networks. First evidence that
the theta-gamma code reflects the serial organization of distinct
memory items in the human brain, comes from intracranial
recordings (Bahramisharif et al., 2018). In this study, the gamma
bursts of letter sensitive neurons were temporally coupled to
the theta phase, in the order of the letters maintained during
a Sternberg WM task. Besides its involvement in cognitive
control and memory processes, there is accumulating evidence
that the theta rhythm guides the sampling of visual perceptual
information by rhythmically facilitating perceptual processes
in the gamma rhythm (Landau et al., 2015; Helfrich et al.,
2018; Peters et al., 2018; Re et al., 2019). For example, this has
been shown for theta-gamma PAC processes in primary sensory
regions, where the gamma amplitude fluctuated at the theta
rhythm and predicted the detection of a target (Landau et al.,
2015).

Within the theoretical model proposed by Cowan (1997), we
hypothesize that the prefrontal theta rhythm is the pacemaker
of central executive processes, acting on neural representations
(memory items), as reflected in the theta-gamma neural code.
Specifically, the theta-gamma code may represent several bits
of information in an organized and time-compressed manner
to solve key problems of neural computation: attentional
sampling, mnemonic updating, and behavioral prediction. In
the following, we will further elaborate on these three proposed
functions of the theta-gamma neural code.

Attentional sampling
Distributed sensory processes need to be integrated (Engel

and Singer, 2001) and, at the same time, segregated as distinct
perceptual units. This could be realized by the promotion of
perceptual information along the visual hierarchy at a theta pace
(Fries, 2015) and the cyclic reactivation of item information at
distinct gamma bursts, nested in the theta phase (Jensen and
Lisman, 2005; Lisman and Jensen, 2013). Such a mechanism
may serve the selective attention to novel information and the
simultaneous maintenance of attended items in WM.

In the human brain, gamma activity has been found
to fluctuate at the theta rhythm in primary visual areas
corresponding to potential target locations in the left versus
right hemifield, facilitating the detection of a target (Landau
et al., 2015; Figure 3C). This study was inspired by findings in
the macaque visual cortex, showing that the gamma coherence
between V1 and V4 was reset at a theta pace (Bosman
et al., 2012), and that theta and gamma oscillations serve
the bottom-up promotion of sensory signals along the visual
hierarchy (Bastos et al., 2015). Critically, the sampling of
visual information (i.e., overt attention) by saccades and micro-
saccades likewise show a periodicity of around 5 Hz in humans
(Otero-Millan et al., 2008), and in the macaque visual cortex, the

theta rhythm has been shown to be linked to microsaccadic eye-
movements (Bosman et al., 2009). A reset in visual networks at
the theta rhythm through (micro)saccades may potentially serve
the segregation of different bits of perceptual information (cf.
Fries, 2015).

Linking frontal control processes to eye-movements, in
macaques, the theta rhythm in the FEF has been shown to
modulate the gamma activity in the lateral intraparietal area
(LIP), as part of the attentional network, which enhanced
perceptual sensitivity (Fiebelkorn et al., 2018). The FEF exhibits
strong connections with executive networks in the PFC and the
superior colliculi (Hanes and Wurtz, 2001) and may thus serve
as a hub between PFC control processes and periodic attentional
sampling mechanisms of ocular motor system, to establishing a
visual perceptual sampling mechanism at the theta pace.

Mnemonic updating
To maintain a coherent and up-to-date internal map of

time and space, perceptual information must be integrated
and updated continuously. Hebbian learning, the principle
that cells that fire together, wire together (Hebb, 1949)
requires the neatly timed activation within and across cell
assemblies (see Fell and Axmacher, 2011, for a review of
neural oscillatory mechanisms that facilitate neural plasticity).
Specifically, perceptual information that occurs at temporally
distant points in real time has to be (re)activated at a faster
pace, with close temporal proximity, at the neural level, to enable
long-term potentiation (LTP) processes in MTL networks, with
tetanic inputs at the pre- and post synapse being a prerequisite
for the formation of synaptic connections, a mechanism well
characterized at the cellular level (see Bear and Malenka, 1994,
for a review).

Regarding the theta-gamma code in memory formation, the
precisely timed neural input of gamma bursts to the down phase
of the theta rhythm has been shown to facilitate LTP processes
in the MTL of rodents (Pavlides et al., 1988) and that theta-
gamma coupling was increased for novel encoded item-context
associations in the rat MTL (Tort et al., 2009). By now, there is
abundant evidence for a key role of the theta-gamma PAC in
human memory formation (Friese et al., 2013; Heusser et al.,
2016; Köster et al., 2018, 2019b; see Figure 3D). For example,
in one of our studies, we found an increase in frontal theta-
gamma coupling, specific for the encoding of novel item-color
associations (Köster et al., 2018; see also Griffiths et al., 2021).
These findings are complemented by intracranial recordings,
where the maintenance of specific letters in a Sternberg task
led to gamma bursts of letter sensitive cells, nested and ordered
within the ongoing theta local field potentials (Bahramisharif
et al., 2018).

When manipulating memory encoding by rhythmic visual
entrainment, successful encoding was found to depend
on a theta-gamma coupling pattern elicited in a theta
entrainment condition, rather than by the theta power per
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se (Köster et al., 2019b). In another study, WM capacity could
be increased experimentally, when the theta rhythm was slowed
down by transcranial alternating stimulation (Vosskuhl et al.,
2015), which supported the hypothesis of the authors that
with prolonged theta cycles, an increased number of items
could be rehearsed and therefore maintained within each
cycle. Further experimental evidence for the involvement of
theta-gamma coupling processes in WM comes from a study by
Alekseichuk et al. (2016), who enhanced WM performance by
theta-gamma stimulation protocols, and empirical findings that
WM capacities can be revived by a theta-gamma stimulation
applied in elder participants (Reinhart and Nguyen, 2019).

Given its central role in human memory formation, theta-
gamma coupling is proposed here to serve as a temporal
coding scheme for the continuous integration of perceptual
information, in order to update and retain a coherent
representation of time and space. Specifically, the theta-gamma
code may compress real time events onto a faster neural
timescale to facilitate the formation of novel associations in
MTL networks through the facilitation of LTP mechanisms.
Such a continuous update of internal representations is essential
for a real-time internal map of the outer world, but also to guide
experience-based predictions and behavior.

Predictive coding
The prediction of future events in the environment and

the effects of behavioral navigation on changes in perceptual
input is integral to human cognition (O’Regan and Noë, 2001;
Friston, 2010; Engel et al., 2013). Computationally, translating
sensory information into experience-based predictions, requires
associative processes to speed up and advance ahead of real time,
to form predictive models (i.e., in the sense of active inference;
Friston, 2010) that guide behavioral navigation.

We propose here that the theta-gamma neural code is
an ideal candidate to implement such a predictive code. This
concept is inspired by the original observation that place cells
in the MTL of rats are activated prior to the actual location,
which is represented by the specific place cell (O’Keefe and
Recce, 1993; see Figure 3E). Associative networks in the MTL
circuit may generate context-dependent predictions, based on
given sensory inputs. That is, based on its present location in the
labyrinth, the rat predicts its behavioral outcomes, by activating
spatial representations ahead of real time, or, in other words, the
rat forms a predictive model that guides behavioral navigation
through the labyrinth.

First evidence from human MTL recordings suggests
an involvement of the theta rhythm in organizing different
representations during behavioral navigation (Kunz et al., 2019)
and memory based behavioral responses (Estefan et al., 2021;
Ter Wal et al., 2021). For example, in a study by Estefan et al.
(2021), the MTL showed increased theta power and theta-
gamma coupling for volitional control in a spatial memory
task. Critically, theta activity predicted the reactivation of a

context-specific memory content in MTL networks and the
theta-phase was opposite for the encoding and the reactivation
of stimulus specific information. This finding is consistent with
the idea that distinct phases of the theta rhythm serve the
sampling and encoding of novel information and the retrieval of
former experience, based on this information (Hasselmo et al.,
2002; Hasselmo and Eichenbaum, 2005), which may be utilized
for behavioral navigation (for further evidence, see Rizzuto
et al., 2006; Kerrén et al., 2018; for first evidence that retrieval
processes are also associated with theta-gamma coupling, see
Köster et al., 2014).

Importantly, attentional sampling itself can be
conceptualized as a predictive process, namely, where relevant
information in the environment may be found based on current
perceptual inputs, which may be characterized as an attentional
mnemonic sampling loop that governs cognitive foraging.
Closing the loop, it has been well described that the prefrontal
theta rhythm in the ACC indexes the processing of prediction
errors (see Cavanagh and Frank, 2014 for a review), which may
promote the integration of novel, unexpected events, as they
occur, to update and refine predictive models in real time.

Activated long-term memory – the
alpha rhythm gates information
processing in semantic networks

The desynchronized alpha rhythm is proposed to reflect
a gating mechanism, shaping a functional neural architecture
involved in explicit and implicit processes alike (Palva and Palva,
2007; Jensen and Mazaheri, 2010). In the Cowan model, this
function of the alpha rhythm corresponds well to the concept
of activated information in LTM (Cowan, 1988; indexed by
the gray cloud in Figure 1A). Activated neural representations
may be involved in explicit mnemonic processes, underlying
cognitive control, or in implicit processes, involved in
automated neural processing and routined behaviors, not
requiring mental elaboration or mnemonic updating (Parkin
et al., 1990).

Contrasting the attentional mechanisms proposed
for the increased theta rhythm (see above) versus the
desynchronization in the alpha band, the concept of attentional
sampling at the theta pace corresponds closely to the idea of
selective attention processes, while the alpha rhythm may reflect
sustained attention processes (Raz and Buhle, 2006; Posner
and Rothbart, 2007). In Cowan’s (1988) model the central
executive operates on a subset of activated LTM information.
Accordingly, theta-gamma coupling mechanism may operate
on a subset of the overall activated neural networks, potentially
reflected by decreased alpha activity.

Noteworthy, Klimesch (2012) suggested a very similar
concept of the desynchronized alpha rhythm, proposing that it
reflects the interpretation of sensory inputs based on a semantic
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“knowledge system.” Likewise, Klimesch separated attentional
processes in the theta rhythm (indexing the explicit processing
of novel perceptual information) from attentional mechanisms
reflected in the alpha rhythm (mainly involved in suppressing
task irrelevant neural processes; see also Klimesch, 2013). This
suggests a less specific cross-frequency interaction between
alpha and gamma oscillations during mnemonic processes, or,
as Jensen and Mazaheri (2010) have characterized it, a “positive
correlation between gamma power in task-relevant regions and
alpha power in task-irrelevant regions,” with no specific PAC
pattern (for a similar proposal for WM processes, see also Roux
and Uhlhaas, 2014).

Consistent with the idea that theta and gamma oscillatory
processes act on functional networks shaped by alpha based
gating mechanisms, desynchronized alpha power in parietal
and frontal networks has often been found to coincide with
increased theta power during memory formation (Klimesch
et al., 1997; Mölle et al., 2002; Osipova et al., 2006; Friese
et al., 2013; Köster et al., 2018), as well as increased gamma
power (Osipova et al., 2006; Friese et al., 2013; Köster et al.,
2018). Conversely, alpha oscillations are commonly found to be
accentuated over parietal regions during a WM task (Jensen and
Tesche, 2002; Scheeringa et al., 2009; Khader et al., 2010), which
may serve the inhibition of interfering sensory information
during WM maintenance (Cooper et al., 2003).

Support for the causal relevance of alpha oscillations
in gating information processes in human primary sensory
networks comes from two recent transcranial stimulation
studies. Here, the experimental application of the alpha rhythm
led to reduced gamma oscillations and impaired the detection

of a visual stimulus, when applied to the visual cortex (Herring
et al., 2019), and reduced auditory discrimination performance,
when applied over primary auditory regions (Wöstmann et al.,
2018).

Regarding the functional separation between the theta
and the alpha rhythm, the encoding of semantic information
has been associated with alpha suppression, but the explicit
encoding of perceptual features was associated with high
theta power (Hanslmayr et al., 2009). Similarly, an explicit
encoding instruction led to pronounced theta activity, but
alpha power did not differ between an implicit and an
explicit encoding condition across diverse age groups (Köster
et al., 2017b). In this study, alpha suppression showed a
close correspondence with age differences in the response
times in a semantic encoding task. In a recent study,
we directly separated mnemonic from perceptual processes,
by contrasting the encoding activity for pictures versus
words (Figure 4; Köster et al., 2018), which had to be
associated with a specific background color. Alpha suppression
was higher for stimuli with rich perceptual features (i.e.,
pictures), compared to low perceptual features (i.e., words),
but did not differ between encoding conditions (subsequently
remembered versus forgotten). However, in this task the
theta rhythm and theta-gamma coupling processes predicted
successful associative memory encoding. Finally, Williams
et al. (2019) contrasted analytic cognitive processing (simple
number arithmetic) with highly automated semantic processing
(repeating a number) and found increased theta power
in the analytic but reduced alpha power in the semantic
condition.

FIGURE 4

Distinct functions of gamma, theta, and alpha oscillations in visual information processing (pictures versus words) and memory formation
(item-color associations; Köster et al., 2018). Theta power was higher for subsequently remembered (SR) versus subsequently forgotten (SF)
item-color associations, while parietal alpha suppression and gamma power were higher for pictures compared to words, but did not differ
between encoding conditions (RSC: relative signal change).
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Summary – brain rhythms orchestrate
an attentional mnemonic updating
loop

When awake, central executive processes (in the PFC, along
with attention and mnemonic control networks) continuously
sample information from the environment (attentional
selection). Novel information is interpreted based on semantic
knowledge (LTM items in NC networks) and integrated,
to retain a coherent representation of time and space (in
fast updating MTL networks). This up-to-date mental map
allows for behavioral navigation in the light of current goals
(monitored in PFC networks).

Here we propose that neural rhythms reflect the integrated
nature of attention and memory in the human brain, by
implementing key elements of the embedded-process model
(see Figure 5 and Table 1). In this framework, the prefrontal
theta rhythm is the pacemaker of the central executive, which
activates different bits of information in NC and MTL networks
(memory items), reflected in gamma bursts, forming the
theta-gamma neural code. Specifically, the theta-gamma code
may represent multiple memory items in a sequential and
time-compressed manner, to solve key problems of neural
computation: First, the sampling of novel bits of information
from the environment and the (re)activation of memory
items, as segregated information in a sequential way. Second,
the temporal compression of real time events facilitates LTP
processes in MTL networks, which are crucial for the continuous

updating of internal representations, here coined mnemonic
updating. Third, speeding up neural processing ahead of
real time enables prediction, the simulation of events in the
environment and the outcomes of behavioral navigation, based
on current information and former experience. It should be
noted that, in our framework, we conceive the sampling of
information by selective attention a prediction-based behavior
in itself, because it reflects the anticipation where relevant
information may be found.

In summary, the theta-gamma code implements an
attentional mnemonic updating loop that samples, updates,
and utilizes perceptual information to form predictions and
guide behavior: The PFC initiates a neatly ordered processing
sequence, sampling and integrating novel information, bit by
bit, at a theta pace (e.g., by steering eye-movements via the
frontal eye-field and the superior colliculi). This information is
interpreted in the light of semantic associative networks (in the
NC), the representation of time and space (in the MTL) and
current goals (encoded in PFC and ACC networks), to evaluate
and integrate perceptual information as they occur in real time,
and to guide future behavior.

Critically, we propose distinct roles for the theta and
the alpha rhythm. The theta-gamma code reflects explicit
control processes, which steer the (explicit) dialog between
PFC, MTL and NC networks. In contrast, the alpha rhythm
reflects the activation of associative, semantic networks involved
in explicit but also in implicit processes (the LTM storage).
The alpha rhythm may also gate the implicit processing of

FIGURE 5

How brain rhythms may implement the embedded nature of human attention and memory. (A) The central executive (PFC in coalition with
attentional and mnemonic control networks, see Figure 1B) sets the focus of attention on a subset of memory items (indicated by the white
circles; see Figure 1A) in the NC (semantic information) and the MTL (contextual information). For example, on novel items which are attended
visually and integrated into associative networks, indexed by the green and red dots (e.g., representing a red car and a green tree). In MTL
networks, novel items are integrated (dotted line) into a spatio-temporal map of the outer world. (B) Activated memory items, in distributed cell
assemblies, synchronize their firing in gamma bursts (>30 Hz). The central executive (blue arrows) selects and integrates memory items and
utilizes them for predictions at a theta pace (3–8 Hz). Alpha oscillations (8–14 Hz) gate information processing in semantic networks by
inhibiting task irrelevant networks. This shapes a functional architecture underlying explicit and implicit mnemonic processes (including
automated processes, not requiring the central executive; gray cloud in A). An integral aspect of the embedded process model is that explicit as
well as implicit mnemonic processes ultimately serve behavioral navigation (including visual foraging).
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TABLE 1 Overview of the proposed framework.

Brain rhythm Psychological
function

Key references Counterpart in
embedded process

model (Cowan, 2016)

Implementation on brain
structures

Gamma Promotion and binding of
sensory information,
(re)activated neural

representations

Engel and Singer, 2001; Fries,
2015

Sensory buffer and activated
items in LTM

Information processing in sensory
areas, (re)activated representations in

the NC and context information in
the MTL

Theta Pacemaker of human
cognitive control and

mnemonic processes, by
temporal remapping

Lisman and Jensen, 2013;
Cavanagh and Frank, 2014

Central executive (setting the
focus of attention)

PFC networks and attentional and
mnemonic control networks

orchestrate human cognitive control
(activated representations in NC and

MTL networks → theta-gamma PAC)

Theta-gamma PAC Attentional sampling Lisman, 2010; Fries, 2015;
VanRullen, 2016; Fiebelkorn

and Kastner, 2019

Attended sensory
information and (re)activated

items in LTM

Visual sensory information processing
(e.g., by steering eye-movements via
the FEF and the superior colliculi),

(re)activation of NC and MTL
representations

Mnemonic updating Fell and Axmacher, 2011;
Roux and Uhlhaas, 2014;

Hanslmayr et al., 2016

Formation of novel
associations between

activated items

LTM formation in the MTL serves the
continuous integration of novel

information

Prediction and generation of
action plans

O’Keefe and Recce, 1993 Guidance of controlled
behavior

Utilization of activated
representations in NC and MTL

networks to form predictive models,
steered by the PFC

Alpha Attentional gating Jensen and Mazaheri, 2010 Gating of information in the
sensory buffer and LTM

Facilitation (suppressed alpha) and
inhibition (increased alpha) of neural

information processing

Alpha-gamma association Functional architecture of
attention and memory

processes (explicit, implicit)

Klimesch, 2013; Roux and
Uhlhaas, 2014

Activated items in LTM
involved in explicit

(attended) and implicit
(habituated) processing

Activation of task relevant PFC, NC
and MTL networks, by the

deactivation of irrelevant processes

Brain rhythms, their psychological function, key references, corresponding elements in the embedded-process model (Cowan, 2019), and their proposed implementation in the human
brain.

environmental information that underlies automated behavior,
namely information processing that is highly habitualized and
does not rely on explicit mental elaboration (cf. Cowan, 1997).

Future perspectives

The main purpose of our framework is a conceptual
link between psychology and cognitive neuroscience, toward
a mutually informed theory of human attention and memory.
Focusing on oscillatory dynamics, we close the conceptual
divide between psychology and brain mapping approaches
by specifying how neural rhythms may implement the core
elements of the embedded-process model of attention and
memory on the neural architecture of the human brain (Cowan,
1997).

The past decades have seen essential advances in our
functional understanding of neural rhythms in mnemonic
processes. This includes the promotion of sensory signals
in the visual system (Engel et al., 2001; Varela et al.,
2001; Fries, 2015), the theta rhythm in cognitive control

(Cavanagh and Frank, 2014), the theta-gamma coding schema
in neural organization (Lisman and Jensen, 2013), WM (Lisman,
2010; Roux and Uhlhaas, 2014), and LTM processes (Hanslmayr
et al., 2016), as well as the role of the theta and alpha
rhythm in attentional sampling (VanRullen, 2016; Fiebelkorn
and Kastner, 2019) and gating (Jensen and Mazaheri, 2010;
Klimesch, 2012). Our framework aims at integrating those
distinct perspectives on human attention and memory, based
on their shared neural signatures. While the neurophysiological
mechanisms are well understood and have been specified for
some elements of this framework, down to the cellular level
(e.g., LTP process in the MTL of rodents; Bear and Malenka,
1994), they remain less specific for other elements of this
framework (e.g., explicit and implicit memory processes being
reflected by theta-gamma versus alpha pattern, respectively).
Thus, our framework can only be understood as a starting
point for an in-depth examination of how attention and
memory processes are realized and interlinked with each other
neurophysiologically. Likewise, by providing principal ideas on
how different aspects of human cognitive functions may be
interlinked, we hope to inform computational models, to test
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specific hypotheses that can be derived from our framework (see
below).

In this tenant, with our framework we hope to inspire the
research and theory in psychology and cognitive neuroscience,
and the integration of these perspectives (for the contemporary
debate in psychology, see also Norris, 2017; Cowan, 2019). We
are convinced that a deeper and integrated understanding of
oscillatory brain processes will certainly further advance our
conceptual understanding of human attention and memory,
and their embedded nature, building the bedrock of human
cognitive functions. In the following, we highlight some exciting
and currently emerging avenues for future research and how
these may benefit from the embedded process view proposed
here.

How do brain rhythms coordinate
attention and memory?

A central element of our framework is the theta-gamma
code in human cognitive control (i.e., central executive
processes). Namely, the theta-gamma code is proposed to
remap real time events onto a faster neural timescale to solve
key problems of neural computation: attentional sampling,
mnemonic updating, and prediction.

While initial evidence exists for each of these specific
processes in isolation, the concept of their embedded nature
requires the orchestration of these processes across human brain
networks in shaping the functional architecture underlying
human cognitive functioning. Yet, it is not well understood how
neural rhythms are ultimately coordinated and interplay with
each other across brain regions and distinct cognitive processes.
For example, the theta-gamma code is ascribed the role of a PFC
and MTL control mechanism (Buzsáki, 1996; Anderson et al.,
2010), acting on perceptual information in a top-down manner.
On the contrary, there is recent evidence for a potential bottom-
up function of the theta-gamma code in the visual cortical
networks (Landau et al., 2015; Lowet et al., 2016), including
the finding that visually entrained theta dynamics facilitated
encoding, by driving theta-gamma coupling processes (Köster
et al., 2019b). A specific proposal of our framework, which
may resolve this controversy, is that control processes in the
PFC and MTL act in concert with the (oculo)motor and the
visual system, to implement attentional sampling. This way,
novel perceptual information in sensory networks, reflected by
bottom-up processes in the theta and gamma band (Bastos et al.,
2015), may be reset and sampled, bit by bit, by frontally guided
control processes at a theta pace (Fries, 2015; VanRullen, 2016).

In fact, the attentional mnemonic updating loop
characterized here, allows for specific hypotheses on how
the theta-gamma coding schema may guide experience
based visual exploration and the integration of novel visual

information. For example, by combining the assessment of
gaze behavior (using eye-tracking) and neurophysiological
data (M/EEG), it would be intriguing to further scrutinize the
interplay between the prefrontal theta phase, eye-movements
and gamma bursts in perceptual and semantic networks. That
is, how the theta rhythm in PFC and MTL networks may be
linked to the guidance of (micro-)saccades and visual cortical
processes and inform subsequent oculomotor processes.

Another outstanding query on the coordination of
oscillatory processes regards the co-occurrence and interplay
between increased theta and reduced alpha power. One potential
explanation may be a shift (tilt) in the operating rhythm, from
alpha to theta, in brain regions involved in central executive
processes (cf. Hanslmayr et al., 2016). This is, the activity may
switch from an idle state, the alpha rhythm, to a lower working
pace, the theta rhythm. Alpha desynchronization may then be
epiphenomenal to high alpha power in the idle state (i.e., the
default mode; Raichle, 2015). However, our framework makes
more specific predictions, namely alpha desynchronization
being a marker of implicit and explicit mnemonic processes
alike, but theta and theta-gamma coupling being a marker of
explicit memory processes. This conception calls for a more
fine-grained functional dissociation of the neural computations
reflected in alpha versus theta(-gamma) oscillatory signatures.

In our framework, we emphasize that the ultimate purpose
of information processing is behavioral navigation. However,
beyond the control of eye-movements, we do not specify
how do attention and memory control processes may steer
behavioral responses on the level of dynamic recruitment of
neural processes in the motor system. There is good evidence
that the beta rhythm (15–30 Hz) is implicated in the control
of the motor system (for reviews, see Engel and Fries, 2010;
Jenkinson and Brown, 2011; Khanna and Carmena, 2015).
We are not aware if motor control processes have formerly
been linked, theoretically or empirically, to the oscillatory
dynamics of human cognitive control characterized here. The
integration of cognitive and motor control processes at the level
of temporally resolved neural dynamics, is a major challenge for
future research (cf. Waschke et al., 2021), which may benefit
from a broader conceptual framework of human attention and
memory suggested here.

Modeling neural network dynamics

A critical tool to test and further specify the assumptions
on neural oscillations and their functional relevance are
computational models, which allow to specify and test
neurophysiological assumptions in detail. In the following, we
will exemplify critical contributions that have been made to the
conception of the theta-gamma code and highlight potential
future directions.
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A computational model of how the theta-gamma code
may support the restoration and sequence coding of several
learned items in WM, has recently been developed based on
hippocampal connectivity and Hebbian learning principles
(Ursino et al., 2022). This model provides specific support
for the idea that the theta-gamma code indeed supports those
functions, derived from specific network characteristics.
Developing their model, the authors remarked that a
dissociation of the storage of external information in WM
can hardly be dissociated from more generalized (semantic)
learning phenomena. Namely, the model also restored related
items in the absence of external input in or out of their original
sequence. Just like in the conceptual model proposed here
the authors argued for an integrated view on those memory
processes.

At the same time, computational models have provided
a crucial alternative view (e.g., Lundqvist et al., 2010, 2011;
Herman et al., 2013), namely that critical aspects of the
theta-gamma code can arise in attractor network models,
through information processing dynamics in models building
on detailed neural and synaptic connectivity assumptions. For
example, the theta rhythmic pattern has been found to arise
from intrinsic network activity in spiking (Hummos and Nair,
2017), but also in non-spiking networks (Lansner et al., 2013),
and phase amplitude coupling has been interpreted as a high-
order spectrum estimation (Kovach et al., 2018), which may
reflect the cross-frequency coupling feature of any non-linear
dynamic system (Sheremet et al., 2019). Yet in other simulations,
it was found to be beneficial for working memory operations
if a significant part of the excitatory current from distant part
of an active cell assembly arrives out of phase with the local
gamma oscillations (Lundqvist et al., 2010). In this context,
higher frequencies may not be assigned an important functional
role as a pacemaker.

We hope that the perspective taken here may inform
computational models, for example, by providing a concept
of how WM and LTM processes may interact. In turn,
attractor models may be crucial for our understanding how
neural oscillatory dynamics characterized in our framework
may arise from the self-organized nature of the networks of
the human brain.

Understanding how brain rhythms
guide and change over human
development

Infancy and childhood are periods of intense brain
development and learning, where developing humans built up
basic representations of the world around them (cf. Köster et al.,
2020). It is therefore a major challenge to better understand the
ontogenetic fundamentals of neural oscillatory dynamics and
their involvement in brain development. The central questions

are how the mature associative network structure of the adult
brain develops, how neural oscillatory dynamics contribute to
the major developmental changes in the neural architecture,
and how oscillatory dynamics change over time? In fact, these
scientific inquiries are closely interlinked: neural oscillatory
dynamics may lead to developmental changes. At the same time,
the development of brain structures may lead to developmental
changes in its operating rhythms (Köster et al., 2017b; Cellier
et al., 2021).

The theta rhythm is operative from very early in
development, in the processing of novel and unexpected
information (Köster et al., 2019a, 2021) and supports the
brain in building up basic representations of the environment
(Xie et al., 2021). This is, basic category representations have
been found to be based on theta activity in infancy, when
those representations are still building up, and then rely on
alpha activity in the mature adult brain, reflecting a faster and
more efficient activation of those categories, likely based on
semantic processes (Xie et al., 2021). There is accumulating
evidence for a developmental shift in the dominant locus
of the theta rhythm, from parietal to prefrontal networks,
and a maturational change in the alpha rhythm (Köster
et al., 2017b; Cellier et al., 2021). The parietal theta rhythm
may index early learning processes in semantic networks
and those networks may become more efficient and allow
the implicit semantic processing, reflected in alpha dynamics,
as the brain matures throughout childhood (Köster et al.,
2017b). This fits well with theoretical accounts on memory
development (Ofen and Shing, 2013), presuming that children
are still building up semantic network structures and base their
semantic judgments on increasingly differentiated associative
networks.

The framework introduced here may help us to further
specify our assumptions about human brain development,
at a verbal and preverbal age (for a developmental account
of the Cowan model, see also Cowan, 2016). For example,
given the major role ascribed to theta-gamma coupling
processes in building up basic representations, a crucial
step into this direction is to make gamma oscillations
accessible in the EEG of young infants (cf. Köster,
2016).

Understanding the nature of human
memory representations

Another intriguing question regards the physiological
nature of neural representations (for recent developments in the
field, see Deuker et al., 2016; Bellmund et al., 2018) and how
they change over time, in the process of mnemonic updating
and consolidation (Nadel and Moscovitch, 1997). This is, what
is the specific information encoded in neural networks in the
MTL, mainly holding intermediate, contextual information,
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and the NC, as a LTM storage for specific and general item
information (Lisman and Jensen, 2013), and how do these
representational networks interact and change in the course
of the consolidation process. We know that sleep plays a
primary role in memory consolidation (Marshall and Born,
2007; Diekelmann and Born, 2010). During sleep newly acquired
associations from context dependent MTL networks may be
transferred into slowly adapting semantic networks (Deuker
et al., 2013), with critical effects on memory representations
(Köster et al., 2017a). However, neural representation may also
change in the wake human brain, in particular after repeated
exposure to sensory information (e.g., Bäuml and Trißl, 2022).
The formation of novel representations may initially rely
on explicit control processes, reflected in the theta-gamma
code, before they become gradually integrated into semantic
networks, reflected in changes in the alpha rhythm (Graetz
et al., 2019). For future research, it would be intriguing to
further track the changes of neural representations in the MTL
and NC over time, for example, across repeated presentations
or across episodes of sleep. Combining neural oscillatory
analyses, proposed as the key carriers of this information in
associative networks in the current framework, with the tools
from decoding and representational similarity analyses provide
exciting potentials for such advances, which have rarely been
exploited.

Variations in brain rhythms as a
pathway to an individualized
neuroscience

Regarding the primary role of the theta rhythm in
cognitive control, there is also opposing evidence, indicating
reduced theta activity during successful encoding (Burke
et al., 2013; Greenberg et al., 2015; Griffiths et al., 2016).
While these diverging results may be due to specificities of
the applied tasks (and the afforded processing dynamics),
they may also result from inter-individual variations in the
theta rhythm (Klimesch et al., 2001). As a critical hint into
this direction, in our studies we adjusted frequency bands
individually, to the peak theta and alpha frequencies, and
found that the prefrontal theta rhythm predicted subsequent
memory performance with high consistency (Friese et al.,
2013; Köster et al., 2018, 2019b). This builds on the principal
insight that frequency spectra vary profoundly between
individuals (Klimesch, 1999), which is hardly accounted for
in empirical studies. In future, an advanced understanding
of inter-individual differences in the operating rhythms of
the brain, in particular the theta rhythm, and their relation
to inter-individual differences in mnemonic functions, can
pave the way toward an individualized neuroscience. An
integrated and global conception of what the gamma, theta, and
alpha rhythms entail, as introduced in the present framework,

may support the targeted investigation of individualized
frequencies and their application in neuromodulation
approaches.

Employing our functional
understanding of brain rhythms for
neuromodulation

A major recent development is the targeted experimental
manipulation of neural rhythms in the wake human brain
(Hanslmayr et al., 2019), first, to experimentally test their
functional relevance in cognitive processes and, second, for
applying our understanding from human functioning in
neuromodulation and neuroenhancement (Alekseichuk et al.,
2016; Clouter et al., 2017; Köster et al., 2019b; Reinhart
and Nguyen, 2019). These approaches may benefit from
individualized frequency adjustments or from locking neural
entrainment to ongoing neural dynamics. That is, one could
link the pace and the phase of the stimulation techniques to
ongoing theta processes based on online electrophysiological
monitoring. Our deepening functional understanding on
human brain rhythms may unfold entirely new potentials to
modulate cognitive functions in the wake human brain. In
future, an integrated understanding of the embedded nature of
human attention and memory may form an essential basis for
clinical applications, neural enhancement, and therapy.

Author contributions

MK wrote the manuscript. MK and TG revised the
manuscript. Both authors approved the submitted version.

Conflict of interest

The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could
be construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those of the
authors and do not necessarily represent those of their affiliated
organizations, or those of the publisher, the editors and the
reviewers. Any product that may be evaluated in this article, or
claim that may be made by its manufacturer, is not guaranteed
or endorsed by the publisher.

Frontiers in Human Neuroscience 15 frontiersin.org

https://doi.org/10.3389/fnhum.2022.905837
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org/


fnhum-16-905837 September 29, 2022 Time: 15:59 # 16

Köster and Gruber 10.3389/fnhum.2022.905837

References

Albouy, P., Martinez-Moreno, Z. E., Hoyer, R. S., Zatorre, R. J., and Baillet,
S. (2022). Supramodality of neural entrainment: Rhythmic visual stimulation
causally enhances auditory working memory performance. Sci. Adv. 8:eazbj9782.
doi: 10.1126/sciadv.abj9782

Alekseichuk, I., Turi, Z., Amador de Lara, G., Antal, A., and Paulus, W. (2016).
Spatial Working Memory in Humans Depends on Theta and High Gamma
Synchronization in the Prefrontal Cortex. Curr. Biol. 26, 1513–1521. doi: 10.1016/
j.cub.2016.04.035

Anderson, J. R., and Bower, G. H. (1973). Human associative memory. The
experimental psychology series. Washington, DC: Winston. doi: 10.2307/1421672

Anderson, K. L., Rajagovindan, R., Ghacibeh, G. A., Meador, K. J., and Ding,
M. (2010). Theta oscillations mediate interaction between prefrontal cortex and
medial temporal lobe in human memory. Cereb. Cortex 20, 1604–1612. doi: 10.
1093/cercor/bhp223

Axmacher, N., Schmitz, D. P., Wagner, T., Elger, C. E., and Fell, J. (2008).
Interactions between medial temporal lobe, prefrontal cortex, and inferior
temporal regions during visual working memory: A combined intracranial EEG
and functional magnetic resonance imaging study. J. Neurosci. 28, 7304–7312.
doi: 10.1523/JNEUROSCI.1778-08.2008

Backus, A. R., Schoffelen, J. M., Szebényi, S., Hanslmayr, S., and Doeller, C. F.
(2016). Hippocampal-prefrontal theta oscillations support memory integration.
Curr. Biol. 26, 450–457. doi: 10.1016/j.cub.2015.12.048

Baddeley, A. D. (1978). The trouble with levels: A reexamination of Craik
and Lockhardt’s framework fro memory research. Psychol. Rev. 85, 139–152. doi:
10.1037/h0021465

Bahramisharif, A., Jensen, O., Jacobs, J., and Lisman, J. (2018). Serial
representation of items during working memory maintenance at letter-selective
cortical sites. PLoS Biol. 16:e2003805. doi: 10.1371/journal.pbio.2003805

Bastos, A. M., Vezoli, J., Bosman, C. A., Schoffelen, J.-M., Oostenveld, R.,
Dowdall, J. R., et al. (2015). Visual Areas Exert Feedforward and Feedback
Influences through Distinct Frequency Channels. Neuron 85, 390–401. doi: 10.
1016/J.NEURON.2014.12.018

Bäuml, K. H. T., and Trißl, L. (2022). Selective memory retrieval can revive
forgotten memories. Proc. Natil. Acad. Sci. U.S.A. 119:e2114377119. doi: 10.1073/
pnas.2114377119

Bear, M. F., and Malenka, R. C. (1994). Synaptic plasticity: LTP and LTD. Curr.
Opin. Neurobiol. 4, 389–399.

Bellmund, J. L. S., Gärdenfors, P., Moser, E. I., and Doeller, C. F. (2018).
Navigating cognition: Spatial codes for human thinking. Science 362:eaat6766.
doi: 10.1126/science.aat6766

Berger, H. (1934). Über das elektrenkephalogramm des menschen: Achte
mitteilung. Arch. Psychiatr. Nervenkr. 101, 452–469. doi: 10.1007/BF01789984

Binder, J. R., and Desai, R. H. (2011). The neurobiology of semantic memory.
Trends Cogn. Sci. 15, 527–536. doi: 10.1016/j.tics.2011.10.001

Blakemore, C., and Cooper, G. F. (1970). Development of the brain depends on
the visual environment. Nature 228, 477–478. doi: 10.1038/228477a0

Blumenfeld, R. S., and Ranganath, C. (2007). Prefrontal cortex and long-term
memory encoding: An integrative review of findings from neuropsychology and
neuroimaging. Neuroscientist 13, 280–291. doi: 10.1177/1073858407299290

Bosman, C. A., Schoffelen, J. M., Brunet, N., Oostenveld, R., Bastos, A. M.,
Womelsdorf, T., et al. (2012). Attentional Stimulus Selection through Selective
Synchronization between Monkey Visual Areas.Neuron 75, 875–888. doi: 10.1016/
j.neuron.2012.06.037

Bosman, C. A., Womelsdorf, T., Desimone, R., and Fries, P. (2009). A
microsaccadic rhythm modulates gamma-band synchronization and behavior.
J. Neurosci. 29, 9471–9480. doi: 10.1523/JNEUROSCI.1193-09.2009

Brewer, J. B. (1998). Making memories: Brain activity that predicts how well
visual experience will be remembered. Science 281, 1185–1187. doi: 10.1126/
science.281.5380.1185

Burke, J. F., Zaghloul, K. A., Jacobs, J., Williams, R. B., Sperling, M. R.,
Sharan, A. D., et al. (2013). Synchronous and asynchronous theta and gamma
activity during episodic memory formation. J. Neurosci. 33, 292–304. doi: 10.1523/
JNEUROSCI.2057-12.2013

Busch, N. A., Dubois, J., and VanRullen, R. (2009). The Phase of Ongoing EEG
Oscillations Predicts Visual Perception. J. Neurosci. 29, 7869–7876. doi: 10.1523/
JNEUROSCI.0113-09.2009

Buzsáki, G. (1996). The hippocampo-neocortical dialogue. Cereb. Cortex 6,
81–92. doi: 10.1093/cercor/6.2.81

Buzsaki, G. (2004). Neural Oscillations in Cortical Networks. Science 304,
1926–1929. doi: 10.1126/science.1099745

Buzsáki, G., and Tingley, D. (2018). Space and time: The hippocampus as a
sequence generator. Trends Cogn. Sci. 22, 853–869. doi: 10.1016/J.TICS.2018.0
7.006

Buzsáki, G., and Wang, X. J. (2012). Mechanisms of gamma oscillations. Annu.
Rev. Neurosci. 35, 203–225.

Canolty, R. T., Edwards, E., Dalal, S. S., Soltani, M., Nagarajan, S. S., Kirsch,
H. E., et al. (2006). High Gamma Power Is Phase-Locked to Theta Oscillations in
Human Neocortex. Science 313, 1626–1628.

Cavanagh, J. F., and Frank, M. J. (2014). Frontal theta as a mechanism for
cognitive control. Trends Cogn. Sci. 18, 414–421.

Cellier, D., Riddle, J., Petersen, I., and Hwang, K. (2021). The development of
theta and alpha neural oscillations from ages 3 to 24 years. Dev. Cogn. Neurosci.
50:100969. doi: 10.1016/j.dcn.2021.100969

Chadwick, A., van Rossum, M. C., and Nolan, M. F. (2015). Independent
theta phase coding accounts for CA1 population sequences and enables flexible
remapping. eLife 4:e03542. doi: 10.7554/eLife.03542

Clouter, A., Shapiro, K. L., and Hanslmayr, S. (2017). Theta Phase
Synchronization Is the Glue that Binds Human Associative Memory. Curr. Biol.
27, 3143–3148.e6. doi: 10.1016/j.cub.2017.09.001

Collin, S. H. P., Milivojevic, B., and Doeller, C. F. (2015). Memory hierarchies
map onto the hippocampal long axis in humans. Nat. Neurosci. 18, 1562–1564.
doi: 10.1038/nn.4138

Cooper, N., Croft, R., Dominey, S., Burgess, A. P., and Gruzelier, J. H.
(2003). Paradox lost? Exploring the role of alpha oscillations during externally
vs. internally directed attention and the implications for idling and inhibition
hypotheses. Int. J. Psychophysiol. 47, 65–74. doi: 10.1016/s0167-8760(02)0
0107-1

Corbetta, M., Shulman, G. L., Miezin, F. M., and Petersen, S. E. (1995). Superior
Parietal Cortex Activation During Spatial Attention Shifts and Visual Feature
Conjunction. Science 270, 802–805. doi: 10.1126/science.270.5237.802

Cowan, N. (1988). Evolving Conceptions of Memory Storage, Selective
Attention, and their Mutual Constraints Within the Human Information-
Processing System. Psychol. Bull. 104, 163–191. doi: 10.1037/0033-2909.104.2.163

Cowan, N. (1997). Attention and memory: An Integrated Framework. New York,
NY: Oxford Academic. doi: 10.1093/acprof:oso/9780195119107.001.0001

Cowan, N. (2001). The magical number 4 in short-term memory: A
reconsideration of mental storage capacity. Behav. Brain Sci. 24, 87–114. doi:
10.1017/S0140525X01003922

Cowan, N. (2016). Working memory maturation: Can we get at the
essence of cognitive growth? Perspect. Psychol. Sci. 11, 239–264. doi: 10.1177/
1745691615621279

Cowan, N. (2019). Short-term memory based on activated long-term memory:
A review in response to Norris (2017). Psychol. Bull. 145, 822–847. doi: 10.1037/
bul0000199

Craik, F. I. M., and Lockhart, R. S. (1972). Levels of processing: A framework for
memory research. J. Verb. Learn. Verb. Behav. 11, 671–684. doi: 10.1016/S0022-
5371(72)80001-X

Daume, J., Gruber, T., Engel, A. K., and Friese, U. (2017). Phase-
amplitude coupling and long-range phase synchronization reveal frontotemporal
interactions during visual working memory. J. Neurosci. 37, 313–322. doi: 10.1523/
JNEUROSCI.2130-16.2017

De Cothi, W., Nyberg, N., Griesbauer, E. M., Ghanamé, C., Zisch, F., Lefort,
J. M., et al. (2022). Predictive maps in rats and humans for spatial navigation. Curr.
Biol. doi: 10.1016/j.cub.2022.06.090 [Epub ahead of print].

Deuker, L., Olligs, J., Fell, J., and T, K.-J. (2013). Memory consolidation by replay
of stimulus-specific neural activity. J. Neurosci. 33, 19373–19383. doi: 10.1523/
JNEUROSCI.0414-13.2013

Deuker, L, Bellmund, J. L., Navarro Schröder, T., and Doeller, C. F. (2016). An
event map of memory space in the hippocampus. eLife 5:e16534. doi: 10.7554/
eLife.16534

Diekelmann, S., and Born, J. (2010). The memory function of sleep. Nat. Rev.
Neurosci. 11, 114–126. doi: 10.1038/nrn2762

Eichenbaum, H. (2017). On the integration of space, time, and memory. Neuron
95, 1007–1018. doi: 10.1016/j.neuron.2017.06.036

Frontiers in Human Neuroscience 16 frontiersin.org

https://doi.org/10.3389/fnhum.2022.905837
https://doi.org/10.1126/sciadv.abj9782
https://doi.org/10.1016/j.cub.2016.04.035
https://doi.org/10.1016/j.cub.2016.04.035
https://doi.org/10.2307/1421672
https://doi.org/10.1093/cercor/bhp223
https://doi.org/10.1093/cercor/bhp223
https://doi.org/10.1523/JNEUROSCI.1778-08.2008
https://doi.org/10.1016/j.cub.2015.12.048
https://doi.org/10.1037/h0021465
https://doi.org/10.1037/h0021465
https://doi.org/10.1371/journal.pbio.2003805
https://doi.org/10.1016/J.NEURON.2014.12.018
https://doi.org/10.1016/J.NEURON.2014.12.018
https://doi.org/10.1073/pnas.2114377119
https://doi.org/10.1073/pnas.2114377119
https://doi.org/10.1126/science.aat6766
https://doi.org/10.1007/BF01789984
https://doi.org/10.1016/j.tics.2011.10.001
https://doi.org/10.1038/228477a0
https://doi.org/10.1177/1073858407299290
https://doi.org/10.1016/j.neuron.2012.06.037
https://doi.org/10.1016/j.neuron.2012.06.037
https://doi.org/10.1523/JNEUROSCI.1193-09.2009
https://doi.org/10.1126/science.281.5380.1185
https://doi.org/10.1126/science.281.5380.1185
https://doi.org/10.1523/JNEUROSCI.2057-12.2013
https://doi.org/10.1523/JNEUROSCI.2057-12.2013
https://doi.org/10.1523/JNEUROSCI.0113-09.2009
https://doi.org/10.1523/JNEUROSCI.0113-09.2009
https://doi.org/10.1093/cercor/6.2.81
https://doi.org/10.1126/science.1099745
https://doi.org/10.1016/J.TICS.2018.07.006
https://doi.org/10.1016/J.TICS.2018.07.006
https://doi.org/10.1016/j.dcn.2021.100969
https://doi.org/10.7554/eLife.03542
https://doi.org/10.1016/j.cub.2017.09.001
https://doi.org/10.1038/nn.4138
https://doi.org/10.1016/s0167-8760(02)00107-1
https://doi.org/10.1016/s0167-8760(02)00107-1
https://doi.org/10.1126/science.270.5237.802
https://doi.org/10.1037/0033-2909.104.2.163
https://doi.org/10.1093/acprof:oso/9780195119107.001.0001
https://doi.org/10.1017/S0140525X01003922
https://doi.org/10.1017/S0140525X01003922
https://doi.org/10.1177/1745691615621279
https://doi.org/10.1177/1745691615621279
https://doi.org/10.1037/bul0000199
https://doi.org/10.1037/bul0000199
https://doi.org/10.1016/S0022-5371(72)80001-X
https://doi.org/10.1016/S0022-5371(72)80001-X
https://doi.org/10.1523/JNEUROSCI.2130-16.2017
https://doi.org/10.1523/JNEUROSCI.2130-16.2017
https://doi.org/10.1016/j.cub.2022.06.090
https://doi.org/10.1523/JNEUROSCI.0414-13.2013
https://doi.org/10.1523/JNEUROSCI.0414-13.2013
https://doi.org/10.7554/eLife.16534
https://doi.org/10.7554/eLife.16534
https://doi.org/10.1038/nrn2762
https://doi.org/10.1016/j.neuron.2017.06.036
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org/


fnhum-16-905837 September 29, 2022 Time: 15:59 # 17

Köster and Gruber 10.3389/fnhum.2022.905837

Engel, A. K., and Fries, P. (2010). Beta-band oscillations — signalling the status
quo? Curr. Opin. Neurobiol. 20, 156–165. doi: 10.1016/J.CONB.2010.02.015

Engel, A. K., and Singer, W. (2001). Temporal binding and the neural correlates
of sensory awareness. Trends Cogn. Sci. 5, 16–25. doi: 10.1016/S1364-6613(00)
01568-0

Engel, A. K., Fries, P., and Singer, W. (2001). Dynamic predictions: Oscillations
and synchrony in top–down processing. Nat. Rev. Neurosci. 2, 704–716. doi: 10.
1038/35094565

Engel, A. K., Maye, A., Kurthen, M., and König, P. (2013). Where’s the action?
The pragmatic turn in cognitive science. Trends Cogn. Sci. 17, 202–209. doi:
10.1016/J.TICS.2013.03.006

Estefan, D. P., Zucca, R., Arsiwalla, X., Principe, A., Zhang, H., Rocamora,
R., et al. (2021). Volitional learning promotes theta phase coding in the human
hippocampus. Proc. Natil. Acad. Sci. U.S.A. 118:e2021238118. doi: 10.1073/pnas.
2021238118

Fell, J., and Axmacher, N. (2011). The role of phase synchronization in memory
processes. Nat. Rev. Neurosci. 12, 105–118. doi: 10.1038/nrn2979

Fell, J., Klaver, P., Elfadil, H., Schaller, C., Elger, C. E., and Fernández, G. (2003).
Rhinal-hippocampal theta coherence during declarative memory formation:
Interaction with gamma synchronization? Eur. J. Neurosci. 17, 1082–1088. doi:
10.1046/j.1460-9568.2003.02522.x

Fell, J., Klaver, P., Lehnertz, K., Grunwald, T., Schaller, C., Elger, C. E., et al.
(2001). Human memory formation is accompanied by rhinal-hippocampal
coupling and decoupling. Nat. Neurosci. 4, 1259–1264. doi: 10.1038/
nn759

Felleman, D. J., and Van Essen, D. C. (1991). Distributed hierachical processing
in the primate cerebral cortex. Cereb. Cortex 1, 1–47. doi: 10.1093/cercor/1.1.1

Fiebelkorn, I. C., and Kastner, S. (2019). A rhythmic theory of attention. Trends
Cogn. Sci. 23, 87–101. doi: 10.1016/J.TICS.2018.11.009

Fiebelkorn, I. C., Pinsk, M. A., and Kastner, S. (2018). A dynamic interplay
within the frontoparietal network underlies rhythmic spatial attention. Neuron 99,
842–853.e8. doi: 10.1016/J.NEURON.2018.07.038

Foster, D. J., and Wilson, M. A. (2007). Hippocampal theta sequences.
Hippocampus 17, 1093–1099.

Fries, P. (2015). Rhythms for cognition: Communication through Coherence.
Neuron 88, 220–235. doi: 10.1016/j.neuron.2015.09.034

Fries, P., Reynolds, J. H., Rorie, A. E., and Desimone, R. (2001). Modulation
of oscillatory neuronal synchronization by selective visual attention. Science 291,
1560–1563.

Friese, U., Köster, M., Hassler, U., Martens, U., Trujillo-Barreto, N., and
Gruber, T. (2013). Successful memory encoding is associated with increased cross-
frequency coupling between frontal theta and posterior gamma oscillations in
human scalp-recorded EEG. Neuroimage 66, 642–647.

Friston, K. (2010). The free-energy principle: A unified brain theory? Nat. Rev.
Neurosci. 11, 127–138. doi: 10.1038/nrn2787

Fuentemilla, L., Penny, W. D., Cashdollar, N., Bunzeck, N., and Düzel, E. (2010).
Theta-coupled periodic replay in working memory. Curr. Biol. 20, 606–612. doi:
10.1016/J.CUB.2010.01.057

Gauthier, I., Skudlarski, P., Gore, J. C., and Anderson, A. W. (2000). Expertise
for cars and birds recruits brain areas involved in face recognition. Nat. Neurosci.
3, 191–197. doi: 10.1038/72140

Gazzaniga, M. S. (2000). The new cognitive neurosciences. Cambridge, MA: MIT
Press.

Giraud, A. L., and Poeppel, D. (2012). Cortical oscillations and speech
processing: emerging computational principles and operations. Nat. Neurosci. 15,
511–517. doi: 10.1038/nn.3063

Goodale, M., and Milner, D. (1992). Separate visual pathways for perception and
action. Trends Neurosci. 15, 20–25. doi: 10.1016/0166-2236(92)90344-8

Graetz, S., Daume, J., Friese, U., and Gruber, T. (2019). Alterations in oscillatory
cortical activity indicate changes in mnemonic processing during continuous item
recognition. Exp. Brain Res. 237, 573–583. doi: 10.1007/s00221-018-5439-4

Gray, C. M., König, P., Engel, A. K., and Singer, W. (1989). Oscillatory responses
in cat visual cortex exhibit inter-columnar synchronization which reflects global
stimulus properties. Nature 338, 334–337. doi: 10.1038/338334a0

Greenberg, J. A., Burke, J. F., Haque, R., Kahana, M. J., and Zaghloul,
K. A. (2015). Decreases in theta and increases in high frequency activity
underlie associative memory encoding. Neuroimage 114, 257–263. doi: 10.1016/
j.neuroimage.2015.03.077

Griffiths, B. J., Martín-Buro, M. C., Staresina, B. P., and Hanslmayr, S. (2021).
Disentangling neocortical alpha/beta and hippocampal theta/gamma oscillations
in human episodic memory formation. Neuroimage 242:118454. doi: 10.1016/j.
neuroimage.2021.118454

Griffiths, B. J., Parish, G., Roux, F., Michelmann, S., Van Der Plas, M., Kolibius,
L. D., et al. (2019). Directional coupling of slow and fast hippocampal gamma with
neocortical alpha/beta oscillations in human episodic memory. Proc. Natil. Acad.
Sci. U.S.A. 116, 21834–21842. doi: 10.1073/pnas.1914180116

Griffiths, B. J., Zaehle, T., Repplinger, S., Schmitt, F. C., Voges, J., Hanslmayr,
S., et al. (2022). Rhythmic interactions between the mediodorsal thalamus and
prefrontal cortex precede human visual perception. Nat. Commun. 13:3736. doi:
10.1038/s41467-022-31407-z

Griffiths, B., Mazaheri, A., Debener, S., and Hanslmayr, S. (2016). Brain
oscillations track the formation of episodic memories in the real world.
Neuroimage 143, 256–266. doi: 10.1016/J.NEUROIMAGE.2016.09.021

Gulbinaite, R., Roozendaal, D. H. M., and VanRullen, R. (2019). Attention
differentially modulates the amplitude of resonance frequencies in the visual
cortex. Neuroimage 203:116146. doi: 10.1016/j.neuroimage.2019.116146

Haegens, S., Nacher, V., Luna, R., Romo, R., and Jensen, O. (2011). Oscillations
in the monkey sensorimotor network influence discrimination performance by
rhythmical inhibition of neural spiking. Proc. Natil. Acad. Sci. U.S.A. 108, 19377–
19382. doi: 10.1073/pnas.1117190108

Halgren, E. (1988). “Human hippocampal and amygdala recording and
stimulation: evidence for a neural model of recent memory,” in Neuropsychology of
Memory, eds L. R. Squire and N. Butters (New York, NY: Guilford Press), 165–182.

Hanes, D. P., and Wurtz, R. H. (2001). Interaction of the frontal eye field
and superior colliculus for saccade generation. J. Neurophysiol. 85, 804–815. doi:
10.1152/jn.2001.85.2.804

Hanslmayr, S., Axmacher, N., and Inman, C. S. (2019). Modulating human
memory via entrainment of brain oscillations. Trends Neurosci. 42, 485–499.

Hanslmayr, S., Spitzer, B., and Bäuml, K. H. (2009). Brain oscillations dissociate
between semantic and nonsemantic encoding of episodic memories. Cereb. Cortex
19, 1631–1640. doi: 10.1093/cercor/bhn197

Hanslmayr, S., Staresina, B. P., and Bowman, H. (2016). Oscillations
and episodic memory: Addressing the synchronization/desynchronization
conundrum. Trends Neurosci. 39, 16–25. doi: 10.1016/j.tins.2015.11.004

Hasselmo, M. E., and Eichenbaum, H. E. (2005). Hippocampal mechanisms
for the context-dependent retrieval of episodes. Neural Netw. 18, 1172–1190.
doi: 10.1016/j.neunet.2005.08.007

Hasselmo, M. E., Bodelón, C., and Wyble, B. P. (2002). A proposed function
for hippocampal theta rhythm: Separate phases of encoding and retrieval
enhance reversal of prior learning. Neural Comput. 14, 793–817. doi: 10.1162/
089976602317318965

Hassler, U., Barreto, N., and Gruber, T. (2011). Induced gamma band responses
in human EEG after the control of miniature saccadic artifacts. Neuroimage 57,
1411–1421. doi: 10.1016/j.neuroimage.2011.05.062

Hebb, D. O. (1949). The organization of behavior: A neuropsychological theory.
New York, NY: Wiely. doi: 10.2307/1418888

Helfrich, R. F., Fiebelkorn, I. C., Szczepanski, S. M., Lin, J. J., Parvizi, J., Knight,
R. T., et al. (2018). Neural mechanisms of sustained attention are rhythmic.Neuron
99, 854–865.e5. doi: 10.1016/j.neuron.2018.07.032

Herman, P. A., Lundqvist, M., and Lansner, A. (2013). Nested theta to gamma
oscillations and precise spatiotemporal firing during memory retrieval in a
simulated attractor network. Brain Res. 1536, 68–87. doi: 10.1016/j.brainres.2013.
08.002

Herring, J. D., Esterer, S., Marshall, T. R., Jensen, O., and Bergmann, T. O.
(2019). Low-frequency alternating current stimulation rhythmically suppresses
gamma-band oscillations and impairs perceptual performance. Neuroimage 184,
440–449. doi: 10.1016/J.NEUROIMAGE.2018.09.047

Herrmann, C. S., Munk, M. H., and Engel, A. K. (2004). Cognitive functions
of gamma-band activity: memory match and utilization. Trends Cogn. Sci. 8,
347–355. doi: 10.1016/j.tics.2004.06.006

Heusser, A. C., Poeppel, D., Ezzyat, Y., and Davachi, L. (2016). Episodic
sequence memory is supported by a theta–gamma phase code. Nat. Neurosci. 19,
1374–1380. doi: 10.1038/nn.4374

Hummos, A., and Nair, S. S. (2017). An integrative model of the intrinsic
hippocampal theta rhythm. PLoS One 12:e0182648. doi: 10.1371/journal.pone.
0182648

Jacobs, J., Weidemann, C. T., Miller, J. F., Solway, A., Burke, J. F., Wei, X.-
X., et al. (2013). Direct recordings of grid-like neural activity in human spatial
navigation. Nat. Neurosci. 16, 1188–1190. doi: 10.1038/nn.3466

Jahn, A., Nee, D. E., Alexander, W. H., and Brown, J. W. (2014). Distinct regions
of anterior cingulate cortex signal prediction and outcome evaluation. Neuroimage
95, 80–89. doi: 10.1016/j.neuroimage.2014.03.050

Jenkinson, N., and Brown, P. (2011). New insights into the relationship between
dopamine, beta oscillations and motor function. Trends Neurosci. 34, 611–618.
doi: 10.1016/j.tins.2011.09.003

Frontiers in Human Neuroscience 17 frontiersin.org

https://doi.org/10.3389/fnhum.2022.905837
https://doi.org/10.1016/J.CONB.2010.02.015
https://doi.org/10.1016/S1364-6613(00)01568-0
https://doi.org/10.1016/S1364-6613(00)01568-0
https://doi.org/10.1038/35094565
https://doi.org/10.1038/35094565
https://doi.org/10.1016/J.TICS.2013.03.006
https://doi.org/10.1016/J.TICS.2013.03.006
https://doi.org/10.1073/pnas.2021238118
https://doi.org/10.1073/pnas.2021238118
https://doi.org/10.1038/nrn2979
https://doi.org/10.1046/j.1460-9568.2003.02522.x
https://doi.org/10.1046/j.1460-9568.2003.02522.x
https://doi.org/10.1038/nn759
https://doi.org/10.1038/nn759
https://doi.org/10.1093/cercor/1.1.1
https://doi.org/10.1016/J.TICS.2018.11.009
https://doi.org/10.1016/J.NEURON.2018.07.038
https://doi.org/10.1016/j.neuron.2015.09.034
https://doi.org/10.1038/nrn2787
https://doi.org/10.1016/J.CUB.2010.01.057
https://doi.org/10.1016/J.CUB.2010.01.057
https://doi.org/10.1038/72140
https://doi.org/10.1038/nn.3063
https://doi.org/10.1016/0166-2236(92)90344-8
https://doi.org/10.1007/s00221-018-5439-4
https://doi.org/10.1038/338334a0
https://doi.org/10.1016/j.neuroimage.2015.03.077
https://doi.org/10.1016/j.neuroimage.2015.03.077
https://doi.org/10.1016/j.neuroimage.2021.118454
https://doi.org/10.1016/j.neuroimage.2021.118454
https://doi.org/10.1073/pnas.1914180116
https://doi.org/10.1038/s41467-022-31407-z
https://doi.org/10.1038/s41467-022-31407-z
https://doi.org/10.1016/J.NEUROIMAGE.2016.09.021
https://doi.org/10.1016/j.neuroimage.2019.116146
https://doi.org/10.1073/pnas.1117190108
https://doi.org/10.1152/jn.2001.85.2.804
https://doi.org/10.1152/jn.2001.85.2.804
https://doi.org/10.1093/cercor/bhn197
https://doi.org/10.1016/j.tins.2015.11.004
https://doi.org/10.1016/j.neunet.2005.08.007
https://doi.org/10.1162/089976602317318965
https://doi.org/10.1162/089976602317318965
https://doi.org/10.1016/j.neuroimage.2011.05.062
https://doi.org/10.2307/1418888
https://doi.org/10.1016/j.neuron.2018.07.032
https://doi.org/10.1016/j.brainres.2013.08.002
https://doi.org/10.1016/j.brainres.2013.08.002
https://doi.org/10.1016/J.NEUROIMAGE.2018.09.047
https://doi.org/10.1016/j.tics.2004.06.006
https://doi.org/10.1038/nn.4374
https://doi.org/10.1371/journal.pone.0182648
https://doi.org/10.1371/journal.pone.0182648
https://doi.org/10.1038/nn.3466
https://doi.org/10.1016/j.neuroimage.2014.03.050
https://doi.org/10.1016/j.tins.2011.09.003
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org/


fnhum-16-905837 September 29, 2022 Time: 15:59 # 18

Köster and Gruber 10.3389/fnhum.2022.905837

Jensen, O., and Lisman, J. E. (2005). Hippocampal sequence-encoding driven
by a cortical multi-item working memory buffer. Trends Neurosci. 28, 67–72.
doi: 10.1016/j.tins.2004.12.001

Jensen, O., and Mazaheri, A. (2010). Shaping Functional Architecture by
Oscillatory Alpha Activity: Gating by Inhibition. Front. Hum. Neurosci. 4:186.
doi: 10.3389/fnhum.2010.00186

Jensen, O., and Tesche, C. D. (2002). Frontal theta activity in humans increases
with memory load in a working memory task. Eur. J. Neurosci. 15, 1395–1399.
doi: 10.1046/j.1460-9568.2002.01975.x

Kaiser, J., Ripper, B., Birbaumer, N., and Lutzenberger, W. (2003). Dynamics of
gamma-band activity in human magnetoencephalogram during auditory pattern
working memory. Neuroimage 20, 816–827. doi: 10.1016/S1053-8119(03)00350-1

Kaplan, R., Bush, D., Bonnefond, M., Bandettini, P. A., Barnes, G. R., Doeller,
C. F., et al. (2014). Medial prefrontal theta phase coupling during spatial memory
retrieval. Hippocampus 24, 656–665. doi: 10.1002/hipo.22255

Keeley, S., Fenton, A. A., and Rinzel, J. (2017). Modeling fast and slow gamma
oscillations with interneurons of different subtype. J Neurophysiol. 117, 950–965.
doi: 10.1152/jn.00490.2016

Keren, A. S., Yuval-Greenberg, S., and Deouell, L. Y. (2010). Saccadic spike
potentials in gamma-band EEG: Characterization, detection and suppression.
Neuroimage 49, 2248–2263. doi: 10.1016/j.neuroimage.2009.10.057

Kerrén, C., Linde-Domingo, J., Hanslmayr, S., and Wimber, M. (2018). An
Optimal Oscillatory Phase for Pattern Reactivation during Memory Retrieval.
Curr. Biol. 28, 3383–3392.e6. doi: 10.1016/J.CUB.2018.08.065

Khader, P. H., Jost, K., Ranganath, C., and Rösler, F. (2010). Theta and alpha
oscillations during working-memory maintenance predict successful long-term
memory encoding. Neurosci. Lett. 468, 339–343. doi: 10.1016/j.neulet.2009.11.028

Khanna, P., and Carmena, J. M. (2015). Neural oscillations: beta band activity
across motor networks. Curr. Opin. Neurobiol. 32, 60–67. doi: 10.1016/j.conb.
2014.11.010

Kim, J., and Fanselow, M. (1992). Modality-specific retrograde amnesia of fear.
Science 256, 675–677. doi: 10.1126/science.1585183

Kirchhoff, B. A., Wagner, A. D., Maril, A., and Stern, C. E. (2000). Prefrontal-
Temporal Circuitry for Episodic Encoding and Subsequent Memory. J. Neurosci.
20, 6173–6180. doi: 10.1523/JNEUROSCI.20-16-06173.2000

Klimesch, W. (1999). EEG alpha and theta oscillations reflect cognitive and
memory performance: A review and analysis. Brain Res. Rev. 29, 169–195. doi:
10.1016/S0165-0173(98)00056-3

Klimesch, W. (2012). Alpha-band oscillations, attention, and controlled access
to stored information. Trends Cogn. Sci. 16, 606–617. doi: 10.1016/j.tics.2012.1
0.007

Klimesch, W. (2013). An algorithm for the EEG frequency architecture of
consciousness and brain body coupling. Front. Hum. Neurosci. 7:766. doi: 10.3389/
fnhum.2013.00766

Klimesch, W., Doppelmayr, M., Schimke, H., and Ripper, B. (1997). Theta
synchronization and alpha desynchronization in a memory task. Psychophysiology
34, 169–176. doi: 10.1111/j.1469-8986.1997.tb02128.x

Klimesch, W., Doppelmayr, M., Yonelinas, A., Kroll, N. E. A., Lazzara, M.,
Rehm, D., et al. (2001). Theta synchronization during episodic retrieval: Neural
correlates of conscious awareness. Cogn. Brain Res. 12, 33–38. doi: 10.1016/S0926-
6410(01)00024-6

Köster, M. (2016). What about microsaccades in the electroencephalogram of
infants? Proc. Biol. Sci. 283:20160739. doi: 10.1098/rspb.2016.0739

Köster, M., Finger, H., Graetz, S., Kater, M., and Gruber, T. (2018). Theta-gamma
coupling binds visual perceptual features in an associative memory task. Sci. Rep.
8:17688. doi: 10.1038/s41598-018-35812-7

Köster, M., Haese, A., and Czernochowski, D. (2017b). Neural oscillations
reveal the processes underlying intentional compared to incidental learning in
children and young adults. PLoS One 12:e0182540. doi:10.1371/journal.pone.
0182540

Köster, M., Finger, H., Kater, M.-J., Schenk, C., and Gruber, T. (2017a). Neural
Oscillations Indicate Sleep-dependent Changes in the Cortical Memory Trace.
J. Cogn. Neurosci. 29, 698–707. doi: 10.1162/jocn_a_01071

Köster, M., Friese, U., Schöne, B., Trujillo-Barreto, N., and Gruber, T. (2014).
Theta–gamma coupling during episodic retrieval in the human EEG. Brain Res.
1577, 57–68.

Köster, M., Kayhan, E., Langeloh, M., and Hoehl, S. (2020). Making sense of the
world: Infant learning from a predictive processing perspective. Perspect. Psychol.
Sci., 15, 562—571. doi: 10.1177/1745691619895071

Köster, M., Martens, U., and Gruber, T. (2019b). Memory entrainment by
visually evoked theta-gamma coupling. Neuroimage 188, 181–187. doi: 10.1016/
J.NEUROIMAGE.2018.12.002

Köster, M., Langeloh, M., and Hoehl, S. (2019a). Visually entrained theta
oscillations increase for unexpected events in the infant brain. Psychol. Sci. 30,
1656–1663. doi: 10.1177/0956797619876260

Köster, M., Langeloh, M., Michel, C., and Hoehl, S. (2021). Young infants
process prediction errors at the theta rhythm. Neuroimage 236:118074. doi: 10.
1016/j.neuroimage.2021.118074

Kovach, C. K., Oya, H., and Kawasaki, H. (2018). The bispectrum and its
relationship to phase-amplitude coupling. Neuroimage 173, 518–539.

Kunz, L., Wang, L., Lachner-Piza, D., Zhang, H., Brandt, A., Dümpelmann,
M., et al. (2019). Hippocampal theta phases organize the reactivation of large-
scale electrophysiological representations during goal-directed navigation. Sci.
Adv. 5:eaav8192. doi: 10.1126/sciadv.aav8192

Landau, A. N., Schreyer, H. M., Van Pelt, S., and Fries, P. (2015). Distributed
attention is implemented through theta-rhythmic gamma modulation. Curr. Biol.
25, 2332–2337. doi: 10.1016/j.cub.2015.07.048

Lansner, A., Marklund, P., Sikström, S., and Nilsson, L.-G. (2013). Reactivation
in working memory: An attractor network model of free recall. PLoS One 8:e73776.
doi: 10.1371/journal.pone.0073776

Lisman, J. (2010). Working memory: The importance of theta and gamma
oscillations. Curr. Biol. 20, R490–492. doi: 10.1016/j.cub.2010.04.011

Lisman, J. E., and Jensen, O. (2013). The theta-gamma neural code. Neuron 77,
1002–1016. doi: 10.1016/j.neuron.2013.03.007

Lowet, E., Roberts, M. J., Bosman, C. A., Fries, P., and de Weerd, P. (2016).
Areas V1 and V2 show microsaccade-related 3-4-Hz covariation in gamma power
and frequency. Eur. J. Neurosci. 43, 1286–1296. doi: 10.1111/ejn.13126

Lundqvist, M., Compte, A., and Lansner, A. (2010). Bistable, irregular firing and
population oscillations in a modular attractor memory network. PLoS Comput.
Biol. 6:e1000803. doi: 10.1371/journal.pcbi.1000803

Lundqvist, M., Herman, P., and Lansner, A. (2011). Theta and gamma power
increases and alpha/beta power decreases with memory load in an attractor
network model. J. Cogn. Neurosci. 23, 3008–3020. doi: 10.1162/jocn_a_00029

Lundqvist, M., Rose, J., Herman, P., Brincat, S. L. L., Buschman, T. J. J., and
Miller, E. K. K. (2016). Gamma and beta bursts underlie working memory. Neuron
90, 152–164. doi: 10.1016/j.neuron.2016.02.028

Marshall, L., and Born, J. (2007). The contribution of sleep to hippocampus-
dependent memory consolidation. Trends Cogn. Sci. 11, 442–450. doi: 10.1016/j.
tics.2007.09.001

Mazzoni, A., Lindén, H., Cuntz, H., Lansner, A., Panzeri, S., and Einevoll,
G. T. (2015). Computing the Local Field Potential (LFP) from integrate-and-
fire network models. PLoS Comput. Biol. 11:e1004584. doi: 10.1371/journal.pcbi.
1004584

McClelland, J. L., McNaughton, B. L., and O’Reilly, R. C. (1995). Why
there are complementary learning systems in the hippocampus and neortex:
Insights from the successes and failures of connectionist models of learning
and memory. Psychol. Rev. 102, 419–457. doi: 10.1037/0033-295X.102.3.
419

Michalareas, G., Vezoli, J., van Pelt, S., Schoffelen, J.-M., Kennedy, H., and Fries,
P. (2016). Alpha-beta and gamma rhythms subserve feedback and feedforward
influences among human visual cortical areas. Neuron 89, 384–397. doi: 10.1016/
j.neuron.2015.12.018

Miller, J., Neufang, M., Solway, A., and Brandt, A. (2013). Neural activity in
human hippocampal formation reveals the spatial context of retrieved memories.
Science 1111, 1111–1114. doi: 10.1126/science.1244056

Mölle, M., Marshall, L., Fehm, H. L., and Born, J. (2002). EEG theta
synchronization conjoined with alpha desynchronization indicate intentional
encoding. Eur. J. Neurosci. 15, 923–928. doi: 10.1046/j.1460-9568.2002.
01921.x

Mormann, F., Fell, J., Axmacher, N., Weber, B., Lehnertz, K., Elger, C. E., et al.
(2005). Phase/amplitude reset and theta-gamma interaction in the human medial
temporal lobe during a continuous word recognition memory task. Hippocampus
15, 890–900. doi: 10.1002/hipo.20117

Nadel, L., and Moscovitch, M. (1997). Memory consolidation, retrograde
amnesia and the hippocampal complex. Curr. Opin. Neurobiol. 7, 217–227. doi:
10.1016/S0959-4388(97)80010-4

Norris, D. (2017). Short-term memory and long-term memory are still different.
Psychol. Bull. 143, 992–1009. doi: 10.1037/bul0000108

Frontiers in Human Neuroscience 18 frontiersin.org

https://doi.org/10.3389/fnhum.2022.905837
https://doi.org/10.1016/j.tins.2004.12.001
https://doi.org/10.3389/fnhum.2010.00186
https://doi.org/10.1046/j.1460-9568.2002.01975.x
https://doi.org/10.1016/S1053-8119(03)00350-1
https://doi.org/10.1002/hipo.22255
https://doi.org/10.1152/jn.00490.2016
https://doi.org/10.1016/j.neuroimage.2009.10.057
https://doi.org/10.1016/J.CUB.2018.08.065
https://doi.org/10.1016/j.neulet.2009.11.028
https://doi.org/10.1016/j.conb.2014.11.010
https://doi.org/10.1016/j.conb.2014.11.010
https://doi.org/10.1126/science.1585183
https://doi.org/10.1523/JNEUROSCI.20-16-06173.2000
https://doi.org/10.1016/S0165-0173(98)00056-3
https://doi.org/10.1016/S0165-0173(98)00056-3
https://doi.org/10.1016/j.tics.2012.10.007
https://doi.org/10.1016/j.tics.2012.10.007
https://doi.org/10.3389/fnhum.2013.00766
https://doi.org/10.3389/fnhum.2013.00766
https://doi.org/10.1111/j.1469-8986.1997.tb02128.x
https://doi.org/10.1016/S0926-6410(01)00024-6
https://doi.org/10.1016/S0926-6410(01)00024-6
https://doi.org/10.1098/rspb.2016.0739
https://doi.org/10.1038/s41598-018-35812-7
https://doi.org/10.1371/journal.pone.0182540
https://doi.org/10.1371/journal.pone.0182540
https://doi.org/10.1162/jocn_a_01071
https://doi.org/10.1177/1745691619895071
https://doi.org/10.1016/J.NEUROIMAGE.2018.12.002
https://doi.org/10.1016/J.NEUROIMAGE.2018.12.002
https://doi.org/10.1177/0956797619876260
https://doi.org/10.1016/j.neuroimage.2021.118074
https://doi.org/10.1016/j.neuroimage.2021.118074
https://doi.org/10.1126/sciadv.aav8192
https://doi.org/10.1016/j.cub.2015.07.048
https://doi.org/10.1371/journal.pone.0073776
https://doi.org/10.1016/j.cub.2010.04.011
https://doi.org/10.1016/j.neuron.2013.03.007
https://doi.org/10.1111/ejn.13126
https://doi.org/10.1371/journal.pcbi.1000803
https://doi.org/10.1162/jocn_a_00029
https://doi.org/10.1016/j.neuron.2016.02.028
https://doi.org/10.1016/j.tics.2007.09.001
https://doi.org/10.1016/j.tics.2007.09.001
https://doi.org/10.1371/journal.pcbi.1004584
https://doi.org/10.1371/journal.pcbi.1004584
https://doi.org/10.1037/0033-295X.102.3.419
https://doi.org/10.1037/0033-295X.102.3.419
https://doi.org/10.1016/j.neuron.2015.12.018
https://doi.org/10.1016/j.neuron.2015.12.018
https://doi.org/10.1126/science.1244056
https://doi.org/10.1046/j.1460-9568.2002.01921.x
https://doi.org/10.1046/j.1460-9568.2002.01921.x
https://doi.org/10.1002/hipo.20117
https://doi.org/10.1016/S0959-4388(97)80010-4
https://doi.org/10.1016/S0959-4388(97)80010-4
https://doi.org/10.1037/bul0000108
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org/


fnhum-16-905837 September 29, 2022 Time: 15:59 # 19

Köster and Gruber 10.3389/fnhum.2022.905837

O’Keefe, J., and Recce, M. L. (1993). Phase relationship between hippocampal
place units and the EEG theta rhythm. Hippocampus 3, 317–330. doi: 10.1002/
hipo.450030307

O’Regan, J. K., and Noë, A. (2001). A sensorimotor account of vision and visual
consciousness. Behav. Brain Sci. 24, 939–973. doi: 10.1017/S0140525X01000115

Obleser, J., and Kayser, C. (2019). Neural entrainment and attentional selection
in the listening brain. Trends Cogn. Sci. 23, 913–926.

Obleser, J., Wostmann, M., Hellbernd, N., Wilsch, A., and Maess, B. (2012).
Adverse listening conditions and memory load drive a common alpha oscillatory
network. J. Neurosci. 32, 12376–12383. doi: 10.1523/JNEUROSCI.4908-11.2012

Ofen, N., and Shing, Y.L. (2013). From perception to memory: Changes in
memory systems across the lifespan. Neurosci. Biobehav. Rev. 37, 2258–2267.

Osipova, D., Takashima, A., Oostenveld, R., Fernandez, G., Maris, E., and
Jensen, O. (2006). Theta and gamma oscillations predict encoding and retrieval
of declarative memory. J. Neurosci. 26, 7523–7531.

Otero-Millan, J., Troncoso, X. G., Macknik, S. L., Serrano-Pedraza, I., and
Martinez-Conde, S. (2008). Saccades and microsaccades during visual fixation,
exploration, and search: foundations for a common saccadic generator. J. Vis. 8:21.
doi: 10.1167/8.14.21

Palva, S., and Palva, J. M. (2007). New vistas for α-frequency band oscillations.
Trends Neurosci. 30, 150–158. doi: 10.1016/j.tins.2007.02.001

Parkin, A. J., Reid, T. K., and Russo, R. (1990). On the differential nature of
implicit and explicit memory. Mem. Cogn. 18, 507–514. doi: 10.3758/BF03198483

Pavlides, C., Greenstein, Y. J., Grudman, M., and Winson, J. (1988). Long-term
potentiation in the dentate gyrus is induced preferentially on the positive phase of
θ-rhythm. Brain Res. 439, 383–387. doi: 10.1016/0006-8993(88)91499-0

Pesaran, B., Pezaris, J. S., Sahani, M., Mitra, P. P., and Andersen, R. A. (2002).
Temporal structure in neuronal activity during working memory in macaque
parietal cortex. Nat. Neurosci. 5, 805–811. doi: 10.1038/nn890

Peters, B., Rahm, B., Kaiser, J., and Bledowski, C. (2018). Attention samples
objects held in working memory at a theta rhythm. bioRxiv [Preprint]. doi: 10.
1101/369652

Posner, M. I., and Petersen, S. E. (1990). The attention system of the human
brain. Annu. Rev. Neurosci. 13, 25–42. doi: 10.1146/annurev.ne.13.030190.000325

Posner, M. I., and Rothbart, M. K. (2007). Research on attention networks as
a model for the integration of psychological scienc. Annu. Rev. Psychol. 58, 1–23.
doi: 10.1146/annurev.psych.58.110405.085516

Quiroga, R., Reddy, L., Kreiman, G., Koch, C., and Fried, I. (2005). Invariant
visual representation by single neurons in the human brain. Nature 435, 1102–
1107. doi: 10.1038/nature03687

Raichle, M. E. (2015). The Brain’s default mode network. Annu. Rev. Neurosci.
38, 433–447. doi: 10.1146/annurev-neuro-071013-014030

Raz, A., and Buhle, J. (2006). Typologies of attentional networks. Nat. Rev.
Neurosci. 7, 367–379. doi: 10.1038/nrn1903

Re, D., Inbar, M., Richter, C. G., and Landau, A. N. (2019). Feature-based
attention samples stimuli rhythmically. Curr. Biol. 29, 693–699.e4. . doi: 10.1016/j.
cub.2019.01.010

Reinhart, R. M. G., and Nguyen, J. A. (2019). Working memory revived in
older adults by synchronizing rhythmic brain circuits. Nat. Neurosci. 22, 820–827.
doi: 10.1038/s41593-019-0371-x

Richter, C. G., Thompson, W. H., Bosman, C. A., and Fries, P. (2017). Top-
down beta enhances bottom-up gamma. J. Neurosci. 37, 6698–6711. doi: 10.1523/
JNEUROSCI.3771-16.2017

Rizzuto, D. S., Madsen, J. R., Bromfield, E. B., Schulze-Bonhage, A., and Kahana,
M. J. (2006). Human neocortical oscillations exhibit theta phase differences
between encoding and retrieval. NeuroImage 31, 1352–1358. doi: 10.1016/j.
neuroimage.2006.01.009

Romei, V., Brodbeck, V., Michel, C., Amedi, A., Pascual-Leone, A., and Thut,
G. (2008). Spontaneous fluctuations in posterior α-band EEG activity reflect
variability in excitability of human visual areas. Cereb. Cortex 18, 2010–2018.
doi: 10.1093/cercor/bhm229

Roux, F., and Uhlhaas, P. J. (2014). Working memory and neural oscillations:
Alpha-gamma versus theta-gamma codes for distinct WM information? Trends
Cogn. Sci. 18, 16–25. doi: 10.1016/j.tics.2013.10.010

Rushworth, M. F., Noonan, M. P., Boorman, E. D., Walton, M. E., and Behrens,
T. E. (2011). Frontal cortex and reward-guided learning and decision-making.
Neuron 70, 1054–1069. doi: 10.1016/j.neuron.2011.05.014

Rutishauser, U., Ross, I. B., Mamelak, A. N., and Schuman, E. M. (2010). Human
memory strength is predicted by theta-frequency phase-locking of single neurons.
Nature 464, 903–907. doi: 10.1038/nature08860

Scheeringa, R., Petersson, K. M., Oostenveld, R., Norris, D. G., Hagoort, P., and
Bastiaansen, M. C. M. (2009). Trial-by-trial coupling between EEG and BOLD
identifies networks related to alpha and theta EEG power increases during working
memory maintenance. NeuroImage 44, 1224–1238. doi: 10.1016/j.neuroimage.
2008.08.041

Scoville, W. B., and Milner, B. (1957). Loss of recent memory after bilateral
hippocampal lesions (Reprinted in J Neuropsychiatry Clin Neurosci 2000, 12,
pp.103-113). J. Neurol. Neurosurg. Psychiatr. 20, 11–21. doi: 10.1176/jnp.12.1.
103-a

Sederberg, P. B., Kahana, M. J., Howard, M. W., Donner, E. J., and Madsen, J. R.
(2003). Theta and gamma oscillations during encoding predict subsequent recall.
J. Neurosci. 23, 10809–10814.

Sederberg, P. B., Schulze-Bonhage, A., Madsen, J. R., Bromfield, E. B., McCarthy,
D. C., Brandt, A., et al. (2007). Hippocampal and neocortical gamma oscillations
predict memory formation in humans. Cereb. Cortex 17, 1190–1196. doi: 10.1093/
cercor/bhl030

Senior, T. J., Huxter, J. R., Allen, K., O’Neill, J., and Csicsvari, J. (2008). Gamma
oscillatory firing reveals distinct populations of pyramidal cells in the CA1 region
of the Hippocampus. J. Neurosci. 28, 2274–2286. doi: 10.1523/JNEUROSCI.4669-
07.2008

Sheremet, A., Kennedy, J. P., Qin, Y., Zhou, Y., Lovett, S. D., Burke, S. N., et al.
(2019). Theta-gamma cascades and running speed. J. Neurophysiol. 121, 444–458.

Skaggs, W. E., McNaughton, B. L., Wilson, M. A., and Barnes, C. A.
(1996). Theta phase precession in hippocampal neuronal populations and the
compression of temporal sequences. Hippocampus 6, 149–172.

Squire, L. R., and Alvarez, P. (1995). Retrograde amnesia and memory
consolidation:A neurobiological perspective. Curr. Opin. Neurobiol. 5, 169–177.

Squire, L. R., and Wixted, J. T. (2011). The cognitive neuroscience of human
memory since HM. Annu. Rev. Neurosci. 34, 259–288. doi: 10.1146/annurev-
neuro-061010-113720

Staudigl, T., and Hanslmayr, S. (2013). Theta oscillations at encoding mediate
the context-dependent nature of human episodic memory. Curr. Biol. 23, 1101–
1106. doi: 10.1016/j.cub.2013.04.074

Tallon-Baudry, C., and Bertrand, O. (1999). Oscillatory gamma activity in
humans and its role in object representation. Trends Cogn. Sci. 3, 151–162. doi:
10.1016/S1364-6613(99)01299-1

Tallon-Baudry, C., Bertrand, O., Delpuech, C., and Pernier, J. (1996). Stimulus
specificity of phase-locked and non-phase-locked 40 Hz visual responses in
human. J. Neurosci. 16, 4240–4249. doi: 10.1523/JNEUROSCI.17-02-00722.1997

Tallon-Baudry, C., Bertrand, O., Peronnet, F., and Pernier, J. (1998). Induced
γ-band activity during the delay of a visual short-term memory task in humans.
J. Neurosci. 18, 4244–4254. doi: 10.1523/JNEUROSCI.18-11-04244.1998

Tanaka, K. (1993). Neural mechanisms of object recognition. Science 262,
685–688. doi: 10.1126/science.8235589

Ter Wal, M., Linde-Domingo, J., Lifanov, J., Roux, F., Kolibius, L. D., Gollwitzer,
S., et al. (2021). Theta rhythmicity governs human behavior and hippocampal
signals during memory-dependent tasks. Nat. Commun. 12:7048. doi: 10.1038/
s41467-021-27323-3

Tiesinga, P., and Sejnowski, T. J. (2009). Cortical enlightenment: Are attentional
gamma oscillations driven by ING or PING? Neuron 6, 727–732. doi: 10.1016/j.
neuron.2009.09.009

Tort, A. B. L., Komorowski, R. W., Manns, J. R., Kopell, N. J., and Eichenbaum,
H. (2009). Theta-gamma coupling increases during the learning of item-context
associations. Proc. Natil. Acad. Sci. U.S.A. 106, 20942–20947. doi: 10.1073/pnas.
0911331106

Treisman, A. M., and Gelade, G. (1980). A feature-integration theory of
attention. Cogn. Psychol. 12, 97–136. doi: 10.1016/0010-0285(80)90005-5

Tulving, E., and Craik, F. (2000). The Oxford handbook of memory. Oxford:
Oxford University Press.

Tulving, E., and Schacter, D. L. (1987). Priming and human memory systems.
Science 247, 301–306. doi: 10.1126/science.2296719

Ursino, M., Cesaretti, N., and Pirazzini, G. (2022). A model of working memory
for encoding multiple items and ordered sequences exploiting the theta-gamma
code. Cogn. Neurodyn. 1–33. doi: 10.1007/s11571-022-09836-9

VanRullen, R. (2016). Perceptual cycles. Trends Cogn. Sci. 20, 723–735. doi:
10.1016/j.tics.2016.07.006

Varela, F., Lachaux, J., Rodriguez, E., and Martinerie, J. (2001). The brainweb:
phase synchronization and large-scaleintegration. Nat. Rev. Neurosci. 2, 229–239.
doi: 10.1038/35067550

Vosskuhl, J., Huster, R. J., and Herrmann, C. S. (2015). Increase in short-
term memory capacity induced by down-regulating individual theta frequency

Frontiers in Human Neuroscience 19 frontiersin.org

https://doi.org/10.3389/fnhum.2022.905837
https://doi.org/10.1002/hipo.450030307
https://doi.org/10.1002/hipo.450030307
https://doi.org/10.1017/S0140525X01000115
https://doi.org/10.1523/JNEUROSCI.4908-11.2012
https://doi.org/10.1167/8.14.21
https://doi.org/10.1016/j.tins.2007.02.001
https://doi.org/10.3758/BF03198483
https://doi.org/10.1016/0006-8993(88)91499-0
https://doi.org/10.1038/nn890
https://doi.org/10.1101/369652
https://doi.org/10.1101/369652
https://doi.org/10.1146/annurev.ne.13.030190.000325
https://doi.org/10.1146/annurev.psych.58.110405.085516
https://doi.org/10.1038/nature03687
https://doi.org/10.1146/annurev-neuro-071013-014030
https://doi.org/10.1038/nrn1903
https://doi.org/10.1016/j.cub.2019.01.010
https://doi.org/10.1016/j.cub.2019.01.010
https://doi.org/10.1038/s41593-019-0371-x
https://doi.org/10.1523/JNEUROSCI.3771-16.2017
https://doi.org/10.1523/JNEUROSCI.3771-16.2017
https://doi.org/10.1016/j.neuroimage.2006.01.009
https://doi.org/10.1016/j.neuroimage.2006.01.009
https://doi.org/10.1093/cercor/bhm229
https://doi.org/10.1016/j.tics.2013.10.010
https://doi.org/10.1016/j.neuron.2011.05.014
https://doi.org/10.1038/nature08860
https://doi.org/10.1016/j.neuroimage.2008.08.041
https://doi.org/10.1016/j.neuroimage.2008.08.041
https://doi.org/10.1176/jnp.12.1.103-a
https://doi.org/10.1176/jnp.12.1.103-a
https://doi.org/10.1093/cercor/bhl030
https://doi.org/10.1093/cercor/bhl030
https://doi.org/10.1523/JNEUROSCI.4669-07.2008
https://doi.org/10.1523/JNEUROSCI.4669-07.2008
https://doi.org/10.1146/annurev-neuro-061010-113720
https://doi.org/10.1146/annurev-neuro-061010-113720
https://doi.org/10.1016/j.cub.2013.04.074
https://doi.org/10.1016/S1364-6613(99)01299-1
https://doi.org/10.1016/S1364-6613(99)01299-1
https://doi.org/10.1523/JNEUROSCI.17-02-00722.1997
https://doi.org/10.1523/JNEUROSCI.18-11-04244.1998
https://doi.org/10.1126/science.8235589
https://doi.org/10.1038/s41467-021-27323-3
https://doi.org/10.1038/s41467-021-27323-3
https://doi.org/10.1016/j.neuron.2009.09.009
https://doi.org/10.1016/j.neuron.2009.09.009
https://doi.org/10.1073/pnas.0911331106
https://doi.org/10.1073/pnas.0911331106
https://doi.org/10.1016/0010-0285(80)90005-5
https://doi.org/10.1126/science.2296719
https://doi.org/10.1007/s11571-022-09836-9
https://doi.org/10.1016/j.tics.2016.07.006
https://doi.org/10.1016/j.tics.2016.07.006
https://doi.org/10.1038/35067550
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org/


fnhum-16-905837 September 29, 2022 Time: 15:59 # 20

Köster and Gruber 10.3389/fnhum.2022.905837

via transcranial alternating current stimulation. Front. Hum. Neurosci. 9:257. doi:
10.3389/fnhum.2015.00257

Wagner, A. D. (1998). Building memories: Remembering and forgetting of
verbal experiences as predicted by brain activity. Science 281, 1188–1191. doi:
10.1126/science.281.5380.1188

Waschke, L., Kloosterman, N. A., Obleser, J., and Garrett, D. D. (2021). Behavior
needs neural variability. Neuron 109, 751–766.

Williams, C. C., Kappen, M., Hassall, C. D., Wright, B., and Krigolson,
O. E. (2019). Thinking theta and alpha: Mechanisms of intuitive and analytical
reasoning. NeuroImage 189, 574–580. doi: 10.1016/J.NEUROIMAGE.2019.01.
048

Womelsdorf, T., Schoffelen, J.-M., Oostenveld, R., Singer, W., Desimone, R.,
Engel, A. K., et al. (2007). Modulation of neural interactions through neural
synchronization. Science 316, 1609–1612. doi: 10.1126/science.1139597

Wöstmann, M., Vosskuhl, J., Obleser, J., and Herrmann, C. S. (2018). Opposite
effects of lateralised transcranial alpha versus gamma stimulation on auditory
spatial attention. Brain Stimul. 11, 752–758. doi: 10.1016/J.BRS.2018.04.006

Xie, S., Hoehl, S., Moeskops, M., Kayhan, E., Kliesch, C., Turtleton, B., et al.
(2021). Visual category representations in the infant brain. bioRxiv [Preprint].

Yuval-Greenberg, S., Tomer, O., Keren, A. S., Nelken, I., and Deouell, L. Y.
(2008). Transient induced gamma-band response in EEG as a manifestation of
miniature saccades. Neuron 58, 429–441. doi: 10.1016/j.neuron.2008.03.027

Frontiers in Human Neuroscience 20 frontiersin.org

https://doi.org/10.3389/fnhum.2022.905837
https://doi.org/10.3389/fnhum.2015.00257
https://doi.org/10.3389/fnhum.2015.00257
https://doi.org/10.1126/science.281.5380.1188
https://doi.org/10.1126/science.281.5380.1188
https://doi.org/10.1016/J.NEUROIMAGE.2019.01.048
https://doi.org/10.1016/J.NEUROIMAGE.2019.01.048
https://doi.org/10.1126/science.1139597
https://doi.org/10.1016/J.BRS.2018.04.006
https://doi.org/10.1016/j.neuron.2008.03.027
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org/

	Rhythms of human attention and memory: An embedded process perspective
	Introduction
	Attention and memory as embedded processes
	Brain structures of attention and memory
	Neural rhythms – temporal dynamics of neural computation
	Gamma oscillations
	The theta-gamma code
	Alpha oscillations

	Rhythms of human attention and memory
	Memory items – gamma oscillations reflect the activation and maintenance of neural representations
	The central executive – theta-gamma coupling reflects attentional sampling, mnemonic updating and predictive coding
	Attentional sampling
	Mnemonic updating
	Predictive coding

	Activated long-term memory – the alpha rhythm gates information processing in semantic networks
	Summary – brain rhythms orchestrate an attentional mnemonic updating loop

	Future perspectives
	How do brain rhythms coordinate attention and memory?
	Modeling neural network dynamics
	Understanding how brain rhythms guide and change over human development
	Understanding the nature of human memory representations
	Variations in brain rhythms as a pathway to an individualized neuroscience
	Employing our functional understanding of brain rhythms for neuromodulation

	Author contributions
	Conflict of interest
	Publisher's note
	References


