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We compare the dielectric spectra of aqueous MgSO4 and Na2SO4 solutions calculated from classi-
cal molecular dynamics simulations with experimental data, using an optimized thermodynamically
consistent sulfate force field. Both the concentration-dependent shift of the static dielectric constant
and the spectral shape match the experimental results very well for Na2SO4 solutions. For MgSO4

solutions, the simulations qualitatively reproduce the experimental observation of a slow mode, the
origin of which we trace back to the ion-pair relaxation contribution via spectral decomposition. The
radial distribution functions show that Mg2+ and SO2−

4 ions form extensive water-separated—and thus
strongly dipolar—ion pairs, the orientational relaxation of which provides a simple physical expla-
nation for the prominent slow dielectric mode in MgSO4 solutions. Remarkably, the Mg2+–SO2−

4
ion-pair relaxation extends all the way into the THz range, which we rationalize by the vibrational
relaxation of tightly bound water-separated ion pairs. Thus, the relaxation of divalent ion pairs can
give rise to widely separated orientational and vibrational spectroscopic features. Published by AIP
Publishing. https://doi.org/10.1063/1.5000385

I. INTRODUCTION

Sulfate ions are important in physiology and biochem-
istry.1,2 For example, addition of ammonium sulfate in high
concentration reduces the solubility of proteins in aqueous
solution3 and is commonly used for protein purification.4 The
general mechanisms by which ions affect the solvation water
structure and thereby the solubility of other substances have
been the subject of intense debate.5–9 Solutions of MgSO4

have been shown to be particularly interesting, since dielec-
tric relaxation studies point to pronounced ion-pairing effects
with a clear spectroscopic signature in the sub-GHz range,
in addition to the water relaxation peak, which is present
at a frequency of f ≈ 20 GHz.10 Moreover, THz absorp-
tion and fs infrared spectra have been interpreted in terms
of significant deceleration of the hydration water dynam-
ics, which has been found to depend nonadditively on the
combination of anions and cations,11 suggesting an effect of
high-frequency correlations between the anion, the cation, and
the hydration water. The conventional framework for inter-
preting experimental dielectric spectra is based on Debye
relaxation, which in its simplest form involves a single dipole
relaxation time. Typically, molecular dynamics (MD) simu-
lations do not yield dielectric spectra but are compared with
an interpretation of experimental spectra extracted from mul-
tiple Debye fits instead.12–16 This approach, however, relies
on the assumptions that the individual spectral contributions

a)Electronic mail: d.j.bonthuis@fu-berlin.de

are of Debye form and that the total spectrum follows from a
simple superposition of single Debye processes. Simulations
suggest that both these assumptions are incorrect.17 More-
over, it is common to attribute the Debye contribution with
the longest relaxation time to the formation of dipolar ion
pairs.18 Without careful analysis, this assignment is premature.
For example, NaCl solutions show more than a single Debye
relaxation peak,19 but the contribution from ion pairing is
negligible.17

An important advance in the interpretation of experi-
mental electrolyte dielectric spectra is provided by the direct
comparison with spectra derived from molecular simulations,
because the partitioning into ionic and water contributions,
as well as the further decomposition into contributions from
different solvation shells, is only possible in simulated spec-
tra.17,20–22 A quantitative comparison with experiments can be
based on heuristic fits of the Cole-Cole or Havriliak-Negami
equations, for example.23,24 Presently, the biggest drawback of
classical molecular dynamics simulations of dielectric spec-
tra is the use of empirical atomistic force fields. Instead, to
study the contributions to the dielectric spectrum in atomic
detail, the interaction potentials must be optimized to ensure
that the water-water, the water-ion, and the ion-ion interactions
are consistent with the experimentally determined thermody-
namic properties. Therefore, to study the effects of ions on
aqueous solutions in molecular detail, and in particular at
finite concentrations, the development of reliable force fields
is crucial.22,25–28

In this paper, we perform a direct comparison between
simulated and experimental dielectric spectra of Na2SO4 and
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MgSO4 solutions at concentrations up to 2M, using a newly
optimized force field for SO2−

4 . To guarantee the correct
thermodynamic behavior, we have concurrently optimized the
SO2−

4 force field with respect to the solvation free energy and
the activity coefficient, ensuring an accurate representation
of the water-ion and ion-ion interaction potentials. Dielectric
spectra cover two different aspects of electrolyte solutions: (1)
the dielectric constant, which is the zero-frequency limit of the
dielectric response function, and (2) the relaxation dynamics.
For Na2SO4, our simulations reproduce both the experimen-
tal concentration-dependent decrease in the static dielectric
constant and the spectral shape (the real part decreasing mono-
tonically with increasing frequency and the imaginary part
consisting of a single peak) quantitatively. For MgSO4, a slow
mode at a frequency much lower than the bulk water relaxation
frequency is found, in agreement with experimental findings.
Interpretation of these results is complex, especially since the
addition of ions also drastically changes the water contribu-
tion to the dielectric spectrum. Therefore, we use spectral
decomposition to unambiguously show that the slow mode
in the simulations of MgSO4 solutions is due to ion-pair
relaxation. Interestingly, this ionic dielectric contribution has
a pronounced satellite peak in the THz regime, which cor-
responds well with recent THz absorption experiments on
MgSO4 solutions.11 Whereas the GHz ion-pair contribution is
caused by ion-pair rotation, we attribute the THz contribution
to the vibration of water-separated ion pairs. By comparison
with our previous spectral results for NaCl solutions,17,21 we
conclude that whereas monovalent sodium-halide solutions
show only negligible traces of ion-pair dielectric relaxation,
the spectrum of divalent MgSO4 solutions is in fact dominated
by ion-pair relaxation over the entire GHz range. Also for
the mixed monovalent-divalent Na2SO4 solutions, the spec-
tral decomposition indicates a significant ionic contribution,
but the water contribution still dominates. Our results under-
line the dominant role of ion valency and show that multivalent
ion relaxation can outweigh water solvation dynamics over the
entire frequency range from GHz to THz.

II. METHODS
A. Molecular dynamics (MD) simulations

The pair interaction potential U ij between atoms i and j is
modeled through a sum of Coulomb and Lennard-Jones (LJ)
interactions,

Uij(rij) =
λqqiqj

4πε0rij
+ λLJ 4 εij



σ12
ij

r12
ij

−
σ6

ij

r6
ij


, (1)

where qi, qj are the charges of the atoms i and j, rij is the dis-
tance between these atoms,σij is the effective radius, and εij is
the interaction strength. We use λq = λLJ = 1 for all intermolec-
ular interactions. The Lorentz-Berthelot combination rules are
used for the Lennard-Jones parameters, scaled by a factor for
anion-cation interactions,

εij =
√
εiεj and σij = λσ

(
σi + σj

)
1
2 . (2)

The factor λσ is only allowed to differ from 1 for the anion-
cation interactions if necessary to reproduce both the solvation
free energy and the activity coefficient.

We use a mechanically flexible model for SO2−
4 , with

the intramolecular interactions turned off (λq = λLJ = 0),
except for the O–O interaction, where we use Coulomb inter-
actions scaled by a prefactor λq = 0.833 and λLJ = 0 (set by
the FudgeQQ and FudgeLJ parameters in GROMACS). We
employ the SPC/E water model,32 which has a rigid geometry.
The bond length of 1.0 Å and bond angle of 109.47◦ are fixed
using the SHAKE algorithm.33 Intramolecular interactions are
irrelevant for this rigid model.

All simulations are performed using the GROMACS
4.5.434,35 software. Periodic boundary conditions are applied
in all three directions, and particle-mesh Ewald summation
with a grid spacing of 0.12 nm in conjunction with tinfoil
boundary conditions is used to handle long-ranged electro-
static forces.36 The simulations are carried out in the NVT
(for equilibration) and NPT (for production) ensembles using
Parrinello-Rahman coupling to keep the pressure at 1 bar37

and a Nosé-Hoover thermostat to keep the temperature at
300 K. The LJ interactions are truncated at rc = 1.1 nm with
a shift function for the range 1.0 < rij < 1.1 nm to make the
potential approach zero smoothly.35

B. Force field optimization

We optimize the force field for SO2−
4 based on the scheme

developed previously.27,28 Here, we give a brief overview of
the method (see the Appendix for details). First, we calculate
the isolines in theσ-ε space of the sulfate oxygens along which
the experimental sulfate solvation free energy is reproduced.
Along the solvation free energy isolines, we calculate the activ-
ity derivative, and compare with the experimental value at
a given concentration. Since the activity is not reproduced
for any σ-ε combination for MgSO4, we change the com-
bination rule for the Lennard-Jones interaction between the
magnesium and the sulfate oxygen via the scaling parameter
λσ in Eq. (2). The optimal parameters for sulfate are sum-
marized in Table I, together with the rest of the force field
parameters.

C. Dielectric spectra

The complex frequency-dependent dielectric susceptibil-
ity χ(f ) = χ′(f ) � iχ′′(f ) relates the total system polarization
~P(f ) to the electric field ~E(f ) via the linear-response relation
~P(f ) = V ε0 χ(f )~E(f ), where V is the system volume and ε0

is the vacuum permittivity. According to the fluctuation dis-
sipation theorem, χ(f ) follows from the autocorrelation of
equilibrium polarization fluctuations via40,41

χ(f ) = −
1

3VkBT ε0

∫ ∞
0

e−2πift〈~P(0)~̇P(t)〉dt, (3)

where ~̇P(t) denotes the time derivative of the time-dependent
total polarization ~P(t) and kBT is the thermal energy. Equa-
tion (3) allows us to obtain the complete dielectric spectrum
from a single simulation trajectory in equilibrium.

The dielectric response of the electrolyte is decomposed
into three terms,

∆χ(f ) = χW(f ) + χIW(f ) + ∆χI(f ), (4)
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TABLE I. Lennard-Jones parameters and atomic partial charges. Unless noted otherwise, Lorentz-Berthelot
mixing rules (λσ = 1, λε = 1) are used for σij and εij . The intramolecular 1-3 Coulomb interactions are
taken into account within a single SO2−

4 ion, scaled by the factor λq. For all intermolecular interactions λq

= λLJ = 1.

Site σi (nm) εi (kJ/mol) q (|e|) Ref.

S 0.355 1.0465 2 Cannon-McCammon29

O of SO4 0.3916 0.1 �1 This work
Mg2+ 0.263 0.004 2 Mamatkulov-Fyta-Netz30

Na+ 0.258 0.4186 1 Smith-Dang31

Cl� 0.440 0.4186 �1 Smith-Dang31

O of water 0.3166 0.65 �0.8476 SPC/E32

H of water 0.000 0.00 0.4238 SPC/E32

Bond Interaction function r0 (nm) kb (kJ mol�1 nm�2)

S–O ( 1
2 )kb(r − r0)2 0.15 3.7656 × 104 This work

Angle Interaction function θ0 (degrees) kθ (kJ mol�1rad�2)

O–S–O ( 1
2 )kθ (θ − θ0)2 109.5 520.0 This work

Interaction λLJ λq λσ

O–O of SO4 0.0 0.833 This work
S–O of SO4 0.0 0.0 This work
Mg–SO4 1.65 This work

where χW is the water contribution, χIW the water-ion cross-
contribution, and∆χI the contribution from ion pair relaxation.
The∆ indicates that the direct current (DC) conductivity of the
ions has been subtracted (see the supplementary material and
our previous work17,21 for a detailed explanation).

To compute the dielectric spectra, we simulate three sep-
arate trajectories of 100-ns duration each for the salt types
Na2SO4 and MgSO4. The simulation boxes contain about
6000 water molecules each, with 150 ion pairs for the 1.5M
Na2SO4 solution and 240 ion pairs for the 2.2M MgSO4 solu-
tion. Simulations are performed with a 2-fs integration time
step and trajectories are saved every 10 fs. Because of mem-
ory limitations, all trajectories are split into series of 20-ns
length for data analysis. The polarization components of each
time series are Fourier transformed via fast Fourier transfor-
mation. Correlation functions are calculated by multiplication
in Fourier space according to the convolution theorem. After
back transformation into the time domain, the correlation
functions are averaged over the different time series. Upon cal-
culating the dielectric response from the averaged correlation
functions, an upper time cutoff is imposed on the Fourier trans-
form [Eq. (3)], as is discussed in detail in the supplementary
material.

By construction, the rigid SPC/E water model is not
expected to reproduce the water dynamics at frequencies in
the mid-infrared regime, where the intramolecular degrees of
freedom dominate the dielectric spectrum. In fact, the rigid
SPC/E model has been found to be accurate up to a frequency
of around 6 THz, above which the simulations fail to reproduce
the hydrogen bond stretch vibration peak42 (even though the
libration peak at 15 THz is typically reproduced well). There-
fore, we concentrate our analysis on the GHz and low THz
regime.

III. RESULTS AND DISCUSSION
A. Dielectric spectra

We show the simulated real and imaginary dielec-
tric functions for Na2SO4 solutions at three different
concentrations by solid lines in Figs. 1(a) and 1(b). For compar-
ison, we also include the pure water spectra from our previous
work,17 shown in red. The broken lines are fits according to
the Cole-Cole function,

∆χ(f ) + 1 =
εCC

1 + (i 2πf τ)1−α
+ ε∞, (5)

defining the static dielectric constant εCC, the dielectric relax-
ation time τ, and the exponent α as free fit parameters. In
our fits of the simulation data, for which we use a custom
Python program, we fix ε∞ = 1 since our force fields do not
include high-frequency atomic polarization effects. We show
the experimental spectra (symbols) in Figs. 1(c) and 1(d),
together with triple-Debye fits (solid lines) as employed in
the original work,38 obtained for n = 3 from the expression

∆χ(f ) + 1 =
n∑

k=1

εk

1 + i 2πf τk
+ ε∞. (6)

The red circles denote the experimental data for pure water39

and the red solid line represents a single Debye fit [n = 1 in
Eq. (6)]. The fits in Figs. 1(e) and 1(f) demonstrate that the
experimental data are equally well described by the simpler
Cole-Cole function (broken lines), which involves only three
fit parameters.

In Figs. 1(g)–1(i) we compare the Cole-Cole fit param-
eters from experiments (crosses) and simulations (triangles)
for all concentrations. The fit parameter εCC in Fig. 1(g),

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-148-001897
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-148-001897
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-148-001897
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FIG. 1. Comparison of simulated and experimental dielectric spectra of Na2SO4 solutions at concentrations c = 0, 0.5, 1.0, and 1.5M (in experiments 1.6M). [(a)
and (b)] Simulation data (solid lines) and Cole-Cole fits (broken lines) of the real and imaginary parts of the dielectric susceptibility ∆χ′(f ) and ∆χ′′(f ). [(c) and
(d)] Experimental data (symbols) and triple-Debye fits (solid lines) of ∆χ′(f ) and ∆χ′′(f ).38 The red lines show single-Debye fits for pure water corresponding
to c = 0M. The experimental data are taken from Ref. 39. [(e) and (f)] The experimental data (symbols) with Cole-Cole fits (broken lines). [(g)–(i)] Direct
comparison of the Cole-Cole fit parameters between experiments (crosses) and simulations (triangles).

which accounts for the microwave contribution to the static
dielectric constant, shows a very good agreement between
experiments and simulations. In particular, the strong decrease
with rising salt concentration is accurately reproduced. The
relaxation time τ in Fig. 1(h) increases only slightly with
concentration in experiments, whereas we observe a non-
monotonic trend in our simulations. The deviation is presum-
ably caused by a combination of sampling issues in the simula-
tions, the uneven distribution of data points in the experimental

spectra, and increasing calibration errors in the experimental
data at low frequencies due to the strong rise of DC conductiv-
ity with increasing concentration. The parameter α in Fig. 1(i),
which describes the peak shape, and thereby deviations from a
simple Debye form, shows the same trend in simulations and
experiments. Overall, the agreement between simulation and
experiment is good.

In Fig. 2, we compare the dielectric spectra of MgSO4

solutions from experiments at different concentrations10 with

FIG. 2. Comparison of simulated
and experimental dielectric spectra
of MgSO4 solutions at matching
concentrations c = 0, 0.8, 1.6, and
2.2M. [(a) and (b)] Simulated real
and imaginary parts of the dielectric
susceptibility ∆χ′(f ) and ∆χ′′(f ). [(c)
and (d)] Experimental data (symbols)
and quadruple-Debye fits (solid lines)
of ∆χ′(f ) and ∆χ′′(f ).10 The red
lines show the results for pure water
(c = 0M). [(e)–(g)] The results for
τ2, τ3, and τ4 of a quadruple Debye
fit of the simulations [Eq. (6) with
n = 4, triangles] compared with the
experimental results reported in Ref. 10
(crosses).
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simulation results. In Figs. 2(c) and 2(d), we show the exper-
imental data (symbols) together with quadruple-Debye fits
[n = 4 in Eq. (6), indicated by solid lines] as used in the
original work.10 Similar to the experimental data, the sim-
ulated static dielectric constant passes through a maximum
with increasing salt concentration, as can be read off from
the low-frequency limit of the real part of the dielectric spec-
trum in Fig. 2(a). The gradual appearance of a slow process
with rising salt concentration is clearly seen in the sub-GHz
range of the experimental absorption spectra in Fig. 2(d). The
interpretation of the simulated spectra in Figs. 2(a) and 2(b)
is more difficult than for the Na2SO4 solutions because of the
presence of slowly equilibrating ion-pairing processes. In par-
ticular, for MgSO4 solutions, the shape and the amplitude of
the low-frequency dielectric contribution depends sensitively
on the choice of the Fourier integration cutoff of the ionic
auto-correlation function, as discussed in detail in the supple-
mentary material. Clearly, however, a slow process appears in
the simulated spectra with increasing salt concentration, shown
in Fig. 2(b). We use a quadruple Debye fit to the simulation
data to quantify the associated relaxation times and compare
them with the experimental data. In the experimental spectra,
peaks appear around 300 MHz (associated with the slowest
relaxation time τ1, attributed to ion pairs separated by two
solvation shells) and 1.3 GHz (the second-slowest relaxation
time τ2, attributed to single-solvent-separated ion pairs).10 The
slowest relaxation found in experiments, τ1, is not detectable
in the simulations due to limitations on the simulation time.
Therefore, the relaxation time of the slowest mode detected in
the simulated spectra, centered around 1.9 GHz, equals τ2

≈ 85 ps, which underestimates the experimental result (τ2

≈ 120 ps) by about 30%, see Fig. 2(e). The intermediate peak
in the simulations, 12 < τ3 < 30 ps, depending on the concen-
tration, agrees reasonably well with the experimental values,

22 < τ3 < 25 ps [Fig. 2(f)]. The simulations reproduce the
relaxation time of the water (τ4 = 8 ps) with high accu-
racy [Fig. 2(g)]. We conclude that the existence of a slow
mode is clearly visible in our simulations in accordance with
experimental results.

To understand the origin of the slow mode in the MgSO4

spectra, we decompose the dielectric spectra into the water-
pair, the ion-pair, and the water-ion contributions according
to Eq. (4). In Fig. 3 we compare the results for 1.5M Na2SO4

and for 2.2M MgSO4 with our previous results for 2.0M NaCl.
The ion-water cross contribution (shown in green) only gives
a small negative contribution for all solutions. Likewise, the
ionic contribution (red solid line) is completely negligible for
the monovalent salt NaCl. In contrast, the ionic contribution
is sizable for the spectra involving the divalent sulfate ion.
In fact, for MgSO4, the ionic part dominates over the water
contribution. Interestingly, the water contribution occurs in
the 10-20 GHz range for all three salt solutions, and we see
that the slow mode at 1-4 GHz, which is prominently visible
in the MgSO4 spectrum, is entirely due to ion-pair dielectric
relaxation effects. Therefore, the decomposition of the simu-
lated spectra underpins the interpretation of this slow process
in the experimental spectra as being caused by ion pairing.10

This is nontrivial, because we show in Fig. 3(f) that the dras-
tic differences to the pure H2O spectrum upon addition of
NaCl are solely caused by the salt-induced modification of the
water contribution and cannot be explained by trivial dilution
effects.17

At high frequency, the ionic contributions for MgSO4 and
Na2SO4 [Figs. 3(b) and 3(d)] show a satellite peak in the THz
range, indicative of a fast vibrational mode. This demonstrates
that the ion-ion correlations produce dielectric signals in a
very wide frequency range. However, the ion-ion polariza-
tion correlations in the THz range cannot make up for the

FIG. 3. Decomposition of the simulated real and imaginary parts of the dielectric spectra for [(a) and (b)] 1.5M Na2SO4 and [(c) and (d)] 2.2M MgSO4. In (e)
and (f), we show the decomposition for 2.0M NaCl taken from our previous work.21 For reference, we show the spectrum of pure H2O as a broken red line.
The total ∆χ(f ) (black) is decomposed into water-pair (blue), ion-water (green), and ion-pair (red) contributions. The vertical broken lines at positions f = 5.3
GHz for Na2SO4 (b) and f = 2.2 GHz for MgSO4 (d) denote the maxima in the ion-pair contributions, which are explained by ion-pair rotational relaxation, as
explained in the text.

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-148-001897
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-148-001897
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decrease in water-water polarization correlations, so that the
overall dielectric adsorption above 10 GHz still decreases with
rising salt concentration [Figs. 1(b) and 2(b)]. Due to this dom-
inance of the water-water contribution, a satellite peak is not
expected to be detectable within the limited frequency range
of the experiments.11 However, the presence of ion-ion cor-
relations at high frequency provides a possible reason for the
experimental observation that MgSO4 shows a large effect on
the hydration water dynamics, whereas Mg2+ and SO2−

4 indi-
vidually (in combination with other ions, such as ClO−4 , and
Cs2+) do not.11

To elucidate the origin of the differences in the ionic spec-
tral contribution between the different salt types, we show the
radial distribution functions g(r) of the ions in Fig. 4. Whereas
the cations and anions in Na2SO4 solutions form contact pairs,
as can be seen from the almost matching peak positions of the
g(r) of SO2−

4 –Na+ and SO2−
4 –H2O [broken vertical lines in

Figs. 4(a) and 4(c)], the dominant ion pairs in MgSO4 solu-
tions are separated by a single layer of solvent molecules, as
is evident from the shifted peak positions of the g(r) of SO2−

4 –
Mg2+ and SO2−

4 –H2O [broken vertical lines in Figs. 4(b) and
4(d)]. The differences between the ionic contributions to the
spectra of Na2SO4 and MgSO4 solutions can be rationalized
by analyzing the positions of the first peak in the cation-anion
g(r), which are found to be 0.38 nm for Na2SO4 and 0.50
nm for MgSO4 [broken vertical lines in Figs. 4(a) and 4(b)].

FIG. 4. Radial distribution functions of the ions in 1.5M Na2SO4 (left) and
2.0M MgSO4 (right) solutions. The position of the sulfur has been used as
the position of SO2−

4 and the position of the oxygen as the position of H2O.
The broken lines in (a)–(d) denote the maxima, which are used to estimate
the typical separation of ion pairs. We find direct contact pairs for Na+–SO2−

4
and water-separated ion pairs for Mg2+–SO2−

4 . The snapshots correspond to
the maxima in (a)–(d).

Based on the scaling of the rotational relaxation time of a rigid
rod with the third power of its length,43 the decrease in the
relaxation frequency of MgSO4 relative to Na2SO4 ion pairs is
estimated to be a factor (0.50/0.38)3 = 2.3. In the simulations,
the ion-pair relaxation frequencies, defined as the peak posi-
tions of the ion-pair spectral contributions [broken vertical
lines in Figs. 3(b) and 3(d)], are equal to 2.2 GHz for MgSO4

and 5.3 GHz for Na2SO4, differing by a factor 5.3/2.2 = 2.4.
The good agreement suggests that rotational relaxation of
nearest-neighbor ion pairs dominates the low-frequency ionic
spectrum. These results could not be confirmed at lower ion
concentrations, owing to numerical sampling issues of the
ionic spectral contributions at lower concentrations. The high
amplitude of the ionic relaxation peak of MgSO4 [Fig. 3(d)]
relative to Na2SO4 [Fig. 3 (b)], which depends on the squared
dipole moment of the ion pairs, is also consistent with the
higher valency and the larger ion-ion distance of MgSO4 (see
the supplementary material). This analysis shows that the fre-
quency and amplitude of the slow ionic relaxation peak, and
therefore its discernibility, are determined by the ion valen-
cies and the ion-ion radial distribution functions. In contrast,
we rationalize the high-frequency contribution, which is vis-
ible in the THz range, by ionic vibration of nearest-neighbor
ion pairs. As shown by the amplitude and sharpness of the first
peak in the anion-cation g(r) of Na2SO4 and MgSO4 solutions,
these ion pairs are numerous and tightly bound. We estimate
the vibration frequency of the ion-pairs as fvib =

1
2π

√
k/µ, with

µ being the reduced mass of the ion pair and k being the effec-
tive spring constant. For each anion-cation pair, we estimate
k by fitting a quadratic function to the first well of the free
energy F(r) = �kBT ln g(r) (see the supplementary material).
For both MgSO4 and Na2SO4, the estimated upper bound of
the vibration frequency equals f vib ≈ 2 THz, which is consis-
tent with the appearance of the high-frequency satellite peaks
in the ion-pair contributions in Figs. 3(b) and 3(d). In the sup-
plementary material, we show that the high-frequency satellite
peak is also present at lower salt concentrations.

IV. CONCLUSIONS

Using extensive equilibrium molecular dynamics simu-
lations based on a new thermodynamically optimized SO2−

4
force field, we extract the dielectric spectra of Na2SO4 and
MgSO4 solutions at different concentrations and compare
directly with experimental data. The overall agreement is good,
which shows that classical force fields are able to describe
ion-specific shifts of dielectric constants, dielectric relaxation
times, and even the shape of the dielectric spectra very well.
By a decomposition of the dielectric spectra of NaCl, Na2SO4,
and MgSO4 solutions into the contributions from water-water,
ion-ion, and water-ion correlations, we show that ion-pairing
contributions are only detectable when the divalent SO2−

4 ions
are present in the solution. For MgSO4 solutions, the ionic
contribution in fact dominates over the water contribution.
Interestingly, the ion-pair dielectric contribution for the SO2−

4
salts exhibits an extremely broad spectrum, encompassing
slow processes in the sub-GHz range, but also fast processes in
the THz range. Whereas the slow processes can be traced back
to slow rotation of ion pairs, the fast processes are rationalized

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-148-001897
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-148-001897
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-148-001897
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-148-001897
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by vibrations of the interionic distance. Since we find only
solvent-separated ion pairs in MgSO4 solutions, these vibra-
tions therefore involve sandwiched and strongly correlated
water molecules, confirming the experimental observation that
an unexpectedly high number of water molecules are involved
in the THz relaxation of MgSO4 solutions.11 As we show in
the supplementary material, the sandwiched water molecules
in solvent-separated ion pairs give rise to pronounced signals
in the self-part of the dielectric water spectrum. In conclusion,
our results point to a delicate and hitherto neglected cou-
pling between ion and water dielectric relaxation phenomena
for electrolyte solutions containing divalent ions, with wide-
ranging implications for the interpretation of microwave and
THz spectroscopy experiments.

SUPPLEMENTARY MATERIAL

See supplementary material for details of the procedure
used to obtain the autocorrelation functions, the spectral analy-
sis of solutions at different concentrations, and the free energy
of ion-pair interactions.
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APPENDIX: SULFATE FORCE FIELD
OPTIMIZATION DETAILS

In this appendix, we describe the development of a force
field for the SO2−

4 ion in SPC/E water, by a systematic double-
optimization strategy based on the experimental ion solvation
free energy and the experimental activity coefficients. Whereas
the ion solvation free energy is a single-ion property that
describes the binding of solvation water to the ion, the activ-
ity coefficient is a sensitive measure of ion pairing properties
at finite concentration and has been used previously to suc-
cessfully parameterize ionic force fields.26–28,30,44 Only such
a double optimization can unambiguously determine the two
Lennard Jones (LJ) force-field parameters corresponding to
the LJ radius σ and the LJ interaction strength ε. The free
parameters available for the optimization of the sulfate ion are
the LJ parameters of the oxygen and the sulfur, the latter of
which we disregard because the sulfur is hidden inside the sul-
fate. Furthermore, because of its polyatomic nature, there is the
molecular flexibility of the SO2−

4 ion and the partial charges on
its atoms. Finally, while the LJ parameters of the sulfate-water,
sodium-water, and magnesium-water interactions are fixed by
the solvation free energy optimization, the sulfate-counterion
interactions can be set independently. Usually, these interac-
tions are inferred from the ion-water interaction parameters
using a combination rule, but these rules are purely heuris-
tic. Therefore, as a final optimization parameter, we consider

a modification factor of the standard combination rule for
sulfate-counterion interactions. Our optimization proceeds in
two steps. First, we optimize the LJ parameters of the sul-
fate oxygen atoms to reproduce the solvation free energy of a
single sulfate ion in water, while keeping the sulfur atom LJ
parameters fixed. This yields a subset of optimal LJ parame-
ters, which we refer to as the solvation free energy isoline. In
the second step, we compute the activity derivatives of aqueous
sodium and magnesium sulfate solutions for the LJ parame-
ters on the solvation free energy isoline. Our SO2−

4 model has
no atomic polarizability; however, some molecular polariz-
ability in the form of flexible bonds and angles is necessary
to reproduce the experimental activity. We find that a rigid
model of SO2−

4 underestimates the activity, whereas the sol-
vation free energy is largely insensitive to the flexibility of
the molecule. This result stands in clear contrast to recent
results for H3O+ and OH�,28 where both the solvation free
energy and the activity can be captured using a rigid model.
For Na2SO4, a LJ parameter combination exists, which simul-
taneously matches the experimental ion solvation free energy
and the experimental activity coefficient. For MgSO4, by con-
trast, the simulated activity derivative significantly differs from
the experimental value for all LJ parameter combinations that
lie on the optimized solvation free energy isoline. We also
study the relevance of the partial charges of the sulfate ion
on the MgSO4 solution activity derivatives but find no effect,
from which we conclude that the partial charge distribution is
not a crucial optimization parameter. Consequently, for mag-
nesium sulfate solutions we adjust the combination rule for
the sulfate-magnesium LJ radius to match the experimental
activity derivative at a single concentration. Finally, we verify
that the calculated activity derivatives for Na2SO4 and MgSO4

solutions using our optimal force fields match the experimen-
tal activity for concentrations up to 2.0M and thus validate
our new thermodynamically consistent force field for sulfate
ions.

1. Sulfate-magnesium interactions
and the flexibility of sulfate

The sulfate ion consists of a central sulfate atom sur-
rounded by four oxygen atoms in tetrahedral arrangement.
The equilibrium geometry of SO2−

4 in water has an O–S–O
angle of 109.5◦ and S–O bond length of 0.15 nm.29 Because
of the high partial charges on the constituent atoms, however,
this geometry is sensitive to the presence of water and other
ions, which is important for the activity of sulfate solutions.
We have performed ab initio computations to check how the
sulfate geometry responds to the presence of a magnesium
ion. The potential energy surface scan of MgSO4 in the gas
phase (vacuum) and in water employing a polarizable con-
tinuum model (PCM) is performed at the MP2/6311++G(p,d)
level. All calculations are carried out with the GAUSSIAN 09
program package.45

Potential energy curves as a function of the distance
between Mg2+ and SO2−

4 in the gas phase and in the water-
mimicking dielectric environment are shown in Fig. 5(a). In
the gas phase the equilibrium distance between the S and
Mg nuclei is Rmin = 0.250 nm, whereas in water this dis-
tance increases to Rmin = 0.275 nm. Geometry optimization

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-148-001897
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-148-001897
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FIG. 5. (a) Potential energy scan for MgSO4 computed at the
MP2/6311++G(p,d) level. In vacuum the equilibrium distance between S
and Mg is Rmin(S–Mg) = 0.25 nm. In water (using a polarizable continuum
model), this distance shifts to 0.275 nm. Calculated intramolecular bond
lengths of SO2−

4 depend on the S–Mg distance in (b) vacuum and (c) water.
Both in vacuum and water the S–O bond lengths facing Mg2+ are elongated
while those facing away are shortened. (d) Picture of the Mg–SO4 system
where the distance R, one of the two bond lengths facing Mg2+ (l1), and one
of the two bond lengths facing away (l2) are indicated.

shows that the approach of Mg2+ significantly distorts the
sulfate ion in vacuum as well as in water, as reflected by
the distance-dependent changes of the two distinct SO bond
lengths in Figs. 5(b) and 5(c). These results show that SO2−

4 is
flexible and responds to the presence of a nearby Mg2+ ion,
which has to be taken into account in classical MD simula-
tions for a correct description of sulfate properties in solution.
In fact, it turns out that the commonly used rigid models29 for
SO2−

4 significantly overestimate the degree of association in
aqueous solution, which leads to excessive contact ion pairing
and unrealistic clustering,46 which we also verify in our present
work. One part of the solution to this problem is to make
the bonds and angles flexible, governed by finite bond length
and bond angle interaction potentials, while at the same time
including scaled intramolecular Coulomb interactions within
SO2−

4 to maintain a stable tetrahedral shape. Accordingly, in
this work, we include intramolecular 1-3 electrostatic interac-
tions between the oxygen atoms in the sulfate ion (whereas by
default non-bonded interactions between 1 and 3 neighboring
atoms are excluded in GROMACS), scaled by a fudge factor
of λq = 0.833, and thereby enhance the rigidity of the O–S–O
bond angle.

2. Solvation free energy

To calculate the single-ion solvation free energy, a sulfate
ion is placed in a cubic box of size L = 2.5 nm containing
506 SPC/E water molecules. A cut-off distance of rc = 1.0 nm
is chosen for the Lennard-Jones interactions, and long-range
corrections for energy and pressure due to dispersion inter-
actions are used in all simulations. MD simulations are
performed with a time-step of 1 fs.

The solvation free energy of the sulfate ion is calculated
using the integral48

∆Gsim =

∫ 1

0

〈
∂Hφ(φLJ , φC = 0)

∂φLJ

〉
dφLJ

+
∫ 1

0

〈
∂Hφ(φLJ = 1, φC)

∂φC

〉
dφC , (A1)

where Hφ is the Hamiltonian of the system, φLJ and φC are the
LJ and charge transition coordinates which are 0 in the initial
state and 1 in the final state. The solvation path is split in two
separate processes: in the first step a neutral van der Waals
particle is created, which is assigned a charge in the second
step. Along the transition path, the φ-dependent Hamiltonian
is defined as

Hφ(φLJ , φC) = H



qφ = φCq
σφ= [1 − (1 − φLJ )k]σ
εφ = [1 − (1 − φLJ )k]ε




, (A2)

with q, σ, and ε being the partial charge, the LJ radius,
and the LJ interaction strength, respectively, in the state φLJ

= φC = 1, and H being the unperturbed Hamiltonian. We set
the exponent k in Eq. (A2) equal to k = 6 to avoid diver-
gences. To reduce the computational effort, we exclude the
intra-molecular interactions from the integration pathway and
verify the accuracy of that procedure by comparing the result
to the energy difference between ∆Gsim calculated in vac-
uum and ∆Gsim calculated in bulk water, both with full intra-
molecular electrostatics included in the integration pathway.
The difference between the approaches with and without intra-
molecular interactions included—which is not a priori zero
because the flexibility of the molecule could lead to differ-
ent distributions of molecular conformations in the vacuum
and the water—amounts to only 3 kJ/mol, which falls within
the range of accuracy of our optimization. Integrations are
performed through a 12-point Gaussian quadrature with φ
∈ {0.009 22, 0.047 94, 0.115 05, 0.206 34, 0.316 08, 0.437 38,
0.562 62, 0.683 92, 0.793 66, 0.884 95, 0.952 06, 0.990 78}.
For every value of φ, we perform a 250 ps simulation of which
the first 50 ps are discarded for equilibration.

The ionic solvation free energy computed in the simu-
lations is sensitive to the simulation scheme (system shape,
periodic or finite system) and treatment of the electrostatic
forces. Therefore, for comparison with experimental data, sev-
eral corrections have to be applied to the simulation data.
The correction term accounting for finite system and ion size
reads49

∆Gfs =
z2e2

4πε0

[(
1 +

1
εr

) (2πR2
ion

3L3
−

4π2R5
ion

45L6

)
−
ξew

2εr

]
, (A3)

where z is the ion valency and e the elementary charge. Here
Rion is the effective radius of the ion which is estimated from
the first peak of the ion-oxygen radial distribution function, and
εr = 71 is the relative dielectric constant of SPC/E water. The
Wigner potential equals ξew = �2.837 279/L, where L denotes
the simulation box size in nm.

Experimental values of the solvation free energy are usu-
ally given with respect to a hypothetical transfer of ions from
the ideal gas phase at p0 = 1 atm pressure to the ideal solution
at a pressure of p1 = 24.6 atm, corresponding to a density of
1 mol/l. Thus, it is also necessary to include a correction term
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related to the compression of the gas,

∆Gpress = kBT ln(p1/p0) = 7.9 kJ/mol, (A4)

where kBT is the thermal energy.
Hence, the total single-ion solvation free energy is given

by
∆Gsolv = ∆Gsim + ∆Gfs + ∆Gpress. (A5)

Experimental solvation free energy data are available only
for neutral ion-pairs, for which the water surface potential
drops out. Extracting single-ion solvation free energies from
experimental data therefore relies on a reference value, for
which traditionally the solvation free energy of the proton
∆Gsolv(H+) has been used. However, the most popular esti-
mates for ∆Gsolv(H+), those of Tissandier et al.50 (�1104.5
kJ/mol) and Marcus47 (�1056 kJ/mol), differ by about 50
kJ/mol. Therefore, we choose the chloride ion instead, with
the commonly used Smith-Dang parameters31 given in Table I.
Taking Smith-Dang parameters for the Cl� ion and SPC/E
water, σCl–OW = 0.378 nm and εCl–OW = 0.52 kJ/mol, and
using the data from Ref. 51, MD simulations yield a Cl� sol-
vation free energy value of ∆Gsolv = �306 kJ/mol. For SO2−

4 ,
the reference solvation free energy is the difference between
the experimental sulfate and chloride solvation free energies.
Using the experimental values for SO2−

4 and Cl� taken from
Ref. 47 we find

∆∆G = ∆Gsolv(SO2−
4 ) − z × ∆Gsolv(Cl−)

= −1090 − 2 · (−347) = −396 kJ/mol,

where z = 2 is the valency of the sulfate anion. For Na+, we use
Smith-Dang parameters31 and for Mg2+ we take our previously
optimized force field.30

Using the procedure explained above, we first compute
the solvation free energy of SO2−

4 using the original rigid force
field proposed by Cannon et al.29 Using the set of LJ parame-
ters for SO2−

4 reproduced in Table I, we obtain ∆Gsim = �970
kJ/mol for the free energy of charging the rigid molecule from
q = 0 to q = �2e which is in fair agreement with the value of
∆Gsim = �945 kJ/mol obtained in the work of Cannon et al.29

The difference between our work and Ref. 29 might be due to
different cutoff settings, as well as to differences in system size
and correction terms. We find that the solvation free energy of
SO2−

4 is rather insensitive to variations of the LJ parameters
of the sulfur atom (data not shown) and mainly depends on
parameters of the sulfate oxygen atoms. Therefore we look for
the combinations ofσSO4

O and εSO4
O that most closely reproduce

the experimental solvation free energy of SO2−
4 .

In Fig. 6(a) we plot the solvation free energy difference
of the flexible sulfate ion and two Smith-Dang Cl� ions, ∆∆G,
as a function of σSO4

O for a few fixed value of εSO4
O . For all

curves the sulfur atom LJ parameters are set to σS = 0.355
nm and εS = 1.0465 kJ/mol,29 angle and bond parameters of
the sulfate ion are shown in Table I. For increasing values of
σSO4

O and εSO4
O the solvation process becomes less favorable

and the solvation free energy increases, as shown in Fig. 6(a).
The horizontal line shows the experimental value∆∆G = �396
kJ/mol; we see that for each value of the LJ interaction strength
εSO4

O there is a value of the LJ radius σSO4
O that reproduces the

experimental solvation free energy. The resulting combina-
tion of LJ parameters that reproduce the experimental value

FIG. 6. (a) Solvation free energy difference ∆∆G between a flexible sul-
fate ion and two chloride ions as a function of the sulfate oxygen LJ radius

σ
SO4
O . The red horizontal line represents the experimental value ∆∆G = �396

kJ/mol.47 Symbols represent simulation results at different values of εSO4
O .

The sulfur atom LJ parameters are fixed at σS = 0.355 nm and εS = 1.0465
kJ/mol and the partial charges are fixed at qS = 2e and qO = �1e. (b) The

combinations of σSO4
O and εSO4

O that reproduce the experimental solvation
free energy difference of the sulfate and reference chloride ion as obtained
from (a). The circles show the LJ parameters used in simulations to calculate
the activity coefficient of Na2SO4 and MgSO4 solutions. The optimal force

field corresponds to σSO4
O = 0.391 nm and εSO4

O = 0.1 kJ/mol (filled green
circle). The LJ parameters of two literature force fields are denoted as a blue
triangle46 and a red square29 for comparison.

of ∆∆G is shown in Fig. 6(b) as a continuous line. The LJ
parameters used to compute activity coefficients of Na2SO4

and MgSO4 are denoted by circles. For comparison, previous
LJ force field parameters are indicated by a red square29 and
by a blue triangle.46

Note that the free energy of a rigid SO2−
4 ion with LJ

parameters on the isoline of the flexible ion shown in Fig. 6(b)
differs less than 2 kJ/mol from the free energy of the flexible
ion, as we have determined in separate simulations, the results
of which are not shown.

3. Solution activity

The Kirkwood-Buff (KB) theory connects integrals over
pair distribution functions, the so-called KB integrals, to ther-
modynamic quantities such as isothermal compressibilities,
partial molar volumes, and, in particular, solution activity
derivatives.44 The KB integrals are defined as

G∞ij = 4π
∫ ∞

0
(gij − 1)r2dr, (A6)

where gij is the radial distribution function between species i
and j. To calculate the activity, we need the following integrals
over the salt (s), cations (+), anions (�), and water (w) radial
distribution functions

G∞ss =

[
ρ+

ρ+ + ρ−

]2

G∞++ +

[
ρ−

ρ+ + ρ−

]2

G∞−−

+

[
ρ+ρ−

(ρ+ + ρ−)2

] (
G∞+− + G∞−+

)
G∞sw =

[
ρ+

ρ+ + ρ−

]
G∞+w +

[
ρ−

ρ+ + ρ−

]
G∞−w

, (A7)

where ρ+ and ρ
�

are the concentrations of cations and anions
in solution. The electroneutrality condition can be expressed
as G∞+w = G∞−w and52,53

G∞+− =
1
ρ+

+ G∞++ =
1
ρ−

+ G∞−−. (A8)
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Using these KB integrals, the derivative of the salt activity, ass,
follows as

ass = 1 +

(
∂ ln ys

∂ ln ρs

) �����p,T

=
1

1 + (ρ− + ρ+)(G∞ss − G∞sw)
, (A9)

where the salt activity coefficient ys is defined via as = ρsys, ρs

is the salt concentration, and as is the salt activity. Additional
details on the KB theory can be found elsewhere.44,53

The KB integrals defined in Eq. (A6) need to be truncated
at a finite integration limit R. In infinite space, the two-particle
radial distribution functions (RDFs) gij (r), which are defined
as the atomic density at a distance r from a particular atom
normalized on the average atomic density, equal to unity for
r → ∞. In a finite simulation box, however, RDFs gsim

ij cal-
culated from molecular dynamics simulations never reach 1
exactly because one particle is singled out and the remaining
fluid is asymmetric. Although the deviation of gsim

ij (r → ∞)
from 1 is small, the spatial integral of Eq. (A6) diverges. To
remedy this problem, we exploit the known cutoff dependence
of the KB integral when the integral is truncated at r = R. The
asymmetry of Eq. (A6) is taken into account by using a geo-
metrical weight function w (r, R), which differs from 4πr2 for
finite R,54

GR
ij (R) =

∫ R

0
w (r, R)

(
gsim

ij (r) − 1
)

dr, (A10)

with

w (r, R) = 4πr2
[
1 −

3 r
2R

+
r3

2R3

]
. (A11)

The difference between G∞ij and GR
ij (R) in Eq. (A10) scales

linearly with 1/R, which allows us to extrapolate Eq. (A10)
to infinite box size.54 We have verified that the heuristic nor-
malization of the gij(r), as employed previously,30 gives very
similar results.

The radial distribution functions needed for the calcula-
tion of activities are obtained using a cubic box containing
6966 SPC/E water molecules. MD simulations are performed
with a 2-fs time step. To gather sufficient statistics, the parti-
cle trajectories are stored every 0.2 ps and the total simulation
time is 100 ns. According to our two-step optimization proce-
dure, we take combinations of LJ parameters that reproduce
the experimental solvation free energy of the sulfate ion, shown
in Fig. 6(b), and determine the activity derivatives for Na2SO4

and MgSO4 solutions at finite concentration.
Using the Smith-Dang LJ parameter for sodium,31 we cal-

culate the activity derivatives of Na2SO4 at 1M as a function
of the LJ radius σSO4

O in Fig. 7(a). The LJ parameters corre-
spond to the circles that lie on the solvation free energy isoline
shown in Fig. 6(b). The experimental data for the activities as
a function of salt molality are obtained from Ref. 55 and the
corresponding derivative of the activity with respect to molar
concentration ass is determined using Eq. (A9) and shown as
a horizontal red line. It is seen that the activity derivative for
Na2SO4 matches the experimental value at σSO4

O = 3.916 Å

and εSO4
O = 0.1 kJ/mol. This force field thus reproduces both

the sulfate solvation free energy and the activity derivative of
Na2SO4 at 1M and is denoted in Fig. 6(b) by a solid green
circle. Note that the literature sulfate force field denoted by a

FIG. 7. (a) The activity coefficient derivative ass of Na2SO4 at 1.0M as a

function of σSO4
O on the experimental solvation free energy isoline shown

in Fig. 6(b). The experimental value is denoted by a horizontal line. (b) ass
as a function of salt concentration for the optimized LJ parameters and par-
tial charges shown in Table I. The curve denotes the experimental activity
derivative obtained from ys(ρs) using Eq. (A9). Also shown is ass for a rigid
molecule with the same LJ parameters as the flexible model.

red square in Fig. 6(b) has a much smaller LJ radius,29 and our
results for the activity derivative ass in Fig. 7(a) show that for
small LJ radii ass is significantly smaller than the experimental
value, indicative of pronounced ion clustering in solution.27

In Fig. 7(b) the simulated activity derivative ass of Na2SO4

is compared to the experimental curve as a function of salt
concentration. It turns out that the optimized set of LJ param-
eters reproduces the experimental data (red line) for ass over
the entire concentration range. We also show ass of a rigid
model (open spheres) with the same LJ parameters as the flex-
ible model, which has a solvation free energy within 2 kJ/mol
from the solvation free energy of the flexible ion. The behav-
ior of ass of the rigid ion as a function of concentration does
not agree with experiment. The low values of ass indicate too
strong ion pairing, similar to the results from the rigid SO2−

4
force field of Ref. 29.

To understand the solution behavior in more detail, we
show the radial distribution functions g(r) for Na2SO4 at 0.5M
in Fig. 8(a) using our double-optimized force field. We find
that Na2SO4 preferably forms contact ion pairs [Fig. 8(a)].
The sulfate-sulfate radial distribution function displays a weak
solvent-separated peak around 7 Å [Fig. 8(b)] and the sodium-
sodium radial distribution function displays a peak around

FIG. 8. The radial distribution functions of our optimized NaSO4 force field at
0.5M for (a) SO2−

4 −Na+, (b) SO2−
4 −SO2−

4 , (c) Na+−Na+, and (d) SO2−
4 −H2O.

In (d), the boundaries of the first two solvation shells are indicated by broken
vertical lines, and the cumulative number of water molecules within a distance
r from the sulfate, n(r) = nbulk ∫

r
0 g(r)4πr2dr, is shown as a dotted line

(right-hand axis).
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FIG. 9. (a) The activity coefficient derivative ass of MgSO4 at 2.0M as a

function of σSO4
O on the experimental solvation free energy isoline shown

in Fig. 6(b). The experimental value, denoted by a horizontal line, is never
reached. (b) ass of MgSO4 at 2M as a function of the sulfur atom partial charge
qS for the optimized LJ force field parameters. Note that qS = 2 is the standard
value.29

3.5 Å due to the simultaneous pairing of more than one sodium
ion to a single sulfate ion [Fig. 8(c)]. The sulfate-water g(r) is
shown in Fig. 8(d), with the boundaries of the first two solva-
tion shells indicated with broken lines. The cumulative number
of water molecules within a distance r from the sulfate, n(r),
is shown as a dotted line. Interestingly, the sulfate ion is quite
strongly hydrated with about 14 water molecules in the first
solvation shell and about 30 water molecules in the second
solvation shell [Fig. 8(d), dotted lines, right-hand scale], in
good agreement with experimental data based on fs-resolved
IR vibrational spectroscopy.11

In contrast to Na2SO4, for MgSO4 the simulated values
of the activity derivative differ significantly from the experi-
mental value at 2M, as shown in Fig. 9(a). For Mg2+, we have
used our recently derived parameters for Mg2+.30 Because with
σSO4

O and εSO4
O alone the activity of MgSO4 solutions cannot be

reproduced, we investigate the influence of the partial charge
on the sulfur atom. We show ass as a function of the sulfur
atom partial charge qS for fixed Lennard-Jones parameters in
Fig. 9(b). Note that the standard value used previously and
in all our work is qS = 2. It is seen that the partial charge
distribution in the sulfate ion has only a minor influence on
the activity and therefore cannot be used as an optimization
parameter.

4. Ion-ion combination rule

From the data in Fig. 9, we conclude that there is no combi-
nation of LJ parameters and partial charges that simultaneously
reproduces experimental solvation free energies and activity
coefficients for MgSO4 solutions. This is similar to our previ-
ous findings for magnesium halide solutions.30 Accordingly,
we optimize the scaling factor λσ which we have introduced in
the cation-anion effective radius in Eq. (2), like we did previ-
ously.27,28,30 In Fig. 10(a) we present the activity derivative ass

for MgSO4 at 2.0M as a function of λσ . The symbols denote
the simulated values and the black solid line is a fourth-order
polynomial fit. The sulfate LJ parameters are the ones opti-
mized for Na2SO4, and the cation-cation, anion-anion, and
water-ion mixing rules are not modified. The experimental
value for ass is denoted by a horizontal red line.55 A perfect
match between simulated and experimental activity deriva-
tives is obtained for λσ = 1.65, a value that is very similar to
our previous results for MgCl2, MgBr2, and MgI2 solutions,30

which suggests that this scaling factor is more a signature of

FIG. 10. (a) Activity derivative ass of MgSO4 at 2M as function of the LJ
radius scaling factorλσ . The symbols show simulation results, the black curve
is a fourth-order polynomial fit meant as a guide to the eye. The horizontal
red line denotes the experimental value. (b) ass of MgSO4 as a function of
concentration. The red curve shows the experimental data, the open symbols
show simulation data for the unmodified combination rule λσ = 1, and the
black stars represent the simulation data for the optimized LJ radius scaling
factor λσ = 1.65.

the small divalent cation Mg2+ than of the sulfate anion. In
Fig. 10(b) we present the simulated activity derivative using
a fixed value λσ = 1.65 for MgSO4 at different concentra-
tions cs (star symbols). Clearly, this force field reproduces the
experimental data (red solid line) over the entire concentration
range (note that the experimental solubility limit of MgSO4 is
reached at about 3M). For comparison, we also include data
for the optimized sulfate LJ parameters using the unmodified
combination rule λσ = 1 (open circles). The data fall signifi-
cantly below the experimental values, indicative of excessive
ion pairing, clustering, and underestimated solubility.

In Fig. 11 we compare the ionic radial distribution func-
tions for MgSO4 at 2M for the (a) literature sulfate LJ param-
eters29 and (b) the optimized sulfate LJ parameters for both
the unmodified and the modified combination rule λσ = 1 and
λσ = 1.65. Whereas pronounced contact ion-pairing is seen
for all RDFs with the literature parameters in (a), the newly
optimized LJ parameters in (b) (broken lines) eliminate con-
tact ion pairing for the Mg2+–Mg2+ and SO2−

4 –SO2−
4 RDFs

and shift the solvent-separated peaks to larger ion separations.
Note that with the unmodified scaling factor λσ = 1, denoted
by the green solid line in (b), the Mg2+–SO2−

4 RDF indicates

FIG. 11. Radial distribution functions of a MgSO4 solution at 2M using the
force field proposed by Cannon et al.29 (a) and using our optimized force
field given in Table I (b). The literature sulfate model shows pronounced
magnesium-sulfate ion pairing. For our model withλσ = 1.65 the magnesium-
sulfate contact ion pair peak disappears and the distributions shift to larger
distances, which explains the increase in ass as λσ grows.
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pronounced contact ion pairing. Only the increase from λσ
= 1 to λσ = 1.65, denoted by the broken line in (b), completely
eliminates Mg2+–SO2−

4 contact pairs, while the Mg2+–Mg2+

and SO2−
4 − SO2−

4 RDFs are only slightly affected.
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