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Memory-induced acceleration and slowdown of barrier crossing
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We study the mean first-passage time Typp for the barrier crossing of a single massive particle with
non-Markovian memory by Langevin simulations in one dimension. In the Markovian limit of short
memory time 7, the expected Kramers turnover between the overdamped (high-friction) and the
inertial (low-friction) limits is recovered. Compared to the Markovian case, we find barrier cross-
ing to be accelerated for intermediate memory time, while for long memory time, barrier crossing
is slowed down and Typp increases with 71 as a power law Typp ~ Trz. Both effects are derived
from an asymptotic propagator analysis: while barrier crossing acceleration at intermediate mem-
ory can be understood as an effective particle mass reduction, slowing down for long memory is
caused by the slow kinetics of energy diffusion. A simple and globally accurate heuristic formula
for Tpp in terms of all relevant time scales of the system is presented and used to establish a scal-
ing diagram featuring the Markovian overdamped and the Markovian inertial regimes, as well as
the non-Markovian intermediate memory time regime where barrier crossing is accelerated and the
non-Markovian long memory time regime where barrier crossing is slowed down. Published by AIP
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I. INTRODUCTION

The rate-determining step of chemical and conformational
molecular reactions is typically modeled as the crossing over
a single barrier in an effective one-dimensional energy land-
scape.!~!! Solvent reorganization and intra- or intermolecular
degrees of freedom that are orthogonal to the reaction coor-
dinate give rise to non-Markovian or memory effects. Many
recipes for choosing a good reaction coordinate, i.e., a coor-
dinate for which memory effects are minimal or even absent,
have been suggested.'>?! The existence of a good coordinate
depends on a separation of time scales between orthogonal
degrees of freedom and the typical reaction time scale. Only
if orthogonal degrees of freedom relax relatively quickly (cor-
responding to the adiabatic approximation) is a Markovian
description possible.”>~>7 In this case, the system kinetics and
the transition rate can be characterized by instantaneous fric-
tion. In this paper, we consider the general situation where the
memory time can be smaller or larger than the other intrin-
sic time scales of the system and address the question how
the barrier crossing time depends on the diffusive, the inertial,
and the memory time scales. This encompasses macromolec-
ular reactions when there is no clear time scale separation
between the reaction coordinate and the environment and also
the case of ill-conditioned reaction coordinates that are cou-
pled to very slow orthogonal degrees of freedom. We are
particularly interested in the intermediate scenario when the
diffusive, the inertial, and the memory time scales are of the
same order, which is relevant for dihedral barrier crossing
reactions in peptides and alkanes? as well as for ion-pairing
kinetics.2%-?8

Our general viewpoint follows from the fact that the
dynamics of a complex multi-dimensional system can be
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described by the one-dimensional generalized Langevin
equation (GLE)*¥

mje(t)z—U’(x(t))—/ T()x( - )dt' +n@), (1)
0

where m is the effective mass of the reaction coordinate x,
U’(x) is the derivative of the potential U(x), and I'(¢) is the
memory kernel that results from integrating out all orthogonal
degrees of freedom, which is assumed to couple linearly to
the velocity x. The Gaussian random force 7(#) has zero mean
and in equilibrium obeys the fluctuation-dissipation theorem
(FDT)

(nn(t")y = kT T(z — 1), 2

where kg7 is the thermal energy. If the memory kernel I'(¢)
decays fast compared to the time scale on which x(¢) varies,
one reaches the Markovian limit and Eq. (1) reduces to the
ordinary memoryless Langevin equation characterized by the
friction coefficienty = J;° I'(¢) d. In this work, we consider a
single-exponential memory kernel,>!

r() =2 exp (—ﬂ) : 3)
Uy Uy

that in addition to y is characterized by the memory time 7.
This specific form of the memory kernel allows us to vary the
friction coefficient y and the memory time 71 independently
from each other.

We are interested in the mean first-passage time (MFPT)
TMmrp needed to cross a barrier of height Uy in the quartic
double well potential defined by

2

U®) = Uy [(%)2 - 1] , @)
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FIG. 1. (a) Illustration of the barrier crossing of a massive particle in the double-well potential U(x) defined in Eq. (4). The mean first-passage time Tyrp is
defined as the mean time difference between crossing the minimum at x = —L (left vertical dashed line) and reaching the other minimum at x = L (right vertical
dashed line) for the first time. [(b)—(d) and (f)—(h)] Typical simulation trajectories that display barrier crossing events for barrier height Ug = 3 kg7 and (b) low
friction 7,,/Tp = 10 and short memory 7r/rp = 0.001, [(c) and (d)] high friction 7,,/Tp = 0.001 and short memory 7r/7p = 0.001, (f) low friction 7,,/Tp = 10
and long memory 7r/7p = 10, [(g) and (h)] high friction 7,,/7p = 0.001 and long memory 7r/7rp = 10. The horizontal green dashed lines indicate the potential
minima. (e) Illustration of how first-passage times (FPTs) are obtained from Langevin simulations. The vertical black lines mark crossings of the trajectory with
the minimum x = —L (lower green dashed line), and the vertical red line marks the first crossing of the trajectory with the minimum x = L (upper green dashed
line). Each vertical black line constitutes a sample for the FPT, obtained via calculating the time difference to the red line, and the MFPT 7pp is obtained by
averaging over all FPTs. For the trajectory shown, the parameters 7,,/Tp = 7r/tp = 0.001 and barrier height Uy =3 kg T are used.

see Fig. 1(a) for an illustration. This problem has a long and
active history. Early on it was shown that Tygp, which equals
the barrier escape time in certain limits,3? as will be discussed
later, is given by the Arrhenius law Typ ~ exp(Uo/(kgT)),>
but the pre-exponential factor remained unclear. The transition
state theory (TST) of Eyring®* predicts Typp in the framework
of equilibrium statistical mechanics but does not include the
friction coupling to the environment. This gap was filled by
Kramers, who for Markovian dynamics, i.e., 7 = 0, derived
Tymrp for asymptotically small as well as high friction y.%> He
found that for fixed mass m, TyEp is minimal for intermedi-
ate y. Four decades later, the Markovian theory including also
the regime for intermediate y, known as Kramers turnover,
was established by Mel’nikov and Meshkov (MM).*® For
short memory time 71, Grote and Hynes (GH) derived a self-
consistent equation for Typp in the medium-to-high friction
regime,’” while Carmeli and Nitzan provided a formula for
low friction.?® These limiting cases were bridged by empir-
ical expressions.®!3>40 Finally, Pollak, Grabert, and Hinggi
(PGH) worked out a theory for t\pp for arbitrary memory
time 7 and arbitrary friction y.*!

GH and PGH theories can be derived using the equiva-
lence of the GLE, Eq. (1), to a Hamiltonian system where the
one-dimensional coordinate x is coupled to harmonic oscil-
lators.*? Using a normal-mode approach, the particle barrier
escape time can be related to the dynamic energy partition-
ing between the modes.*! In contrast to the GH theory, the
PGH theory accounts for the particle history stemming from
unsuccessful barrier crossing attempts.*! The PGH theory has

been recently extended to account for low barriers*>** and
has been successfully compared with Langevin simulations
in a restricted parameter range.*** Excellent accounts of the
historical development of rate theories***’ and pedagogical
introductions to the PGH theory*® exist. However, due to the
complex mathematical structure of the PGH theory, it is mostly
the GH theory that is currently used for the interpretation
of molecular dynamics (MD) simulations.?>#*=3 The precise
limits of accuracy of the various theories and formulations
have remained unclear.

In this work, we study the barrier crossing by numerical
simulations of the GLE, Eq. (1), in the complete parameter
space that encompasses both low and high friction y as well
as short and long memory times 7r. By comparison of our
numerical data with existing theories, we confirm that the GH
theory has a very limited range of applicability,’! while the
PGH theory is virtually exact for all parameters. We find a
regime at intermediate memory time where memory acceler-
ates barrier crossing. At long memory time, the MFPT scales
as Tvpp ~ 12eY0/*87) /y and thus increases with 71 as a power
law,! which shows that memory can modify the barrier cross-
ing behavior at time scales that are much longer than the
memory time itself. By an asymptotic dynamic propagator
analysis, the barrier crossing acceleration at intermediate 71
is explained by effective mass reduction due to unsuccess-
ful barrier crossing attempts, the barrier crossing slowdown
at large 7r by slow energy diffusion effects. We provide a
simple heuristic formula for 7ypp that holds globally as a
function of all parameters and use it to predict the crossover
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between the Markovian overdamped and inertial regimes and
the two non-Markovian regimes where memory effects are
relevant and either accelerate or slow down the barrier crossing
rate.

Il. SETUP

To reformulate the problem defined by Eqgs. (1)-(4) with

a minimal set of parameters, we introduce the time scales

L%y m
= —, = —, 5

kT Tm y ©)
where 7 is the diffusion time linked with the barrier separation
L and friction coefficient y, and 7, is the inertial time that
characterizes viscous dissipation of particle momentum. With
this, we can rewrite the GLE, Eq. (1), as

AUy %(1 — 72 L dr’
4Uo x(1 - X7) _ / TR - ) — +7i(1), (6)
kgT  1p 0 T

™

ijé(t) =

where ¥ = x/L is the dimensionless particle position and
7 = n/(yL) is the rescaled random noise that is character-
ized by the correlator (7j(¢)7j(t")) = exp (— |t — t’| /7r) /(Tp7T)-
It now transpires that the problem is fully specified by the
rescaled potential barrier height Uy/(kgT') and two dimension-
less ratios formed by the characteristic time scales 7, Tp,
and 7r.

For numerical simulations of Eq. (6), we eliminate the
memory kernel by coupling to an additional fluctuating degree
of freedom.?! More explicitly, Eq. (6) is equivalent to the
coupled system of equations

s . AU x(1 —x%)
T X(1) = [ — +R(), (7
wR(t) = - [R() +%() - £0)], ®)
where ¢ is white noise with (£(¢)) = 0 and variance

(E@ER)) = 20(t — t')/tp. The solution to Eq. (8) with
initial condition R(0) = Ry is R(t) = Roe /™ — [; et/
X [¥(t — t') — &t — t)]dt’ /7r. Substituting this into Eq. (7),
one recovers Eq. (6) with an effective noise given by
7i(t) = Roe™/™ + [ e/ &(t — ¢")d¢’ /7r. The FDT is fulfilled
if Ry is drawn from a Gaussian distribution with zero mean
and variance (R(z)) = 1/(trtp). In our simulations, we sam-
ple the initial position ¥(0) from the equilibrium distribution
within the potential well centered around ¥ = —1, using a
Gaussian approximation so that (¥(0)) = —1 and ((%(0) + 1))
= kgT/(U"(~L)L?) = kgT/(8Up). The initial velocity %(0)
is sampled from a Gaussian distribution with zero mean and
variance (¥(0)2) = kgT/(L>m) = 1/(t,7p), in accordance
with the equipartition theorem. Equations (7) and (8) are inte-
grated numerically using a standard fourth-order Runge-Kutta
scheme.

Particle trajectories for overdamped and inertial dynam-
ics with short and long memory times, respectively, are shown
in Fig. 1. In Figs. 1(g) and 1(h), it is seen that even in the
high friction case, we obtain for long memory time bursts
of quickly repeating barrier recrossing events, similar to the
inertial Markovian case shown in Fig. 1(b), hinting already
at a close analogy between the long-memory and the iner-
tial limits, which we will describe below.3138>% Most of the
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results for the MFPT typp shown in this paper are extracted
from a single long trajectory that in the presence of memory
crosses the barrier many times and thus includes the effects of
multiple recrossing events. In Appendix A, we discuss
alternative estimates of the barrier crossing time based on first-
passage events as well as based on the relaxation dynamics
of the particle probability distribution. To obtain Typp, We
average over all first passage times, defined as the difference
between the time a trajectory crosses the potential minimum at
x = —L and the time it reaches the other minimum at x = L for
the first time, as illustrated in Fig. 1(e) (to increase sampling
efficiency, we also consider the reverse first passage events
from x = L to x =—L). Each of our trajectories includes at least
thousand barrier crossing events.

Rate theories typically yield the escape time, Tes, Which
is defined as the inverse of the escape rate at which the fraction
of particles initially localized on one side of the barrier decays
towards equilibrium. If trajectories cannot recross the barrier
once they have reached their target position, corresponding to
a single-well scenario which is effected by a suitably posi-
tioned absorbing boundary condition, there is no difference
between the MFPT t)rp obtained in simulations and 7eg.. If
one allows for the recrossing of trajectories, corresponding
to the double-well scenario, Typp and Teg. only agree in the
high-friction and Markovian limit. For MM and PGH theories,
formulas for the escape time in the single-well as well as in the
double-well scenarios exist.>®*148 In this paper, we compare
our numerically determined MFPTs in the double-well sce-
nario (including barrier recrossing) with the escape times from
single-well rate theories (which neglect barrier recrossing). In
Appendix A, we present explicit simulation results for double-
well MFPTs and single-well escape times and demonstrate
that they are numerically identical. This shows that recrossing
events (which are absent in single-well rate theories) contribute
negligibly to Typp and therefore validate our comparison of
numerically determined MFPTs in the double-well scenario
with escape times from single-well rate theories.

While the results in the main text are based on the quar-
tic potential defined in Eq. (4), in Appendix B, we compare
results for quartic and cubic potentials and demonstrate that
the differences are insignificant if suitable rescaled variables
are used.

lll. COMPARISON OF RATE THEORY RESULTS
TO LANGEVIN SIMULATIONS

Before we display numerical results, we compare in
Fig. 2(a) different theoretical predictions for the rescaled
MFPT tvipp/+/Tp Ty for a few different fixed memory times 7
and fixed barrier height Uy =3 kg T as a function of the rescaled
friction coefficient Vrp /1, ~ y/+/m. This is the standard way
of illustrating the friction-dependent Kramers turnover’®4!
since the rescaled MFPT 7yvipp/+/TpTm ~ Tmrp/\m does not
explicitly depend on . For short memory time 7r/+/TpT, =
0.01, the MM theory (thick gray line) agrees perfectly with the
full PGH theory (green line), which is expected since the MM
theory is valid in the Markovian limit 7t = 0. For intermediate
and long memory times 1r/4/TpT,, = 1, 10, the PGH theory
predicts the MFPT to increase, compared to the Markovian
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FIG. 2. Simulation results for the mean first-passage time Tppp (crosses) are compared with predictions from the memoryless Mel nikov-Meshkov (MM

Ton/TD ~ M/
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)36

theory (thick gray line), Grote-Hynes (GH)*’ theory (dotted lines), and Pollak-Grabert-Hanggi (PGH)*! theory (solid colored lines) for fixed barrier height
Uy =3 kgT. (a) The rescaled MFPT 7\mpp/\/Tm 7D ~ TMEp/vm plotted as a function of V7 p /7y, ~ v/+/m shows the classical Kramers turnover with a minimum
in 7pp at an intermediate value of y/+/m between the low-friction (to the left) and the high-friction regimes (to the right). The PGH theory converges to the MM
theory for short memory, and the GH theory is only valid for high friction. (b) Plot of 7rp/7p as a function of 7,,/7p for several values of the rescaled memory
time 7r/7 p. Simulation results agree accurately with the PGH theory. (c) Plot of 7\vpp/7p as a function of 7r/7p for several values of 7,,/7 p; for long memory,
the MFPT scales as Tyvpp ~ ‘rl%. For intermediate values of the rescaled memory time 7r/7p, memory effects in fact accelerate barrier crossing compared to the

Markovian (memoryless) case.

limit 7 = 0, in the inertial low-friction limit (to the left), while
for high friction, the increase in memory time has no influence
on the barrier-crossing time. The power law behavior is inde-
pendent of the memory time and (for fixed Uo/kgT) is given by
T™mrp ~ m/ly for low friction and Typp ~ y for high friction, the
standard Kramers scaling.>>3 The minimum in the MFPT at
intermediate friction is shifted upwards and to larger friction
as the memory time increases. The GH theory (dotted lines)
clearly breaks down in the inertial regime, which is expected
and has been noted before.*’

To reveal the global scaling structure of the barrier cross-
ing time, it is useful to slightly change the rescaling and to
express all times in units of 7p. Figure 2(b) shows Typp/7p
as a function of 7,,/Tp for a few fixed values of the rescaled
memory time 7r/7p, crosses denote simulation results, which
quantitatively agree with the PGH theory (solid colored lines).
The small deviations between simulations and PGH theory for
long memory time are discussed in Appendix A. The high-
friction regime (to the left) is characterized by a constant

rescaled MFPT typp/Tp ~const. and thus Typp ~ 7y, while
the low-friction regime (to the right) displays a linear scaling
TMFP/TD ~ Tp/Tp and thus Typp ~ m/y (as indicated by a black
bar). Notably, in this presentation, it is seen that the GH the-
ory not only fails in the inertial regime (to the right) but also
fails in the diffusive regime for elevated memory times 7r/7p
=1 and 10 and reduces to the transition-state theory scaling
TvEp ~ Vm as indicated by a black bar.

In Fig. 2(c), we present the scaling behavior of the MFPT
as a function of the memory time 7r; for this, we plot Tvpp/7Tp
versus 1r/7p for a few different fixed values of 7,,/7p. Again,
simulations (crosses) agree quantitatively with the PGH the-
ory (solid lines) for all parameter values, which demonstrates
that the PGH theory is virtually exact both for long and
short memory times as well as for low and high friction.
The power-law behavior Typp o ‘r]% for long memory times
Tr/Tp > 1, which has been demonstrated before,?' is clearly
seen both for low and high friction, i.e., for all values of 7,,,/7p.
Note that this power law scaling is not captured by the

(a) PO Lonsovi (b) , (c) 159.0
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<10 < &

= & £ 1585
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8 2 i
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FIG. 3. Simulation data and PGH predictions for the MFPTs 7rp. Same data as shown in Fig. 2(c), in semi-logarithmic representation, in order to illustrate
the minimum in 7)pp at intermediate memory times 7r. The numerical results shown in subplots [(a) and (b)] illustrate that the speedup in barrier crossing is

also observed in the Langevin simulations. For subplot (c), no numerical data are shown because a speedup could not be observed within statistical error.
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FIG. 4. [(a) and (d)] Global plots of the mean first-passage time Typp/7p as a function of 7,,/7p and Tr/7p according to the PGH theory for barrier heights (a)
Ug=3kpT and (d) Uy =20 kgT. The red lines at the boundaries represent the heuristic formula Eq. (9). [(b) and (e)] Scaling diagrams showing the different
scaling regimes for Tpp for barrier heights (b) Uy =3 kg7 and (e) Ug = 20 kgT. The phase boundaries are determined by estimating the crossovers between
the different scaling forms Eqgs. (10)—(13) of the heuristic formula Eq. (9). The memory speedup regime is defined by the parameter range where the heuristic
formula (9) yields a value for Tpp/Tp less than 95% of the Markovian limit (11). [(c) and (f)] Global plots of the mean first-passage time Tmpp/Tp as a
function of 7,,/Tp and 71/t p according to the GH theory for barrier heights (c) Uy =3 kT and (f) Uy = 20 kg7, which agrees with the PGH theory only in the

short-memory high-friction regime, defined by 7r/tp < 1 and 7,,/7p < 1.

GH theory (dotted lines), but rather by the Carmeli-Nitzan
energy diffusion formula.'3* Unfortunately, the Carmeli-
Nitzan theory is rarely used when applying rate theories to
MD data. In between the asymptotic short- and long-memory
regimes, the MFPT shows a minimum, which is most visi-
ble for small mass 7,,/Tp = 0.01 (shown in green). For the
other two friction values shown (7,,/tp = 1, 10), a minimum
cannot be discerned in the log-log representation, but it is still
present. This is more clearly seen in Fig. 3, where we replot the
simulation data and the PGH prediction in a semi-logarithmic
presentation and obtain quite good agreement between the
two. As we will discuss in more detail in Secs. IV and V,
intermediate memory time speeds up barrier crossing, while
a long memory time invariably slows down reaction rates
and in fact gives rise to a power law dependence of Typp
on 7r.

The three different ways of representing the data in
Fig. 2 bring out the three fundamental scaling properties of
the MFPT, namely, the scaling T\ypp ~ 7y for high friction,
seen in Fig. 2(a) to the right, the scaling Typp ~ m/y for large
mass, seen in Fig. 2(b) to the right, and the scaling Typp ~ TI%
for large memory time, seen in Fig. 2(c) to the right.

To present this scaling behavior of the MFPT in
one graph, we show the PGH predictions for Typp/7Tp in
Fig. 4(a) in a triple-logarithmic plot as a function of 7,,/7p
and 7r/7p for fixed Uy = 3 kgT. Tmrp/Tp shows a plateau
in the short-memory high-friction regime for 7,,/tp < 1 and
7r/Tp < 1. The comparison with Figs. 2(b) and 4(c), where the
GH prediction is shown, demonstrates that this is the only

regime where the GH theory is reliable; this was clear
when the GH theory was devised.>’ For long memory 7r/7p
> 1, /tmp (for t,,/tp > 1) or Tp/Ttp > 1 (for 7,,/Tp < 1),
the power law typp/Tp ~ (tr/tp)? emerges in the PGH
theory as shown in Fig. 4(a), while the low-friction short-
memory scaling Tvpp/Tp ~ T,/Tp is seen for 7,,/tp > 1 and
Tn/Tp > (Tr/ D)%

IV. A SIMPLE HEURISTIC FORMULA FOR THE MEAN
FIRST-PASSAGE TIME

Based on the scaling behavior of 7\pp exhibited in
Fig. 4(a), we construct the heuristic crossover function

Wo/tksT)" (Vo )‘ Tn
1+10U()/(kBT)TI‘/TD kBT

SRR
kB T 9)) 9))
where e = 2.72 is Euler’s number. Equation (9) is plotted in
Figs. 4(a) and 4(d) as a red thick line at the boundaries and
reproduces the PGH theory very accurately.

InFig. 5, we compare simulation results for 7rp (crosses)
with the PGH theory (solid lines) and our heuristic formula
Eq. (9) (dotted lines) as a function of the barrier height Uj.
We compare two representative scenarios, one for high fric-
tion 7,,/tp = 0.1 and long memory 7r/tp = 10 (in green)
and the other for low friction 7,,/7p = 10 and short memory
7r/tp = 0.1 (in blue). The heuristic formula Eq. (9) and PGH

Uo/(ksT)

T™MFP/Tp = €
™D

()]
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FIG. 5. Mean first-passage time 7mpp/7p as a function of barrier height Uy
for two different parameter combinations of 7,,/T p and Tr/7p. Crosses denote
simulation results, solid lines cenote predictions from the PGH theory, and
dotted lines represent the heuristic formula Eq. (9).

theory agree closely with each other and also with the simu-
lation results for not too low barrier heights. It transpires that
the low-barrier corrections to the PGH theory**~* are not sig-
nificant for barrier heights Uy = 3 kgT. In Appendix C, we
present a quantitative comparison of Eq. (9) to the PGH the-
ory predictions and find that throughout the parameter range
considered, in which Typp varies over 27 orders of magnitude,
relative deviations between our heuristic formula and the full
PGH theory are small. Thus, over many orders of magnitude
in the parameters 7,,/Tp, Tr/7p, and Uy and especially in the
asymptotic regimes, our formula (9) is a simple and accurate
means for calculating Typp.

Equation (9) allows us to establish a global scaling dia-
gram. While in the long memory limit 7r/7p > 1, Eq. (9)
reduces to )

Tvpp/Tp & U0/CBTH (T—r) , (10)
™D
in the Markovian limit 7p/7Tp < 1, one obtains

-1
lm/wBT>( Yo )

T™™FP/Tp ~ €
kgT

(1D
The boundary between the Markovian and the non-Markovian
regimes follows by equating Eqs. (10) and (11) and con-
stitutes the left boundary of the memory slowdown regime,
shown in green in the scaling diagram for barrier height
Uop = 3 kgT in Fig. 4(b). The asymptotic boundaries are
given by (1r/1p)? = kgT /Uy for high friction 7,,/7p < 1 and
(‘z’r/‘rD)2 =kgT /Uy - 1,/ 1p for low friction 7,,/Tp > 1. Sim-
ilarly, the crossover from the high-friction Markovian limit
(tm/tp < 1) of Eq. (11),

-1
U
vrp/Tp ~ U0/ kB T) (kB_OT) , (12)
to the low-friction Markovian limit (7,,/Ttp > 1) of
-1

U n
v/ Tp & Ve (L) I (13)

kBT 9]

occurs at 7,,/Tp = 1 and separates the Markovian low-friction
(inertial) from the Markovian high-friction (overdamped)
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—0.5
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PGH, 7,/7p =1
—e— PGH, 7,,,/7p =10
1073 "
10!
U/ (ksT)

FIG. 6. Memory time which minimizes 7ypp/7rp for given 7,,/Tp, as pre-
dicted by Eq. (9) (red solid line) and the PGH theory (data points), as a function
of Uy. Note that according to Eq. (9), 7r/Tplnin does not depend on 7,,/7p.
The power law 71 /7p lmin ~ 1/VUp, denoted by a black bar, approximates
well the result from Eq. (9).

regimes in Fig. 4(b). We define the regime within which mem-
ory accelerates barrier crossing as the parameter range where
TMmrp/Tp according to the heuristic formula Eq. (9) is smaller
by 5% compared to the Markovian limit (11). This defines
the memory speedup regime, which in Fig. 4(b) is shown in
purple and is obtained for intermediate memory time and not
too large mass. Note that while a slight speedup is obtained
even for large mass 7,,/7p, the relative speedup goes to zero
as T,/tp > 1, as is clearly seen in Fig. 3.

InFig. 4(e), we show the scaling diagram for Uy =20 kgT.
Compared to the result for Uy = 3 kgT in (b), the boundary
of the memory slowdown regime (shown in green) shifts to
slightly smaller values of 7r/7p. Otherwise, the scaling dia-
grams for Ug = 3 kgT and Uy = 20 kgT are very similar,
which shows that the general scaling structure of the MFPT is
robust with respect to variations of the barrier energy Uy. The
comparison of the PGH theory and our heuristic formula for
Uy =20 kgT in Fig. 4(d) shows that the comparison is good
also for high barriers.

In Fig. 6, we show the memory time 7r/7plyi, at which,
for given inertial time scale 7,,/tp and barrier height Uy,
the MFPT ty\pp/Tp is minimal. We compare results from
the heuristic formula Eq. (9) with predictions of the PGH
theory. According to Eq. (9), 7r/7Tplnin is independent of
T,/Tp and decays as a power law 1/7p|min ~ 1/VUo with
Uo. While tr/tplpin as predicted by the PGH theory does
slightly depend on 7,,/7p and is smaller than the value obtained
from the heuristic formula, the general agreement is quite
good.

V. PROPAGATOR ANALYSIS

The scaling Typp ~ ‘rg for long memory time has been
observed before and can be derived from the energy dif-
fusion limit of the barrier crossing rate.! Alternatively, it
can be obtained by an asymptotic analysis of the propagator
C(t) = (x(1)x(0)) that describes the particle motion within
the potential well. This approach has the advantage that one
can also derive the barrier-crossing speedup at intermediate
memory time in a straightforward fashion.
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We consider the GLE (1) in a harmonic potential
U(x) ~ Kx%/2 and for times ¢ > 7 so that we can replace
the upper limit in the memory integral by infinity. Fourier
transforming Eq. (1) and solving for ¥(w) yields

1) — Wiw),  (14)

K — mw? + iwl 1 (w)

(w) =

where the half-sided Fourier transform I, of the memory
kernel I'(¢) is given by

[(w) = / ) dt e'T(t) = L (15)
0 1 +iwt
while the Fourier transform of the full memory kernel is
Fw) = Fo(@) + Fy-w) = —L— (16)
1+ wzrrz
Using Eq. (14), we calculate (x(¢)x(0)) as
C(®) = (x(1)x(0)) (17
dw iwt do’ ~ ~c
= | 3¢ / o F(w)x(")) (13)
dw ; dw’ - -
= 2—we’w’ / “ Q(w)Q(w")f(w)if(w)) (19)
T 2
=kgT d—“’e"w / do’ 278(w + w" )L (W)Q(W)Q(w”)
2r 2w
(20)
dw ., ~ = -
= kT / S )@, @)

where we used that the Fourier transform of the generalized
FDT, Eq. (2), is (ff(w)f(w")) = kgT 276(w + ") ['(w). Thus
the propagator, i.e., the Fourier transform of C(¢), is finally
given by

C(w)/(ksT) = T'(w)0(w)O(-w) (22)
2y 1
1+ Wt} K — mw? + iwly(w)
X ! (23)

K — mw? — ol (-w)
=2y [(K - mwz)2 + wzyz + 2w27‘rr(K - mwz)
-1
+ W K - mw?)?] . (24)

For vanishing memory time, 7 = 0, we obtain the standard
damped harmonic oscillator result,

C)/(ksT) = 2y [(K = mw?)? + a)zyz]_l .25

We now investigate the properties of Eq. (24) for small and
large memory times 7.
For small 71, we rewrite Eq. (24) as

C@)/(ksT) =2y [(K = w’m(1 = 11 /7,)) + 0y
+ T (K —mo? -] (26)

=2y [(K - w’m(1 = 7 /7)) + 07y
r o). @7)

Neglecting the O(w?7) terms in Eq. (27), we see that
Eq. (27) reduces to the memoryless propagator Eq. (25) with
an effective mass

megr = m(1 — 10 /7,), (28)
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which is smaller than the bare mass m. Thus, short but finite
memory effectively leads to a reduction of the mass, which
according to the Kramers theory is associated with a speedup
of the dynamics. This is indeed what we observe in both the
Langevin simulations and the PGH theory predictions; see
Figs. 2(c) and 3. Note that Eq. (28) was derived from the lin-
earized GLE. To arrive at Eq. (28) in the general nonlinear
case, one can alternatively perform a gradient expansion of
the memory integral in the GLE, Eq. (1). If the memory ker-
nel I" decays quickly compared to the time scale on which x
varies, the Taylor expansion of x(¢ — ¢’) around ¢ and using the
exponential memory kernel, Eq. (3), yields

/oo I'(tHx —t")dt = /m I'¢t")dt x(t) — /m t'T(t)dt (@)
0 0 0

(29

= yi(t) - m:—rjé(t). (30)

m
Replacing the memory integral in Eq. (1) by this expression,
one obtains the ordinary Langevin equation with friction coef-
ficient y and the effective mass megr given by Eq. (28), in
agreement with our propagator analysis.
For large 71, we rewrite Eq. (24) as

> Y
ClnlhaT) =2 T | =™+ o (K =)
-1
+ W'y’ + 207y (K — mw?)) ] @31
=272 [k - mo?? + 00 ™) (32)
w Tl-
= 2yert [(K —mw?? + Owr)™] . (33)

Toleading order in 7 ! this is the low friction limit 7,,,w > 1 of
the memoryless propagator Eq. (25) with a frequency depen-
dent effective friction coefficient yeg = y/(a)z‘rrz). Indeed,
even though the friction coefficient is very high, the long-
memory trajectories shown in Figs. 1(g) and 1(h) look inertial,
in the sense that once a barrier crossing event takes place, there
is a cascade of recrossings, reminiscent of the low-friction
barrier crossing, as shown in Fig. 1(b). For low effective fric-
tion, the propagator Eq. (25) is dominated by the pole at
w? = K/m so that the effective friction asymptotically equals
YVeft = Y/ (wf‘rlg) = ym/(K Tl%). Using the Kramers scaling for
TMmrp for low friction and replacing y by the effective friction
coefficient vy, we finally obtain

vrp ~ € D ks T/ (yerr Uo) (34)
= D) 2K Ty Up) (35)
= SeUO/(kBT)TI%kBT/(VLZ) (36)
~ U0/ g2 (37

where we used K = 8U/L?, appropriate for the quartic poten-
tial Eq. (4). This is precisely the scaling behavior obtained for
large memory times 71 both for large and small bare friction
v in Fig. 2(c) and which is also recovered by the heuristic
formula Eq. (9).

This scaling result is noteworthy for several reasons. First,
it demonstrates that the non-Markovian limit, corresponding



014903-8 Kappler et al.

to memory times 7t much larger than the diffusion and iner-
tial times 7p and 7, is characterized by a very simple and
universal scaling of the barrier crossing time Typp. Second,
orthogonal degrees of freedom, which are at the core of non-
Markovian effects,””° modify Typp in a crucial but intuitive
manner. To see this, we assume that the non-Markovian effects
are caused by a single orthogonal degree of freedom subject
to an energy barrier of height Wy so that the memory time
can be written as T ~ ye"o/®87) o leading order. Com-
bining this with the scaling nyipp ~ ¢¥/*#7)72/y, we obtain
TMEP ~ ye(U°+2W0)/ &8T) This shows that in the long-memory
limit, the orthogonal barrier height W is even more relevant
than the barrier height Uy associated with the reaction coor-
dinate, which presumably reflects multiple recrossing events
over the orthogonal barrier.

A simple picture allows us to rationalize the observed
acceleration of the barrier crossing at intermediate memory
time in an intuitive manner. Consider a particle that has just
returned from an unsuccessful barrier-crossing attempt and is
located at the potential minimum. For a memory time that is
of the order of the time it took the particle to move down
from the barrier, the net effect of friction will be to acceler-
ate the particle up the barrier again, so this is a simple way
of understanding the effective mass reduction expressed by
Eq. (28). For much longer memory times, the memory ker-
nel will average over many previous barrier crossing attempts
which cancel out on average and thus lead to a reduced
effective friction. This explains why the particle trajecto-
ries in Figs. 1(g) and 1(h) look inertial and why the kernel
derived in the long-memory limit, Eq. (33), has a similar pole
structure as the memoryless kernel Eq. (25) for vanishing
friction.

VL. CONCLUSIONS

In summary, we compare several rate theories (MM, GH,
PGH) for the barrier-crossing time with explicit Langevin sim-
ulation results and determine the range of applicability of the
various theoretical predictions. We confirm that the commonly
used GH theory is only applicable in the double limit of short
memory and high-friction (overdamped) dynamics and that
the PGH theory is very accurate in predicting MFPTs in the
entire parameter space. From asymptotic analysis of the prop-
agator, we derive that there is a regime at intermediate memory
times where memory leads to a decrease of the MFPT tyrp
and a distinct regime at long memory times where memory
effects slow down barrier crossing and the asymptotic power
law TvEp ~ Tlg is obtained. As an easy-to-implement alterna-
tive to the PGH formula, we provide the heuristic formula (9),
show that it accurately predicts the MFPT over many orders
of magnitude in the parameters 7,,/7p, 7r/Tp, Uy, and use it
to establish the scaling diagram featuring the Markovian high-
friction and inertial regimes as well as the non-Markovian long
memory regime. In particular, we identify a regime at interme-
diate memory times where finite memory reduces the barrier
crossing time.

The heuristic formula we provide is a convenient tool
for the calculation of rates from known memory times, or,
conversely, for the estimation of memory times from barrier
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crossing times measured in MD simulations or experiments.
Based on the heuristic formula, we estimate the memory time
which maximizes the barrier crossing rate; this might be useful
for the design of systems with optimal barrier flux by tuning
memory time and barrier height. More generally, our analy-
sis allows us to quickly determine whether memory effects
are relevant or not, as summarized in Figs. 4(b) and 4(e). The
location in the scaling diagrams where the memory time, the
diffusion time, and the inertial time are all of the same order,
i.e., Tr/Tp ~ T,w/Tp ~ 1, is experimentally relevant for dihe-
dral barrier crossing phenomena®>> and ion-pair kinetics in
water?>28 since in both cases the diffusion time, the mem-
ory time, and the inertial time are all of the order of around
1 ps. The scaling diagrams, Figs. 4(b) and 4(e), show that in
this area the three scaling regimes corresponding to the mem-
ory slowdown, memory speedup, and inertial regimes touch.
Since in this regime, neither the Markovian models nor the
GH theory, which are easy to handle, is reliable, our heuristic
formula will be useful as a convenient and accurate tool to
estimate reaction rates for such systems.
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APPENDIX A: MEAN FIRST-PASSAGE TIMES
VERSUS ESCAPE TIMES AND DOUBLE-WELL
VERSUS SINGLE-WELL SCENARIOS

In the main text, we perform Langevin simulations in
a quartic double well defined in Eq. (4) and extract MFPTs
from a single long simulation trajectory that includes multi-
ple recrossing events. We compare these simulation results
to the PGH theory using an explicit formula for the escape
time of particles in a single potential well, which obviously
does not allow for barrier recrossing.*! The PGH theory has
been adapted to calculate the escape time also in a double
well,*1:4748 which allows for recrossing events, using a method
introduced by Mel’nikov and Meshkov,>® so the obvious ques-
tion arises why we do not compare our MFPT simulation
results with the PGH theory for a double well.

In this appendix, we first define and discuss the differences
between escape and mean first-passage times and between
single-well and double-well scenarios. After that we explain
why we compare our MFPTs obtained from simulations of a
particle in a double-well potential with the single-well PGH
formula for the escape time. We finally compare the escape
time predictions of the single- and double-well PGH theories
with the MFPTs and escape times extracted from Langevin
simulations of single- and double wells.

In the single-well PGH theory,*! the escape time, Tesc,
defined as the inverse of the escape rate, is obtained from
the probability flux out of a potential well with an absorb-
ing boundary condition located to the right of the barrier top
so that the particle has negligible probability to recross, assum-
ing a steady-state probability distribution within the well.
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The escape time Ty is defined by the rate equation’®*!

Tescp(t) =-P(1) (Al)

for the probability P(¢) to find the particle in the well. Starting
from the initial condition P(0) = 1, the solution of Eq. (A1) is

P(t) = ¢7/Tes, (A2)

The extension of the PGH theory to the double-well sce-
nario only makes a difference in the limits of large mass or
long memory and includes barrier recrossing events.® In such
recrossing events, a particle recrosses the barrier several times
after having reached its target position, which is caused by slow
energy diffusion. According to our use of the term, recross-
ing is a characteristic property of trajectories in the inertial
or long memory limits, as shown in Figs. 1(b) and 1(f)-1(h).
It should not be mixed up with Markovian barrier recross-
ing which occurs in the high-friction short-memory limit and
consists of the trivial scenario of a particle returning to the
starting well after having reached the barrier top. Recrossing
events induce a probability influx from the target well so that
the escape rate from the starting well is decreased as compared
to a single well. In a symmetric double well, the escape time
Tesc follows from the coupled rate equations for the probabil-
ities to find the particle in the starting well P and the target
well P304

TescPs(t) = —P(t) + P,(2),
TescPt(t) = Py(t) - P:(v).

(A3)
(A4)

If the particle resides in the starting well at time ¢ = 0, we have
P4(0) =1 and P,(0) = 0 so that the solution reads

Py(t) = % (14 ¢72m). (A5)

Probabilities to be in one well can easily be estimated numer-
ically so that Egs. (A2) and (A5) can be used to obtain the
escape time Teg also from simulation trajectories.

s Langevin, — Langevin,
(EL) 10 PGH T\IFPT Luaio time
single well ~ —— =+ O
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< o o o o o __|
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A mean first-passage time (MFPT) is defined as the mean
time needed for a particle to reach, starting from a given posi-
tion x,, a target position x; for the first time.3? In the main text,
we calculate MFPTSs from Langevin simulations via averaging
the time a particle needs to go from one potential minimum
x5 = —L to the other potential minimum x; = L. Each MFPT
shown in the main text is obtained from one long trajectory and
thus allows for multiple recrossing events. Our choice of x;
makes sure that in the high-friction limit the particle recrosses
the barrier with negligible probability right after reaching the
target position and matches the above definition of the escape
time.

We now compare escape times defined in Eqgs. (A2) and
(AS) with MFPTs, both calculated from simulations. We per-
form this comparison for simulations in the single-well as
well as in the double-well scenarios. The double-well sce-
nario, employed in the main text, consists of a single, long
trajectory and allows for multiple recrossing events. For the
single-well simulations, we use the same quartic potential
Eq. (4) butimpose an absorbing boundary atx; =L, i.e., we stop
the simulation once the particle reaches the minimum of the
target well at x; = L for the first time. The single-well scenario
thus consists of many simulation trajectories, each initialized
as explained in the main text. The results, together with the
predictions of both single- and double-well PGH theories, are
shown in Fig. 7.

For the single-well simulation data, the escape time
(squares) perfectly equals the MFPT (plus signs). This is easy
to understand since both approaches impose an absorbing
boundary at the target position x; = L. For the double well,
simulated escape times (circles) and MFPTs (crosses) only
agree in the limit of high-friction and short memory time, for
Tm/Tp < 1 and 1r/tp < 1. In the energy diffusion regime,
i.e., for large mass 7,,/tp > 1 or for long memory 7r/7p
> 1, the simulated escape time is larger than the simulated
MFPT by a factor of about 2. The difference between escape

(b) —  Tangevin, — Langevin,
PGH MEPT escape time
10° single well — +
double well === X
L
> 10
=
s
2 108
Q
[~
=102
E 0
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10!
100
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FIG. 7. Simulation results for 7rp and 7egsc in a single-well and double-well quartic potential together with predictions of the PGH theory, using the single-
well*! (solid colored lines) and double-well3®#748 (dashed colored lines) PGH formulas. The potential used for both single and double wells is given by
Eq. (4), with a barrier height Uy = 3 kg 7. For the single well, an absorbing boundary is placed at x; = L so that only the region x < L of the quartic potential is
used. For the single well, MFPTs Tyrp (plus signs) are calculated via direct sampling of first-passage times and escape times 7¢gc (empty squares) are calculated
using Eq. (A2). For the double well, MFPTs 7\pp (crosses) are calculated via direct sampling of first-passage times from a long trajectory allowing for barrier
recrossing, as described in the main text and escape times T¢sc (empty circles) are calculated using Eq. (AS). (a) Plot of T\mpp/7p as a function of 7,,/Tp for
several values of the rescaled memory time 7r/7p as denoted by the colored labels in the figure. (b) Plot of 7\vpp/7p as a function of 7r/7p for several values

of 7,,/Tp, as denoted by the colored labels in the figure.
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times and MFPTs has been discussed before*? and in our case
has an intuitive explanation. In the energy diffusion regime,
after the particle has crossed the barrier once, it has a high
kinetic energy and will oscillate back and forth between the two
wells multiple times, as is seen in the example trajectories in
Figs. 1(b) and 1(f)-1(h). After the particle has stopped oscil-
lating between the wells, it will be found in the target or in the
starting well with equal probability. This fundamental differ-
ence between Markovian and non-Markovian barrier crossings
is clearly seen in Figs. 1(d) and 1(h), where long trajectories in
the high-friction Markovian regime (exhibiting no recrossings)
and in the high-friction non-Markovian regime (with multiple
recrossings) are shown. Thus, in the energy diffusion regime,
encompassing both the inertial case and also the high-friction
non-Markovian case, only half of the barrier-crossing events
will be productive and bring the particle from the starting to
the target well. This explains why the escape time becomes
twice the MFPT in the energy diffusion regime, namely,
because in the calculation of a MFPT, each barrier crossing
event is counted, regardless of whether it is productive or
not.

On the other hand, the simulated single-well and double-
well MFPTs agree well with each other and also with the
single-well escape times for all parameters considered, thus
only the escape time for the double-well system yields dif-
ferent results from the other scenarios and becomes twice as
large as the other barrier crossing times in the energy diffu-
sion regime for 7,,/Tp > 1 or Tr/tp > 1. From the fact that
double-well and single-well MFPTs agree with each other, we
conclude that recrossing events, which are definitely present
in the calculation of MFPTs in a double well, contribute neg-
ligibly to the statistical average in T\pp. This is a nontrivial
and noteworthy finding.

The difference between escape times in the single-well
and double-well scenarios in the energy diffusion regime is
also obtained in PGH theories, shown as solid and dashed
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large mass, the two lines differ by a factor of about 2, similar
to our simulation results. Overall, the PGH theory matches the
numerical escape times remarkably well for both the single-
well and the double-well scenarios. Only for long memory
Tr/Tp > 1, the PGH predictions are smaller than the numer-
ical results by a factor of about 2, as can most clearly be
seen in Fig. 7(a) by comparing the numerical escape times
for Tr/Ttp = 10 to the corresponding PGH theory predictions.
Note that the small deviation between PGH predictions and
simulated escape times happens to be of the same order of
magnitude as the difference between the simulated MFPTs
and escape times in the double-well scenario, which we believe
to be purely coincidental. The difference between simulation
and PGH predictions for the escape times could be caused
by imperfections of the PGH theory but also by numerical
inaccuracies.

In conclusion, the MFPTs we calculate in the main text
from simulations in a double well can rightfully be com-
pared to escape times calculated within the single-well PGH
theory. The reason is that MFPTs within the double-well sce-
nario (which is numerically the most efficient scenario to
obtain barrier crossing times) agree perfectly with escape
times (or MFPTs) obtained from the single-well scenario, as
demonstrated by our simulations in Fig. 7.

APPENDIX B : COMPARISON OF QUARTIC
AND CUBIC POTENTIALS

Based on the PGH expression for the escape time from a
quartic single well, we construct the heuristic formula Eq. (9),
which describes MFPTs calculated from Langevin simulations
in a quartic potential very well. In this appendix, we show that
the heuristic formula Eq. (9) also captures the MFPTs in a
cubic potential. To allow for a meaningful comparison, we
consider a cubic single-well potential,

2
lines in Fig. 7. While in the regime of high friction and short U(x) = —2U0£ (f + E) _3 + Uy, (B1)
memory, both lines agree, in the regime of long memory or L\L 4 16
6
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FIG. 8. (a) Illustration of the barrier crossing of a particle in the potentials U(x) defined in Egs. (B1) and (B2). The mean first-passage time 7\pp is defined as
the mean time difference between crossing the minimum at the starting position x; = —L (left vertical dashed line) and reaching the target position x; = L (right
vertical dashed line) for the first time. [(b) and (c)] MFPTs obtained from Langevin simulations using the potentials shown in subplot (a) are compared to the
heuristic formula Eq. (9). For each datapoint, thousands of simulations are run for Ug = 3 kgT with stochastic initial conditions as described in the main text
and using an absorbing boundary condition at x; = L. While subplot (b) shows MFPTs as a function of 7,,/Tp for various values of 7r/7p, subplot (c) shows

MFPTs as a function of 7r/7p for various values of 7,,/7p.
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FIG. 9. The subplots show the rela-
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between the PGH theory and the heuris-
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and a quartic single-well potential, construct our heuristic formula®! so that the full PGH theory
)2 2 should be employed in such situations.
- - <
U = U0 [(L) 1] ¥ <L (B2)
—c0 x> L. APPENDIX C : RELATIVE DEVIATION BETWEEN

The two potentials are shown in Fig. 8(a), both have a barrier
height U and a distance L between the potential minimum at
x = —L and the barrier top. For each potential, we run many
simulations using initial conditions as explained in the main
text and absorbing boundary conditions at the target position
x; = L so that a simulation is stopped once the particle reaches
x; for the first time. Resulting MFPTs are shown together with
the heuristic formula Eq. (9) in Figs. 8(b) and 8(c). We find
that the two potentials (B1) and (B2) lead to almost identical
MFPTs, which are well described by the heuristic formula
Eq. (9). Only in the long memory time regime 7r/7p 2 1, the
heuristic formula systematically yields MFPTs that are slightly
smaller than the Langevin results for both potentials. These
small discrepancies are expected since the PGH theory shows
similar behavior, see Fig. 2, and since the heuristic formula is
based on the PGH theory.

We conclude that our heuristic formula Eq. (9), using as
only input the barrier height Uy and the distance L between
the minimum at x = —L and the barrier maximum at x = 0O,
accurately predicts MFPTs for different potential shapes and
is not limited to the quartic double well Eq. (4) we consider
in the main text. This is expected to hold as long as the cur-
vatures at the potential minimum and the barrier top are not
very different. If in contrast one has a narrow well and a broad
barrier top or vice versa, the predictions of the PGH theory can
be very different from the rather symmetric scenario we use to

HEURISTIC FORMULA AND PGH THEORY

To demonstrate the global validity of Eq. (9), we show in
Fig. 9 contour plots of the relative deviation,

PGH
Atvrp _ | TMFP ~ Typp (1)
o = PGH ’
MFP TVEP

between the MFPT as predicted by the PGH theory, denoted

here by Ti2n, and the heuristic formula (9), denoted here by

T™MFpP, as a function of 7,/tp, Tr/Tp. As the figure shows,
the relative deviation between the heuristic formula and PGH
theory, whose predictions for 7yp range over 27 orders of
magnitude in the parameter range considered, is typically of
the order of 10%.

L A. Berezhkovskii and A. Szabo, J. Chem. Phys. 122, 014503 (2005).
21.D. Bryngelson, J. N. Onuchic, N. D. Socci, and P. G. Wolynes, Proteins:
Struct., Funct., Genet. 21, 167 (1995).
3J. D. Bryngelson and P. G. Wolynes, J. Phys. Chem. 93, 6902 (1989).
40. Dudko, G. Hummer, and A. Szabo, Phys. Rev. Lett. 96, 108101 (2006).
SN. D. Socci, J. N. Onuchic, and P. G. Wolynes, J. Chem. Phys. 104, 5860
(1996).
H. Orland, J. Chem. Phys. 134, 174114 (2011).
"H. S. Chung, S. Piana-Agostinetti, D. E. Shaw, and W. A. Eaton, Science
349, 1504 (2015).
8K. Truex, H. S. Chung, J. M. Louis, and W. A. Eaton, Phys. Rev. Lett. 115,
018101 (2015).
9K. Neupane, A. P. Manuel, and M. T. Woodside, Nat. Phys. 12, 700 (2016).
10R. Best and G. Hummer, Phys. Rev. Lett. 96, 228104 (2006).
11y, Zheng and R. B. Best, J. Phys. Chem. B 119, 15247 (2015).


https://doi.org/10.1063/1.1818091
https://doi.org/10.1002/prot.340210302
https://doi.org/10.1002/prot.340210302
https://doi.org/10.1021/j100356a007
https://doi.org/10.1103/PhysRevLett.96.108101
https://doi.org/10.1063/1.471317
https://doi.org/10.1063/1.3586036
https://doi.org/10.1126/science.aab1369
https://doi.org/10.1103/PhysRevLett.115.018101
https://doi.org/10.1038/nphys3677
https://doi.org/10.1103/PhysRevLett.96.228104
https://doi.org/10.1021/acs.jpcb.5b09741

014903-12 Kappler et al.

125 Ashcroft, M. Besnard, V. Aquada, and J. Jonas, Chem. Phys. Lett. 110,
420 (1984).

BR.B.Bestand G. Hummer, Proc. Natl. Acad. Sci. U. S. A. 102, 6732 (2005).

140. K. Dudko, T. G. W. Graham, and R. B. Best, Phys. Rev. Lett. 107, 208301
(2011).

I5B. Peters and B. L. Trout, J. Chem. Phys. 125, 054108 (2006).

1op. AL Rohrdanz, W. Zheng, M. Maggioni, and C. Clementi, J. Chem. Phys.
134, 124116 (2011).

N2 Mokshin, R. M. Yulmetyev, and P. Hinggi, Phys. Rev. Lett. 95,200601
(2005).

18G. Hummer, J. Chem. Phys. 120, 516 (2004).

9g, Peters, Annu. Rev. Phys. Chem. 67, 669 (2016).

20R. G. Mullen, J.-E. Shea, and B. Peters, J. Chem. Theory Comput. 10, 659
(2014).

21p, G. Bolhuis, D. Chandler, C. Dellago, and P. L. Geissler, Annu. Rev. Phys.
Chem. 53, 291 (2002).

22D. de Sancho, A. Sirur, and R. B. Best, Nat. Commun. 5, 4307 (2014).

20.F Lange and H. Grubmiiller, J. Chem. Phys. 124, 214903 (2006).

2R. 0. Rosenberg, B. J. Berne, and D. Chandler, Chem. Phys. Lett. 75, 162
(1980).

55 M. Sancho, A. H. Romero, and K. Lindenberg, J. Chem. Phys. 109, 9888
(1998).

26D, M. Zuckerman and T. B. Woolf, J. Chem. Phys. 116, 2586 (2002).

277. Li, X. Bian, X. Li, and G. E. Karniadakis, J. Chem. Phys. 143, 243128
(2015).

28R. Rey and E. Guardia, J. Phys. Chem. 96, 4712 (1992).

29R. Zwanzig, Phys. Rev. 124, 983 (1961).

30H. Mori, Prog. Theor. Phys. 33, 423 (1965).

J. Chem. Phys. 148, 014903 (2018)

317 E. Straub, M. Borkovec, and B. J. Berne, J. Chem. Phys. 84, 1788 (1986).

32p, Reimann, G. J. Schmid, and P. Hanggi, Phys. Rev. E 60, R1 (1999).

38, Arrhenius, Z. Phys. Chem. 4, 226 (1889).

34H. Eyring, J. Chem. Phys. 3, 107 (1935).

35H. Kramers, Physica 7, 284 (1940).

36V, 1. Mel’nikov and S. V. Meshkov, J. Chem. Phys. 85, 1018 (1986).

3TR.F. Grote and J. T. Hynes, J. Chem. Phys. 73, 2715 (1980).

38B. Carmeli and A. Nitzan, Phys. Rev. Lett. 49, 423 (1982).

39P. Hinggi, J. Stat. Phys. 42, 105 (1986).

40P, Talkner and H.-B. Braun, J. Chem. Phys. 88, 7537 (1988).

41E. Pollak, H. Grabert, and P. Hinggi, . Chem. Phys. 91, 4073 (1989).

42R. Zwanzig, J. Stat. Phys. 9, 215 (1973).

43E. Pollak and R. Ianconescu, J. Chem. Phys. 140, 154108 (2014).

44E. Pollak and R. Ianconescu, J. Phys. Chem. A 120, 3155 (2016).

4R. Tanconescu and E. Pollak, J. Chem. Phys. 143, 104104 (2015).

46p Hiinggi, P. Talkner, and M. Borkovec, Rev. Mod. Phys. 62, 251 (1990).

47V. Mel’nikov, Phys. Rep. 209, 1 (1991).

48E, Pollak, in Theoretical Methods in Condensed Phase Chemistry, edited
by S. D. Schwartz (Kluwer Academic Publishers, Dordrecht, 2002), Vol. 5,
pp. 1-46.

4D. A. Rose and I. Benjamin, J. Chem. Phys. 100, 3545 (1994).

50D, E. Smith and L. X. Dang, J. Chem. Phys. 100, 3757 (1994).

SIm. Roca, V. Moliner, I. Tufién, and J. T. Hynes, J. Am. Chem. Soc. 128,
6186 (2006).

521, X. Dang and G. K. Schenter, Chem. Phys. Lett. 643, 142 (2016).

53H. V. R. Annapureddy and L. X. Dang, J. Phys. Chem. B 118, 8917 (2014).

54B. Carmeli and A. Nitzan, Phys. Rev. Lett. 51, 233 (1983).

55D, Chandler, J. Chem. Phys. 68, 2959 (1978).


https://doi.org/10.1016/0009-2614(84)85456-1
https://doi.org/10.1073/pnas.0408098102
https://doi.org/10.1103/PhysRevLett.107.208301
https://doi.org/10.1063/1.2234477
https://doi.org/10.1063/1.3569857
https://doi.org/10.1103/PhysRevLett.95.200601
https://doi.org/10.1063/1.1630572
https://doi.org/10.1146/annurev-physchem-040215-112215
https://doi.org/10.1021/ct4009798
https://doi.org/10.1146/annurev.physchem.53.082301.113146
https://doi.org/10.1146/annurev.physchem.53.082301.113146
https://doi.org/10.1038/ncomms5307
https://doi.org/10.1063/1.2199530
https://doi.org/10.1016/0009-2614(80)80487-8
https://doi.org/10.1063/1.477657
https://doi.org/10.1063/1.1433501
https://doi.org/10.1063/1.4935490
https://doi.org/10.1021/j100190a104
https://doi.org/10.1103/physrev.124.983
https://doi.org/10.1143/ptp.33.423
https://doi.org/10.1063/1.450425
https://doi.org/10.1103/physreve.60.r1
https://doi.org/10.1063/1.1749604
https://doi.org/10.1016/s0031-8914(40)90098-2
https://doi.org/10.1063/1.451844
https://doi.org/10.1063/1.440485
https://doi.org/10.1103/physrevlett.49.423
https://doi.org/10.1007/bf01010843
https://doi.org/10.1063/1.454318
https://doi.org/10.1063/1.456837
https://doi.org/10.1007/bf01008729
https://doi.org/10.1063/1.4871281
https://doi.org/10.1021/acs.jpca.5b11502
https://doi.org/10.1063/1.4929709
https://doi.org/10.1103/revmodphys.62.251
https://doi.org/10.1016/0370-1573(91)90108-x
https://doi.org/10.1063/1.466397
https://doi.org/10.1063/1.466363
https://doi.org/10.1021/ja058826u
https://doi.org/10.1016/j.cplett.2015.10.045
https://doi.org/10.1021/jp502922c
https://doi.org/10.1103/physrevlett.51.233
https://doi.org/10.1063/1.436049

