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A unifying model for non-adiabatic coupling at metallic surfaces
beyond the local harmonic approximation: From vibrational relaxation

to scanning tunneling microscopy
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(Received 12 April 2013; accepted 31 May 2013; published online 26 June 2013)

A model for treating excitation and relaxation of adsorbates at metallic surfaces induced by non-
adiabatic coupling is developed. The derivation is based on the concept of resonant electron transfer,
where the adsorbate serves as a molecular bridge for the inelastic transition between an electron
source and a sink. In this picture, energy relaxation and scanning tunneling microscopy (STM) at
metallic surfaces are treated on an equal footing as a quasi-thermal process. The model goes beyond
the local harmonic approximation and allows for an unbiased description of floppy systems with
multiple potential wells. Further, the limitation of the product ansatz for the vibronic wave function
to include the position-dependence of the non-adiabatic couplings is avoided by explicitly enforcing
detailed balance. The theory is applied to the excitation of hydrogen on palladium, which has multi-
ple local potential minima connected by low energy barriers. The main aspects investigated are the
lifetimes of adsorbate vibrations in different adsorption sites, as well as the dependence of the
excitation, response, and transfer rates on an applied potential bias. The excitation and relax-
ation simulations reveal intricate population dynamics that depart significantly from the simplis-
tic tunneling model in a truncated harmonic potential. In particular, the population decay from an
initially occupied local minimum induced by the contact with an STM tip is found to be better
described by a double exponential. The two rates are interpreted as a response to the system per-
turbation and a transfer rate following the perturbation. The transfer rate is found to obey a power
law, as was the case in previous experimental and theoretical work. © 2013 AIP Publishing LLC.

[http://dx.doi.org/10.1063/1.4811150]

. INTRODUCTION

Non-adiabatic effects at metallic surfaces have attracted
much attention over the years. Evidences of electron-hole pair
coupling mechanism include asymmetric line broadening in
spectroscopy,' ™ energy-loss upon recombinative desorption
from, adsorption at, and absorption in metallic substrates,®2!
and vibrational (de)-excitation of scattered molecules,?>>* to
name but a few. Many theoretical approaches have been de-
veloped to understand surface non-adiabaticity in the weak
coupling regime.>>~>” Most of them rely on the harmonic ap-
proximation for the nuclear modes, while assuming that non-
adiabatic couplings can be computed locally or that they are
somehow independent of the adsorbate position. These con-
straints are not met for most molecule-surface systems, where
multiple minima are connected by low-energy barriers along
large amplitude diffusion coordinates. Only recently were
these limitations addressed adequately,’®*" where the adsor-
bate was embedded in an electron gas of variable density to
mimic the position-dependence of the non-adiabatic coupling.
In the model, numerical integration of the gradient operator
was used to ensure proper treatment of anharmonicity.

The development of scanning tunneling microscopy
(STM) in the early 1980s opened a whole new range of pos-
sibilities in surface science, in particular, the ability to ma-
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nipulate individual atoms and molecules in the vicinity of
a surface. The potential of this new method for the practi-
cal implementation of molecular switches was quickly rec-
ognized and exploited, as exemplified by the now famous
Xe/Ni switch of Eigler et al.*' Most of the theoretical un-
derstanding of the mechanisms at work in an STM is based
on the Bardeen transfer Hamiltonian,*>*® where the STM-to-
surface electron transfer is mediated by a resonance state of
the adsorbate. This model also allows to quantify the inelastic
contributions to the current, which induce vibrational transi-
tions in the adsorbate.***¢ It was proposed independently by
Walkup, Newns, and Avouris*”-*® and by Gao, Persson, and
Lundqvist**~>? that vibrational heating is responsible for the
switching in the aforementioned system. In this case, energy
is transferred from the electrons impinging from the STM tip
to the adsorbate vibrations. In particular, in the latter work,>>
a clear connection between non-adiabatic coupling at metallic
surfaces and STM-induced vibrational excitations was made.
It was shown using first-order time-dependent perturbation
theory that, in metallic environments, the heating rate is pro-
portional to the product of the density of states of the STM
and of the substrate, projected on the adsorbate resonance.
Further, the model shows that the rates scale linearly with the
potential bias of the STM tip and that they are directly propor-
tional to the relaxation rate induced by electron-hole pair cou-
pling. Many of the experimental features, such as the power
law scaling of the atomic transfer rate, are well reproduced by

© 2013 AIP Publishing LLC
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the theory, whereas the observed asymmetry of the rates with
respect to the sign of the potential bias could be incorporated
naturally in the model by modifying the molecule-surface in-
teraction potential.

For all its qualities, the approach unfortunately relies on
the local harmonic approximation, which will break down
for anharmonic and floppy systems with multiple minima,
as mentioned above. It is the main goal of the present work
to develop a physically sound model that goes beyond these
limitations while keeping its most attractive features. Since
the position-dependent anharmonic rate model introduced
recently®®# cannot be extended straightforwardly to treat
STM-induced excitations, an alternative derivation is pro-
posed. To avoid the pitfalls associated with the identification
and the characterization of a single adsorbate resonance, the
model of Gao et al.**-? is reinterpreted using source-bridge-
sink terminology, where the source and sink density of states
are projected on a physical bridge state located at the posi-
tion of the adsorbate, hence allowing to recover the position-
dependence of the non-adiabatic couplings.

In Sec. II, the electron-hole pair coupling mechanism
at metallic surfaces is introduced and applied to the zero-
current limit and for STM-induced non-adiabatic transitions.
The model is applied to hydrogen in palladium in Sec. III. The
implications of the model on the relaxation/excitation rates
for the zero-current and STM-induced cases are discussed in
Subsections III A and III B, respectively. Dynamical simu-
lations are performed in Subsection III C. The findings are
summarized in the conclusion, Sec. IV. Several mathemati-
cal aspects of the model are described in some detail in the
Appendix.

Il. ELECTRON-HOLE PAIR COUPLING MODEL

Let us start with the Hamiltonian of an adsorbate in the
vicinity of a metallic surface. It can be written as a sum of
electronic contributions from the metal, I:Ie, and vibrational
cgntributions from the adsorbate, FIU, coupled via an operator
H,,:

I:I:I:Ie®iv+fe®ﬁv+ﬁev- (1)

This Hamiltonian is different than the one used by Gao and
co-workers>? for similar systems, where they postulate that
non-adiabatic coupling causes a linear energy shift of an elec-
tronic resonance located on the adsorbate. Here, we will con-
sider more generally that non-adiabatic coupling is mediated
by the kinetic energy operator of the nuclei, which for a single
mode g of mass m, reads

—#% 92

© 2m, g
The non-adiabatic coupling between metal electrons and ad-
sorbate vibrations induces electronic transitions in the metal.
This approach has been followed by others as well.”?

In Subsection A 1 of the Appendix, it is demonstrated
how non-adiabatic transition rates can be computed using
first-order perturbation theory beyond the local harmonic ap-

proximation. It is postulated that the electrons that mediate
the non-adiabatic couplings transfer from a source to an elec-
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FIG. 1. Schematic representation of the non-adiabatic coupling of an adsor-
bate to a source (blue) and a sink (red) of density of states. The electrons are
transferred either from a STM tip (orange) or a metallic substrate (grey) via
a molecular bridge (green). The energy representation of the transfer is de-
picted in the bottom panel. An electron hops from the source to the bridge at
a rate that depends on the position ¢ of the adsorbate. Energy (%w) is trans-
ferred from the electron to the anharmonic vibrations of the bridge, before
the electron hops to the sink at lower energy.

tron sink via a bridge localized at the adsorbate. The following
general expression,

2nh a 0 :
(q) ~ NN r s RN k .
NS, = P {(Jleap“’” “(ep)aq |l>} {(ll 57 g,0™" (@)l])}

fw;j+eU
X /0 defpler — €)1 — foler — € + fiwy))),

3

covers both the situations where the system is in contact with
the tip of a STM and the zero-bias limit of the electron-hole
pair coupling mechanism. These scenarios are depicted in
Figure 1. Here, U is the potential bias of the STM tip, fiw;
is the energy difference between vibrational states |i) and
I/}, p°(eF) is the density of electronic states of the source
(s = source) or the sink (s = sink), and f,, g are Fermi dis-
tributions for the initial and final electronic states. The term
€, = (a|%’"|a) is the variation of the electronic energy as a
function of the nuclear coordinate g with associated mass m,,
projected on the adsorbate bridge |a). The dependence of €|,
and p°(er) on the nuclear coordinates has been omitted here
to simplify notation.

It is important to recognize that there are no physical
restrictions on the adsorbate bridge state. In particular, it is
not required that the state is an eigenstate of the electronic
Hamiltonian. It could be any linear combination of many
overlapping resonances, for example. This is a consequence
of the choice of projectors in Eqs. (A7) and (A8) to simplify
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the evaluation of the non-adiabatic coupling elements. The
delocalized electronic states of the system are projected on an
effective electronic state |a) localized on the adsorbate. This
so-called “bridge state” is a linear combination of all elec-
tronics eigenstates of the system, those labeled as belonging
to the source and those to the sink (see Subsection A 1 of the
Appendix for the mathematical development). The indirect
coupling between the bridge state and the complementary
space is neglected, which allows to rewrite the equation as a

2

1—>]

(9)

4 . J .

ehlﬂ?q)',\, ‘(Jlnl/Sa |l>
q

2
ehl—wﬂq) L~ ﬁ ‘(]|n1/3i|l>
U wy dq

The adsorbate is embedded in a spherical jellium with a den-
sity n given by the electronic density of the metal surround-
ing the adsorbate impurity.> It mimics the dependence of the
gradient of the electronic state (i.e., the non-adiabatic cou-
pling strength) on the position and geometry of the adsorbate.
The anharmonicity of the vibrational wave functions, [i), is
included by integrating numerically the operator, (n'/ 361),
over the full-dimensional vibrational wave functions. Al-
though the gradient operator is unidimensional, both the em-
bedding density and the initial and final vibrational states
depend on all nuclear coordinates, and multi-dimensional
numerical integration allows to recover potential intermode
coupling.

An important difference with our previous model is that
the energy-dependence of the transition rates due to electron-
hole pair coupling is included explicitly here and found to be
inversely proportional to the transition energy. This picture
is physically satisfying since coupling between energy levels
that lie energetically far apart is expected to be weak. Further,
the temperature-dependence of the downward Ffﬁ ; and up-

ward Fi(i’_) ; transition rates is taken into account by the Bose-
Einstein distribution, B(fiw;;). As the temperature rises, both
upward and downward rates tend to infinity and their ratio
tends towards 1.

To determine the scaling constant y@, Egs. (3) and (4)
are taken to their local harmonic limit at T = 0 K for a ge-
ometry where this approximation holds. Resolving the pertur-
bative expression (3) in the basis of one-electron Kohn-Sham
states, {|6¢), 1B) } the transition rate for the fundamental tran-
sition can be computed as*

X 8(eak — € + fiwy). (@)
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function of the projected density of states. The latter is as-
sumed to remain constant on the energy range of the transi-
tions, p*(€) ~ p*(er), a simplification that has also been used
by others in similar context.*>:3%3*

In the zero-bias limit, the model can be shown to re-
duce to a form very similar to the recently published position-
dependent anharmonic rate model for non-adiabatic coupling
at metallic surfaces (see Subsection A 2 of the Appendix for
more details):®

(1 + B(fiw;j));

where y@ = (&2//:) . “

MW ef)

B(fiw;));

Here, ¢, are band energies at a given point k in the
Brillouin zone, associated with an occupied (n = B) or an
empty (n = &) band. The variation of the Kohn-Sham poten-
tial with respect to the gth coordinate at the reference geom-
etry, (%’;S)hef, can be evaluated by finite differences. The
scaling constant is obtained by matching both results, see
Subsection A 2 of the Appendix for more detail.

At finite bias U, electrons are exchanged between the
source and the sink, which have in general different densities
of states in Eq. (3). The left and right panels of Figure 2 show
an electron initially in a state of the STM tip or the metal, re-
spectively, projected on the bridge represented by green gaus-
sians. After losing the energy to the adsorbate vibrations, the
electron proceeds to the sink (the metal or the STM tip, re-
spectively) and the hole left behind decays in the source. The
surface is considered grounded, i.e., the electron-hole pairs
in the surface created by the electron transfer relax instanta-
neously. It is shown in Subsection A 3 of the Appendix that
expression (3) can be reduced to the form,

n €U (YN, o0
" Ffﬁ,-:ws<h = ) |(jm' = i)
' ij Wij dq

where y@ is the same as for the relaxation rates, Eq. (4).
A position-dependent, locally spherical embedding electron
density proportional to the s-projected electron density of the
metal is postulated throughout. The constant factor w, gives
the efficiency of the STM mechanism as compared to the non-
adiabatic coupling at zero bias.

Note that, according to Eq. (6), the STM-induced non-
adiabatic transition rates are symmetric with respect to the
sign of the potential bias. As pointed out by Gao et al.,”
the experimentally observed asymmetry of the transition rates
with respect to the sign of the potential bias™ is due to the
distortion of the potential energy surface induced by the STM
tip, which can affect the potential energy barriers. The dis-
tortion of the potential could be added to present model by

2

. ()
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sink

FIG. 2. The central panel depicts schematically the inelastic electron transfer from a STM tip (orange) to a metallic substrate (grey) via an adsorbate bridge
(green), as well as the reverse process. The left panel shows the electron (black dot) leaving the bridge for the metal after having lost some energy to the
adsorbate vibrations, while the hole left behind (white dot) decays to inside the STM tip. The right panel shows the reverse situation.

considering in Eq. (3) the position-dependent variation of the
electronic Hamiltonian as a function of the applied bias,

) , dH,(U)
€, —> €,(U) = (a|————|a)
dq
9H,(0 dd(U
=(a|< a()_e ())Ia>, (7
q dq

where ®(U) is the local electrostatic potential at the adsor-
bate position ¢. This modification is far from trivial, since
the function ®(U) is not exactly known, which would add
an arbitrary source of error in the model. According to Gao
and co-workers,’? this contribution is small for similar sys-
tems. The usual simplifying assumption is to neglect the vari-
ation of ®(U) as a function of the position on the surface
altogether.5:31-5457.58

Taking the ratio of Eq. (6) to the electron-hole pair transi-
tion rate, Eq. (4), the STM-induced rate expression becomes

stm(q) leU| q
Fiﬁj = wy <hwij V,‘j’ (8)
where yl-‘j’. =¢ch Fl.(i) ;(T'= 0). Reversibility is enforced explic-

itly by imposing that l"i(i) = F,@ ;- The final expression
bears some similarities to equation (3) in the work of Blanco-
Rey et al.,>® provided the current-dependence is linearized as
in their work. It compares also well to that of Gao and co-
workers,>> which reads in the present notation:

Stmr(q) ~ Asource |8U| Vq ] (9)
foe Agink fiwng ) T

Here, y,]  is the rate at zero bias for the 1 — 0 transition in the
local harmonic limit. As argued elsewhere,”? reasonable esti-
mates for the partial width of the source Ay and the sink
Agini can be obtained from experiment, which could then be
used to define the constant w;. Although losing the ab initio
character of the model, it is deemed preferable to keep the
constant w;y as a free parameter. Since its effect on the STM-
induced rates is linear, it can be compensated in principle by
a larger or smaller effective potential bias.

In the spirit of first order perturbation theory, the dipole
contribution to the total rate could be simply added to the
present model.**3%:5° Because of the small magnitude of the

STM-induced field at the surface and the efficient screening
of the field by the electrons inside the metal, the former con-
tribution is neglected altogether.’> In the present work, the
focus is on the non-adiabatic effects in metallic environments
and vibration-phonon coupling is neglected as well. The total
upward and downward transition rates thus read

eU
I = Z (1 + B(fiw;j) + wy <157|>> )/,-3,

q Y

U
Fiej = Z (B(ha)ij) + w; (|hea)|)) 3’5-

q K

(10)

lll. APPLICATION TO H/Pd(111)
A. Relaxation rates

The vibrational dynamics of hydrogen on palladium is
a good toy system to test the present model. The poten-
tial energy surface has multiple local minima connected by
low-energy barriers and the system is thus strongly anhar-
monic and exhibits large amplitude motions. The details for
the calculation of the 3D anharmonic vibrations on the po-
tential energy surface of Ozawa et al.®* (labeled ORNKAD
after the authors) using a conventional variational procedure
are given elsewhere.’® The energies of the perpendicular (v.)
and of the doubly degenerate parallel mode (v,) relative to
the global ground state are reported in the last column of
Table 1. From harmonic calculations for a hydrogen atom in
bulk palladium,’® the Z-mode frequency in the bulk octahe-
dral cavity is estimated as %w = 379 hc/cm. The agreement
with 1D calculations on a the ORNKAD potential following
a relaxed energy path perpendicular to the surface is fair (fw
= 466 hc/cm), but comparison with the full 3D transition en-
ergy (633 hc/cm) is rather poor. This is due to the strong mix-
ing of the harmonic modes. Nonetheless, the vibrational wave
functions associated with both the bulk ground state and the
first excited states are well localized in the octahedral cav-
ity, in good agreement with previously published theoretical
results.>

The inverse transition rate due to electron-hole pair
coupling from the first perpendicular mode excited state
(|1, 0, f)) to the bulk ground state computed using Eq. (4)
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TABLE . Inverse downward transition rates computed using Eq. (4) for selected vibrational states of H/Pd(111).
The states are labeled by their nodal structure perpendicular and along the surface, |v;, vp; i), in different local
centers i = {f, h, s, b}. The transition energies in parentheses are expressed relative to the ground state in the local

center.

Initial state

Final state

State number Assignment 10, 0; ) 10, 0; h) |0, 0; s) |0, 0; b) E (hc/cm)
[1) |0, 0; h) 1.1 s 288.3

12, 3) 10, 1; /) 470 fs 208 ps 717.4

|4) |1, 0; /) 529 fs 395 ps 922.4

15, 6) |0, 1; h) 87 ps 515fs 928.2 (639.9)
|7) |1, 0; h) 3.8ps 1.5ps 1117.7 (829.4)
139) 10, 05 s) 29 us 10 s .. 2540.5

|61) 11, 05 s) 189 s 199 s 466 fs 3146.2 (605.7)
|63, 64) 10, 1; s) >1s >1s 477 fs 3178.7 (638.2)
|68) |0, 0; b) 356 ns 52 ns 15 us o 3217.6

[102, 103) 10, 1; b) >1s >1s >1s 435 fs 3841.8 (624.2)
[104) |1, 0; b) >1s >1s >1s 419 fs 3850.6 (633.0)

at 0 Kis I'j 0,y - j0,0. 5 = 529 fs. The reference lifetime is
calculated at the global ground state geometry, located at the
fcc surface site, using Eq. (5). The perpendicular and par-
allel mode lifetimes are found to be equal within the un-
certainty associated with this first principle model, as dis-
cussed elsewhere.?* The reference lifetime for all modes is
set equal to 1/, = 393 fs, consistent with the picture of
an atom thwarted by electronic friction in a locally isotropic
medium. This sub-picosecond order of magnitude also com-
pares well with the scattering lifetime of an impurity moving
in a free electron gas,>>2729-31:33 a5 well as with the experi-
mentally measured line broadening in similar hydrogen-metal
systems.5!-63

Further inverse transition rates are also reported in
Table I for selected states. These state-resolved lifetimes are
shown in bold, underlined, bold-italics, italics, and italics-
underlined according to their timescale for convenience. The
bold and underlined rates will dominate the relaxation dynam-
ics, whereas the bold-italics rates describe extremely weak
transition probability (numerically zero). The lowest states lo-
calized at each center (fcc, hcp, subsurface, and bulk) also
have very long lifetime, in the microsecond regime for the
subsurface (italics) and in the nanosecond regime for the bulk
(italics-underlined, italics). These states should remain sta-
ble on the timescale where dynamical events can be con-
trolled at the surface. Note that the inverse transition rate of
the reference state |1, 0; f) computed using Eq. (4) is longer
than the reference value computed in the local harmonic ap-
proximation. The deviation points out at strong intermode
coupling and anharmonic effects even at such low energies.
Some remaining small discrepancies with our previous re-
sults come from the explicit inclusion of the energy depen-
dence in the transition rate expression, which was previously
neglected. 3

B. STM-induced rates

It was shown recently that the STM-induced rates in the
bulk are mediated by the s-electrons of the metal.”® This find-
ing can be used to get an estimate of the scaling constant in

Eq. (8). Using Eq. (9), one can conclude that the scaling con-
stant w; is given by

pSOLere(EF)

pink(ep)

Axource _

Asink

W, =

1)

It is postulated in Sec. II that p*?" () ~ w,p*"*(ef). A fit-
ting choice is to compute the scaling constant w; as the ratio
of the s-projected density of states in the substrate to the total
density of states, which allows to recover the s-wave electron
propagation mechanism inside the bulk. This might introduce
a small error at the surface, where the p and d orbitals of the
STM tip should play a role in the injection process. As argued
in Subsection A 3 of the Appendix, the locally spherical elec-
tron density surrounding the atomic impurity at any position
will not be strongly affected by the presence of these orbitals,
with the exception of the close vicinity of the STM tip.

To represent the Pd(111) surface, a 1 x 1 slab consisting
of 6 layers of palladium (lattice constant: 3.98 A) surmounted
by a vacuum of 11.4 A is used. The electron structure is calcu-
lated self-consistently using periodic density functional the-
ory with scalar relativistic ultrasoft pseudopotentials®* and
the Perdew-Burke-Ernzerhof (PBE) functional,®> as imple-
mented in the Quantum Espresso package.®® A 16 x 16 x 1
Monkhorst-Pack grid®” with energy and charge density cut-
offs of 50 and 500 Ry is used in all calculations, and
the energy is converged to 10~7 Ry. Using these re-
sults, the calculated value of the STM scaling constant is
wy ~ % = 0.02, which is in line with the value found by
Gao and co-workers for xenon on nickel (w; = 0.07).>> The
calculation is repeated with a hydrogen atom adsorbed at its
minimal position on the surface for comparison. The ratio of
s-projected density of states to the total density of states at the
Fermi energy is found to remain unaffected. We argue that the
value w; ~ 0.02 should thus remain almost constant at every
position of the adsorbate, inside and outside the surface. This
assumption is reasonable considering the very small contribu-
tion of the hydrogen impurity to the total density of states. For
larger adsorbates, this particularly convenient condition might
not hold. Blanco-Rey and co-workers®® find STM-induced
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FIG. 3. Behavior of the STM-induced transition rates as a function of the
potential bias, computed according to Eq. (8). The scaling factor is set to
w; = 0.02. (Top panel) Inverse rate (ps) for the perpendicular (Z) mode exci-
tation from a given local minimum; fcc (dotted orange), hcp (dashed green),
subsurface (solid blue), and bulk (long dashed black). (Bottom panel) Inverse
rate (ps) for the parallel (P) mode excitation from a given local minimum;
same colors as above.

transition rates on the order of a few GHz at bias voltage
below 1 V (e.g., for U =1V, smp(ef — 34 5 GHz). This
is much slower than the rates found using other first principle
methods,* a discrepancy that could be attributed to the choice
of pseudopotential.

Figure 3 shows the bias voltage dependence of the STM-
induced rates for the perpendicular and parallel mode exci-
tations from their local ground state. One can see that the
rates associated with the perpendicular mode at the surface
(fcc in red, hep in green) are slower than that inside the metal
(subsurface and bulk in blue and magenta, respectively). The
parallel mode rates behave, on the other hand, very similarly
at any given position. The lifetimes associated with the STM-
induced excitation process are consistently shorter for the par-
allel mode, which means that lateral displacements might be
easier to excite and to control using a STM tip. The inverse
rates are found to be well above 1 ps for all transitions in the
range of bias potentials depicted here due to the weak cou-
pling efficiency with the STM tip (w; = 0.02). Since the re-
laxation lifetimes at zero bias are much shorter (around 500
fs for the reported transitions), it also implies that any tran-
sient excited population would relax back at a faster rate than
it could be excited, leading to poor transfer yields. This effect
will also be exacerbated by including all other possible dissi-
pation channels that have been made accessible by our treat-
ment of anharmonic coupling and the position-dependence of
the non-adiabatic couplings, Eq. (4). An example of such ef-
fect is given in Table I. The first excited state along Z located
in the hcp minimum is seen to decay at a similar rate to both
the fcc and hep ground states. Intermode conversion is also
observed at even lower energy, where the first excited state
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along Z located in the fcc (global) minimum relaxes within
1.4 ps to the parallel mode state — a mere factor of 3 slower
than the dominant relaxation channel.

C. Dissipative dynamics

Since both mechanisms in the transition rates expression
(10) are incoherent mechanisms, the STM-induced dynam-
ics can be described by the Pauli master equation. The time-
evolution of the population P, () of a given vibrational state
[n) = |v;, vp; 7) obeys

dP, (1)
T = ;(Fj_mpj(t)_rnejpn(t)) (12)

Note that the equation is valid in the Markovian limit, which
means that the metallic environment reacts instantaneously to
any change in the adsorbate dynamics and it has no mem-
ory of its interaction with the system. Contrary to other
approaches invoking the local harmonic approximation, the
rates of all transfer channels T'; _, , are considered here. For
the dynamics, the lowest-lying 821 states at energy below
~10000 hc/cm are included. Although a clear progression
along the perpendicular and parallel coordinates can be iden-
tified for the first few excited states, this simple picture falls
quickly apart with increasing energy. This is due to the low
diffusion barrier (~1250 hc/cm) and small energy difference
between the fcc and hep sites (~325 hc/cm), which induce
strong mixing of the lateral modes.

To probe the dynamics, three different initial conditions
are chosen: the fcc ground state |0, O; f), the subsurface oc-
tahedral site |0, O; s), and the bulk octahedral site |0, O; b).
Varying the bias voltage of the STM tip will affect the pop-
ulation transfer from the initial state to the other metastable
sites. The above-threshold atom transfer is depicted schemat-
ically in Figure 4 for the coordinate perpendicular to the
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FIG. 4. One-dimensional schematic representation of the above-threshold
excitation mechanism using a scanning tunneling microscope along the coor-
dinate perpendicular to the surface. The system is initially prepared in either
the fcc ground state (orange), the subsurface octahedral site (blue), or the
bulk octahedral site (black). Non-adiabatic effects induced by the STM tip
couple the initial states to delocalized states (horizontal dashed black lines)
above the diffusion barriers, represented by cyan arrows. Upon relaxation,
the system decays to either one of the three local minima (dashed arrows).
The vertical dashed grey line denotes the position of the first surface layer.
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FIG. 5. Population evolution of the fcc (orange), hep (dashed green), subsurface (blue), and bulk (black) ground states for different initial states at potential
bias U = 0.2 V (left panels) and U = 1.0 V (right panels). (Top panels) Population decay from the fcc ground state. (Central panels) Population decay from the
subsurface octahedral site. (Bottom panels) Population decay from the bulk octahedral site.

surface. After turning on the STM, the zeroth-order states be-
come connected by the perturbation and reach a quasi sta-
tionary state, which is a subtle interplay between upward and
downward rates of all dissipative channels connected pairwise
by detailed balance. After switching off the STM, the system
is allowed to relax (dashed arrow) and can reach a config-
uration that is far from the thermal equilibrium, depending
on the degree of delocalization inside and outside the surface
of the intermediate states reached upon excitation. By vary-
ing the potential bias of the STM tip, the dynamics could, in
principle, be steered towards desired reaction products. Note
that tunneling is included explicitly in the model by using the
delocalized bound states as a basis for the dynamics and by
explicitly considering the position-dependence and the anhar-
monicity in the determination of the non-adiabatic coupling
rates.

Figure 5 shows the population evolution of the fcc, hep,
octahedral subsurface, and octahedral bulk sites for different
initial configurations. The population dynamics for a potential
bias of U = 0.2 V (left panels) and U = 1.0 V (right panels)
is shown for an excitation time of 1 ns. Starting with system
in its global ground state (top panels), the system is found to
equilibrate very rapidly at both potential biases. Most of the
population is found in either the fcc or in the hep ground states
at the end of the simulation, with only small residual excita-
tion in the subsurface and the bulk. This can be explained by
the small barrier to lateral diffusion (~1250 hc/cm) compared
to the barrier to the subsurface (~4600 hc/cm). Hence, the
population remains trapped at the surface. The potential bias
mostly affects the ratio of the hcp to fcc population at the end
of propagation and the timescale required to reach a quasi-
stationary evolution of the populations. As could be expected,
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this effect is even more pronounced for a system initially pre-
pared in the subsurface (central panels) and in the bulk (bot-
tom panels). In the former, the system does not reach a quasi-
stationary state at lower bias. This can be rationalized using
Eq. (8), where the prefactor |eU|/fiw;; can be understood as an
enhancement factor for the non-adiabatic couplings. At po-
tential bias U = 0.2 V, the energy injected by the STM is |eU|
= 1613 hc/cm, which is about the classical barrier to resurfac-
ing (~1600 hc/cm from the subsurface minimal geometry).
In this case, tunneling dominates the dynamics. For the larger
potential bias U = 1.0 V, the injected energy is much above
the barrier and above-threshold diffusion dominates. Accord-
ingly, the populations reaches a quasi-stationary state much
more rapidly (see central right panel of Figure 5).

Interestingly, most of the population is found in the fcc
and hep ground states at the end of the simulations. This is due
to the fact that the STM-induced transitions couple all states
reversibly and, hence, the system will evolve towards a quasi-
thermal equilibrium. Assuming a Boltzmann distribution of
the populations in a two-state model, the latter can be char-
acterized by an effective temperature of about Ty = 443 K
for U= 0.2 Vand T,y = 741 K for U = 1.0 V. These temper-
atures describe a situation far from equilibrium, even after the
perturbation is switched off and the system is allowed to cool
down. A similar conclusion can be drawn for excitations from
the bulk, where the population ratio of the hcp to fcc ground
states reach the same effective temperatures, but the dynamics
happens on a longer timescale because of the higher bulk-to-
subsurface diffusion barrier (~2650 hc/cm).

Sykes and co-workers® have shown experimentally that
it is possible to manipulate hydrogen atoms below a palla-
dium surface by using a STM to create islands of subsurface
hydrogen atoms. These are identified as protuberances on the
flat surface due to the relaxation of the first layer of palla-
dium atoms when the subsurface sites are occupied. The pro-
posed mechanism is that bulk hydrogen diffuse to the subsur-
face to create these islands. From the simulations presented
here, it is clear that the experiment cannot be explained by the
pseudo-thermal diffusion of bulk hydrogen to the subsurface
due to non-adiabatic coupling. This is in contradiction with
the claims by Blanco-Rey et al.’* Note that the distortion of
the barrier heights due to the applied bias is not included in
their model. One could argue that the relaxation of the palla-
dium lattice is neglected in the present model. It was shown
by Kasai and co-workers that this reduces both the bulk-to-
subsurface and the resurfacing barriers.®® As such, this would
only favor the resurfacing of bulk hydrogen at the expense of
the subsurface population.

Figure 6 shows the population depletion of the three dif-
ferent initial states (orange, blue, and black, respectively)
for a bias voltage of U = 1 V. On the logarithmic scale,
two timescales can be clearly identified during the excita-
tion dynamics. The first population drop happens in the sub-
picosecond regime and appears to be independent of the initial
state. We can rationalize this feature as a response of the sys-
tem to the STM current, where all states becomes coupled and
quickly reach a quasi-equilibrium. At longer times, the popu-
lation is seen to leak from the initial state towards other sites.
Physically, this longer timescale corresponds to the transfer
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FIG. 6. STM-induced population decay for a fcc (orange), subsurface (blue),
and bulk (black) initial states at potential bias Upjqs = 1 V. The initial re-
sponse of the system to the perturbation happens on a similar timescale in all
three cases. A second decay mechanism depending on the initial state can be
observed at longer times.

time of the atomic impurity from its initial site. This is the
timescale that should be compared to the one reported in ex-
periments. A good estimate is only available for xenon on
nickel,*! where it ranges from 100 us to about 1 s for potential
bias below 1 V. For the two higher initial states (subsurface,
blue; bulk, black), the population is quantitatively transferred
by the STM perturbation at times longer than 100 ps and 1 ns,
respectively. These timescales should be taken carefully be-
cause of the uncertainty associated with the determination of
the scaling constant wy, which might change the exact value
of the potential bias used in the simulation.

The population decays can be fitted to a double exponen-
tial function of the form

P(t)=14+C(e™/" = 1)+ Ci(e™/" = 1). (13)

Here, C, and C, are interpreted as a response and a transfer ef-
ficiency, respectively, with associated rates 1/t, and 1/7,. The
top, central, and bottom panels of Table II show the parame-
ters for a system initially prepared in the fcc, subsurface oc-
tahedral, or bulk octahedral site, respectively. Response times
of about 0.5 ps for all three initial conditions are consistent
with the state-resolved lifetimes reported in Sec. III A. This
is the time needed by the system to react to the perturbation
of its equilibrium state via creation of short-lived electron-
hole pairs. In the simulation, the perturbation is switched on
abruptly, whereas it would build up very slowly in an STM
experiment. A lengthy discussion of the response time thus
appears somewhat artificial, but the chosen excitation proce-
dure allows to optimally decouple the system response from
the transfer time, which is the physically meaningful quantity.

As expected, the transfer times correlate well with the
diffusion barrier of the initial site. Transfer times from the
subsurface and bulk sites vary strongly from 683 to 11 ps and
from 36.4 ns to 206 ps, respectively. These are well below
the experimental upper bound of minutes for the H/Pd(111)°
and the transfer times for similar systems (e.g., ~100 us at
1 V for Xe/Ni*!). The energy given by the STM at U = 0.2
V (leU| = 1613 hc/cm) is small in comparison to the acti-
vation barriers (~1600 and ~2650 hc/cm, respectively) and
tunneling is the dominating mechanism. At higher voltages
where above-threshold transfer dominates, the transfer times
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TABLE II. Parameters for the population decay of various initial states in-
duced by excitation using a scanning tunneling microscope, as a function of
the applied potential bias. The response 7, and transfer times 7, obtained
from fitting Eq. (13) are reported along with the amplitude of each mecha-
nism. The last column reports the population of the state after a 1 ns excitation
time followed by a 5 ps equilibration time. (Top part) Population decay from
the fcc ground state. (Central part) Population decay from the subsurface oc-
tahedral site. (Bottom part) Population decay from the bulk octahedral site.

Ubias Tr (PS) Cy Tt (PS) o Piys
0.2 0.435 0.110 8.91 0.271 0.715
0.4 0.391 0.186 3.83 0.303 0.679
0.6 0.347 0.237 2.31 0.330 0.657
0.8 0.308 0.269 1.61 0.359 0.641
1.0 0.271 0.286 1.22 0.391 0.629
0.2 0.436 0.140 683 0.854 0.232
0.4 0.398 0.247 115 0.752 0.001
0.6 0.361 0.328 39.4 0.671 0.002
0.8 0.326 0.389 19.0 0.609 0.003
1.0 0.296 0.435 11.0 0.563 0.004
0.2 0.397 0.140 36400 0.820 0.974
04 0.371 0.253 5300 0.744 0.829
0.6 0.349 0.346 1340 0.653 0.476
0.8 0.328 0.423 471 0.576 0.121
1.0 0.308 0.487 206 0.513 0.009

diminish significantly but the transition between both regimes
appears to be smooth.

Following a relaxation period of 5 ps at 0 K, the popu-
lation dynamics in the different wells have all reached quasi-
stationary states. The initial state population at the end of the
cooling cycle is reported in the last column of Table II. Al-
though the temperature is set to zero in all simulations, the
system is found far from equilibrium after the equilibration
period. This is because part of the molecules have been trans-
ferred irreversibly from their initial state. The remaining pop-
ulation in the initial well at the end of the cooling cycle should
reach about Py,; >~ 1 — C;. This rule of thumb is in fair agree-
ment with the results for excitations starting from the fcc cen-
ter. For the subsurface excitation, this seems only to hold for
the lowest bias voltage. At U = 0.4 eV, the excitation energy
is large enough to overcome the diffusion barrier and the pop-
ulation transfers almost quantitatively from the initial site to
both the fcc and hcp sites. The reason is that, once the bar-
rier is overcome, the atomic impurity can delocalize above all
available minima, as depicted schematically in Figure 4. As
the temperature decreases, the system will then relaxes to the
most stable sites more rapidly, and the estimate of the transfer
efficiency provided by C; is lost.

The response and transfer rates, defined as the inverse of
the associated times, are depicted, respectively, in the bottom
and top panels of Figure 7 as a function of the applied poten-
tial bias. From the bottom panel, the response rates from the
bulk (black), the subsurface (blue), and fcc (orange) initial
states emerge as almost linear in all cases, pointing out at a
system-dependent response property. Since the exact rise and
fall of the STM excitation are not included properly in the
present model, the response time will not be discussed fur-
ther. It was observed experimentally that STM-induced atom
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FIG. 7. Response (bottom panel) and transfer rates (top panel) obtained from
Eq. (13) for the population decay from a fcc (orange), subsurface (blue), and
bulk (black) initial state, as a function of the applied bias potential. The re-
sponse and transfer rates were fitted to Eq. (14).

transfers follow a power law:*!
Ve U (14)

In the limit of a 1D truncated harmonic potential, the ex-
ponent n for the transfer rates y, can be interpreted as the
number of levels below the barrier.’? Using this formula to fit
the curves in Figure 7, one finds y, x U'?%, y, o« U**°, and
y: o< U7 for systems prepared initially in the fcc, subsur-
face, and bulk sites, respectively. The exponents suggest that
about one bound state is localized in the fcc well, whereas
about 2.5 would be involved in the transition from the sub-
surface octahedral site and almost 4 states from the bulk oc-
tahedral site. Again, these findings are consistent with the
associated barrier heights. For example, in the bulk site,
4 vibrational quanta along the Z-mode (633 hc/cm) bring the
hydrogen close to the top of the classical diffusion barrier
(2532 hc/em vs ~2650 hc/cm).

IV. CONCLUSION

In conclusion, a general model was developed for treat-
ing non-adiabatic effects beyond the local harmonic approxi-
mation. The derivation based on a source-bridge-sink inelas-
tic electron transfer appears to capture the physics of both
energy relaxation and STM-induced transitions equally well.
Imposing explicitly the appropriate relations between upward
and downward rates in both cases allows to circumvent the
limitation of the product ansatz for the vibronic wave func-
tions, while introducing the position dependence of the non-
adiabatic couplings in the rate expressions. The relaxation
rates are found to depend on the local electron density sur-
rounding the bridge times the gradient along a given vibra-
tional mode. The STM excitations are found to be directly
proportional to the relaxation rates, multiplied by an energy
transfer factor of the form |eU|/#iw, which grows linearly with
the potential bias. The efficiency of the STM-induced tran-
sitions depends also linearly on a prefactor, w,, which can
be related to the partial widths of the density of states of the
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source and the sink projected on the bridge state. Since these
quantities are not well defined, the prefactor should be used
as a scaling factor in any realistic simulation and adjusted to
reliable experiments.

The model was applied to study the dynamics of a hydro-
gen impurity at a palladium(111) surface. In all stable adsorp-
tion and absorption sites, lifetimes on the order of ~500 fs
were found for the first excited states along the modes par-
allel and perpendicular to the surface. Proper treatment of
vibrational anharmonicity and approximate inclusion of the
position-dependence of the non-adiabatic couplings also al-
lowed for electron-mediated intermode coupling and trans-
fer between different sites. For the system at hand, an esti-
mate of the STM-transition efficiency, wy; =~ 0.02, could be
obtained from periodic density functional calculations. Exci-
tation times on the order of the 1-100 ps were determined for
both modes perpendicular and parallel to the surface on the
potential bias range U = [0, 1] V. The lifetime of the latter
mode was found to be almost independent of the initial site,
whereas the perpendicular mode had a larger spread at dif-
ferent sites that correlate well with the associated diffusion
barriers.

The incoherent population dynamics of the system driven
by an STM tip was studied using a Pauli master equation.
For the system prepared initially in the fcc, subsurface, or
bulk sites, the system was found to reach a quasi-equilibrium
state at a rate that depends on the potential bias and the diffu-
sion barriers. In all cases, the population was found to decay
outside the surface at longer times, consistent with a quasi-
thermal behavior for the system under the STM perturbation.
This is in apparent contradiction with the hypothesis that sub-
surface hydrogen atoms can be brought selectively from the
bulk to subsurface using a STM. If this is the case, the mecha-
nism does not appear to originate from the non-adiabatic cou-
plings at the palladium surface.

The time evolution of the population of different initial
states reveals two timescales for the population loss due to
non-adiabatic couplings. A response time on the order of the
system lifetimes (~500 fs) is found to be dependent about
linearly on the potential bias and independent of the initial
state pointing out at a system dependent property. The other
timescale is much longer (from ~8 ps to ~36 ns at low volt-
age, depending on the initial site) and contains the informa-
tion about the transfer rate induced by STM. This is below
the upper limit imposed by experiment. The voltage depen-
dence of the transfer rates is found to obey a power law of
the form y, o U", conform to experimental findings on sim-
ilar systems. From the fits, the simple interpretation of the
exponent n as the number of bound states below the diffusion
barrier in a truncated harmonic potential appears to hold.

The transparent derivation of the non-adiabatic coupling
rate expressions presented in the Appendix allows to identify
elements that could be improved in future work. In particu-
lar, the variation of the projected density of states around the
Fermi energy should be included. Further, the asymmetry in
the STM-induced transitions with respect to the sign of the
potential bias could be added using a potential term. Finally,
because of the dynamics happen on a long timescales, lattice
relaxation should be treated either by recomputing the poten-
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tial energy surface or by inclusion of vibration-phonon cou-
pling in the rate expression.
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APPENDIX: POSITION-DEPENDENT ANHARMONIC
NON-ADIABATIC TRANSITION RATE

1. General considerations

The full Hamiltonian of the system can be written as a
sum of electronic H, and vibrational H, contributions,
ﬁzﬂe®iu+ie®ﬂv+ﬂeus (Al)

where the last term represents the electron-vibration coupling.
The coupling between metal electrons and an adsorbate vi-
brations induces electronic transitions and is mediated by the
kinetic energy operator of the nuclei. For a given mode ¢ as-

sociated with a mass m,, we define the coupling Hamiltonian
as

N —#? 32
= ——. A2
o 0 (A2)
The transition rates are given in first-order perturbation theory
by

2 N
M, = 25 D e 1B i) Fy(Ep(L = fulEL)
ap

x 8(Ey — Eg — fhw;j), (A3)
where wj; is the transition frequency between vibrational
states |i) and |), and f,, g are Fermi distributions for the ini-
tial and final electronic states. The delta-function ensures en-
ergy conservation. Factorizing the vibronic wave functions,
lee, j) = |e)|j), expanding the operator in the basis, and ne-
glecting second-order terms of the form (oz|aa—;2 |B), we get

= 2:1?3 ] Ul 18) 1) TED (1~ Fu(EL)
x 8(Eq — Ep — hooi)). (Ad)
It is known that
wtLipy = (P (A5
9" = &~ Eo

where E, (Ep) is the energy of electronic state |&) (|8)). By
energy conservation, the electronic energy difference is equal
to the transition frequency (Eg — E,) = #iw;;. Substituting in
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Eq. (A4), we get

2
AL o TP AP
o) = 5 Jle —li
J m%(ufj 7 ad dq

X fp(Ep) (1 = fo(EQ)) 8(Eqy — Ep — fiw;j). (A6)

According to Gao, Persson, and Lundqvist,52 the non-

adiabatic couplings are dominated by a single resonance lo-
cated on the adsorbate, |a). The state |a) can be more gener-
ally interpreted as a bridge linking a source and a sink density
of states. Let us define the projectors,

P,+ O, =1,where P, =|a)(a|and O, = 1 — P,. (A7)
The electronic contribution can be written as
aﬁ
(o ) = ) 1B8)
dq
(OtlQa P 1B) + (« |Qa Qa|,3)
(A8)

The projection on P, is thought to dominate the coupling and
the projection on Q, is neglected altogether. The electronic
contribution now reads

{a (A9)

9H,
)~ <a|a>(a|8—la><a|ﬂ>.
q

The electronic expectation value that appears in the equa-
tion could be simplified according to the Hellmann-Feynman

J. Chem. Phys. 138, 244106 (2013)
theorem as s;(ﬁ) (a | |a) in the case where |a) is an
eigenstate of H,. This must not be the case but we choose this
definition to simplify notation. The generalization is straight-
forward. After substitution in Eq. (A6), we find

re, ~ 2 Z‘ (e lala) a|ﬂ>—ll)
f/ lj aff
X fp(Ep) (1 = [l E)S(Ea — Ep = ).
(A10)

Let us now discuss the terms appearing in Eq. (A10):

. 8;(13) is the variation of the bridge state energy with re-
spect to the nuclear coordinates, which is a function of
the adsorbate position R at the surface. It is often stated
that this term is well approximated by the variation of
the adsorbate affinity level, embedded in a jellium of
variable density. From preliminary calculations, this
does not seem to be the case. It is thus preferable to
keep ¢/ as a scaling parameter to be defined later.

® (ala) is a source term depending on the shape of the
multi-electron wave function and the position R of the
bridge state.

® (a|B) is a sink term depending on the shape of the
multi-electron wave function and the position R of the
bridge state.

Now, let us introduce a complete continuous point-
wise representation for the nuclear coordinates, 1
= f dR |R )(R |, on the right of the electronic terms:

2

2
re ~= Z‘ (il{ela) (@l B)e (R)/dR IR,)(R, |—|z>
mg l] B
x fp(Ep) (1 = fu(Eo)) 8(Eq — Eg — fiw;))),
Te(Eg I p — hawij 2 ALD
2 h
re, ~— ‘de (IR @la(R) (a(R,)|B)el(R,)(R, |—|z>
mg u ap
x fp(Ep) (1 — fa(Eq)) 8(Eq — Eg — fiw;))).
Expanding the quadratic expression and rearranging the terms, we get
2 h > - - - . - 9
@~ T2 { / dRV<j|RU><a|a<Ru)><a(Rv>|ﬂ>e,:<Rv><Ru|—|i>}
mge;; op dq
O . - - .
X {/dRMiI@IRM>(ﬂIa(Ru)>(a(RM)IOé>8;(RM)<Ru|J'>}
X fp(Ep) (1 — fu(Ew)) 8(Eq — Ep — fiw;j)), (A1)

2mh
) i Zde /dR {J|R><,3|G(R Na(R,)IBYeL(R)(R, |—|z>}

q lJ af

9 - - - L
X {(il@IR,J<a|a(RM)><a(Ru)I0t)8;(R,L)<Ru|j)}

x fe(Ep) (1 = fa(Ea)) 8(Eq — Eg — fiw;;)).
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Neglecting the two-point correlation of the source, (/3|a(13,4))(a(ﬁv)|f3)—>((,B|a(1$v))(a(13,,)|ﬁ>), and sink terms,

(oz|a(1_év))(a(lz’u)|a) — ((ala(ﬁu)) (a(I_éM)la)), it is possible to separate both the summations over «, §, and the integrals
in Eq. (A12):

2t > o . R )
r'e ~ /dRU iR, R)){(R, CROR|——|i
=1 (J1R.) ;wa( WRaIB) | &R Rl 1)

I - R L
X {/dR;L<i|£|Rj) (Z (Otla(Ru)Ha(RM)IOé)) SL(RMRulj)}

X fp(Ep) (1 = fu(Eo))8(Eq — Ep — fiwy))) . (A13)

The separation yields an equation reminiscent of Bardeen theory and unique expressions are recovered for appropriate choices
for the density of states (see below).

The density of source and sink states at a given configuration Ev, R, are, respectively,

€p

> (Bla(R)(a(R,)IB) = / dEppy""““(Ep),
ﬂ —00
(A14)
= = 00 .
> (ala(R)) (a(R,)ler) = / dEqp}™ (Eq),
o ep—elU v
where U is a potential bias and € is the source Fermi energy. From Eq. (A13), we then get
(@) 2t D o/P o source (D = 9.
F,‘%j = 3 2 dR,(jIR)) dEﬂpE (Eﬂ)ga(Ru)<Rv|a_|l>
mgws; —oo ¢ q
I I . ..
x { [ dkutiig iR | dEap;g"k(Eae;(Ru><Ru|j>}
q ep—elU v
X fp(Ep) (1 = fa(Ea)) 8(Eq — Eg — fiw;))). (AL5)

Note that all electronic coordinates are now integrated out and consequently vanish from Eq. (A13). A change of variable,

€ = e — Ejp, allows to further resolve one of the energy integrals using the Dirac §-function and define the new integration
boundaries:

27h fiw;j+eU L N ] . -~ 9 )
r0, = 20 [T de] [ aR ko @ong<cer - ks
maw Jo v aq

I . .
X {/dRu(i|£|RM)8;(RM)P}T]((€F —€ +ha)ij)<Ru|j>}
X fpler — €)1 — fo(eF — € + hiw;j)). (A16)

The terms in parenthesis can be interpreted as a transfer of momentum between the electrons, &/, (Ry), and the nuclei, (ﬁk | % i),

averaged on the position of the nuclei, f d I_ék, and weighted by the nuclear wave function, (j |I$k), and the electronic projected
density of states, pj , at any given nuclear configuration. To avoid the non-local form of the non-adiabatic coupling expression
(A16), the equation is rewritten as

2k fw;j+eU R P
re ~ —/ de 1 (jlel (R)pX"" (e — €)—1i
i % g ), (Jleg(R)pF™ “(eF )3q|>

0 > .
X {(H@%(R)P;{"k(w —€+ hwij)U)} foler — )1 — fuler — € 4 fiay))). (A17)
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Provided the density of states is almost constant on the energy range of interest,’” the rate expression can be further simplified

as

@

2rh </ D\ ASource a . 0 !N ASink .
L = {(JISQ(R)pﬁ (GF)£|1>}{<1|£8(1(R)/0§ (eF)IJ)}

q~ij

ha)ij'H—’U
y / defs(er — €)1 — fuler — € + fiwn)).
0

(A18)

This is a general equation that can be applied to compute any relaxation rate due to non-adiabatic coupling. Specific modeling
for the density of states is required to get expressions for the relaxation rates and the STM-induced rates.

Since the choice of the source or sink densities of state at
a given position could be interchanged, the following identity
should hold

- 9 B -
<j|e;(R>pjg’”’“(eF>@|i><i|@8;<R>p;g"’<(ep>|j>

o 9 3 o
= <j|e;(R>p;g"k(ep)£|i><i|@s;(Rm;{“’“(eF)U)
(A19)

in Eq. (A18). This amounts to neglecting the commutator er-
ror for the operators ai and 5;(13),0 #(er). This approxima-
tion is strictly valid only if the last operator is independent
of the position, which is a direct consequence of the choice
of a factorizable form for the vibronic wave functions in
Eq. (A4). The commutator error will remain small provided
the electronic contribution to the non-adiabatic couplings is
small and varies smoothly with the adsorbate position. These
are also the conditions of validity for the perturbative treat-
ment of non-adiabatic couplings. By using the left-hand side
of Eq. (A19) to compute the rates in Eq. (A18) and enforc-
ing explicitly the proper relation between upward and down-
ward transition rates, we have a simple way of overcoming
the physical limitation imposed by the product ansatz for the
wave function in Eq. (A4) while avoiding the commutator
error.

2. Zero-bias relaxation

In the absence of an STM tip (i.e., U = 0), both source
and sink densities of states are equal to the projected den-
sity of states on the adsorbate bridge, p*™*(er) = p**“"*(eF)
= p(er), and Eq. (3) simplifies as

ehr(q) ~

i—j —

2 phaoj;
/ defglep —€)
0

(A20)

(jle,plep)—1i)
22 a
a%ij dq

x (1 = foler — € + hiw;j)).

The superscript ek is used to emphasize that the underlying
mechanism is the coupling of the vibrations to electron-hole
pairs of the metal substrate. The latter can serve both as a
source and a sink for the electrons. In the absence of an STM
tip, this is the only coupling mechanism considered in the
model. Following Gao and co-workers, the integral over the
Fermi functions is replaced by a Bose-Einstein distribution,

B(fiwum),

fw;j
/(; defpler — e)(1 — foler — € + fiw;)))

This is not necessary but renders the result more elegant while
enforcing detailed balance on the converse rate. The expres-
sion thus becomes

eh(q) 2]Th2 sl 0 . g
02~ ——|(jle,pler)—li)| (1 + B(hw;;)). (A22)
J m2w; aq
g

The main goal of this work is to find a physically sound ap-
proximation for the variation of the function ¢/ p(ep) as a
function of the adsorbate position, while still properly treat-
ing anharmonic effects by resolving the integral in Eq. (A22)
numerically.

To mimic the position-dependence of the non-adiabatic
couplings, let us now assume that the adsorbate is embedded
in a locally spherical jellium of density n, which depends on
the position and shape of the impurity. The Wigner-Seitz ra-
dius r of the local free electron gas depends on the electron
density of the environment at any given position. This approx-
imation should be valid in the limit of an infinitesimally small
volume V. The density of states in a three-dimensional free
electron gas of volume V = 4xr}/3 = N,/n at energy e
= hzkip /2m, and Fermi momentum ky = (37*n)'? is known

analytically,
313N, m, )
_ -2/3
pler) = ( prverenll L
where m, is the electron mass. This choice is consistent with

a point-wise representation for the local projected density of
states p(er). The rate expression (A22) then takes the form

7213 N2 2 g
D () e ) |G 1)
‘ b3 /3 hzmgwi‘,‘ n2/3 3q

In previous work,3%3% we demonstrated that, for an atomic im-
purity in a locally spherical electron gas, the electronic part of
the non-adiabatic coupling elements varies as n'’?. To recover
the same position-dependence, the derivative of the bridge
state energy with respect to the nuclear coordinate must fol-
low the electron density,

’

’ €a
E, =\ —
n

(A23)

2

(A24)

-n, (A25)
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where the scaling factor (S—;l')h«ef is a constant evaluated at a
reference position. The model thus simplifies to our previous
model with a different definition for the scaling constant:

ap@ Y7
t=J ..

Wi

1/3 N2,,,2
_ 723 N2m? q
33 him?2 n
Here, the energy-dependence of the transition rates due to
electron-hole pair coupling is taken into account explicitly
and found to be inversely proportional to the transition energy.

Upwards transition rates are obtained from the same matrix
elements as

2
(1 + B(fiw;j)); y'?

a
o173 9.
(jim 8q|l>

2
(A26)

ref

2

(@)
%
re ~72_ B(fiw;)),

(A27)

ad
173 9.
(jm aqll)

1
since 1 4+ B(fiw;;) = 1 4+ B( — #iw;;) = B(fiw;;). The rates obey
detailed balance.

The calculation of the bridge state energy shift ¢/, can
prove quite cumbersome. The main feature of the model is
that it proposes a systematic treatment of both the anhar-
monicity of the vibrations and the position-dependence of
non-adiabatic coupling for all states. The relation among the
state-resolved anharmonic rates should thus be valid up to a
scaling constant, which depends on the subtle balance of elec-
tronic effects in the metal-adsorbate system. In a practical im-
plementation of Egs. (A26) and (A27), it is preferable to de-
fine the scaling constant using a reference geometry that is
known to be strongly localized and harmonic, e.g., the global
minimum of the potential energy surface. The scaling con-
stant @ can then be obtained by comparison to the local
harmonic limit of Eq. (A26):

(ref,q)

@ _ 2R refq
Yy = T R

MgNer)

The reference embedding density, n.y, is defined as a locally
spherical free electron gas with the Wigner-Seitz radius 7, of
the free metal density evaluated at the reference position.

(A28)

3. STM-induced transition

At finite bias, the integral over the Fermi functions in
Eq. (A18) can be simplified as>>

hw,-j+eU
/ defpler — €)1 — foler — € +fiw;))) = |eU].
0
(A29)

This should be valid for |eU| > #iw;; leading to an error which
increases linearly. From Eq. (A18), it can be seen that the
rates scale quadratically with 1/w;;. The linear error should
thus not affect the results significantly. By changing the inte-
gration boundaries and the Fermi distributions in Eq. (A18)
to take into account the reverse process where the electrons
flow from the substrate to the tip (U < 0), Eq. (A29) is found
independent of the sign of the potential bias.

J. Chem. Phys. 138, 244106 (2013)

For the STM-to-metal transfer, the sink density of states
is replaced by that of a locally spherical jellium with a
parabolic dispersion, Eq. (A23), where the electron density
n is that of the metallic environment. As shown above, the
position-dependence of the bridge state energy shift is propor-
tional to the electron density, that is, the total electron density.
Since the substrate contribution to the total electron density is
much larger than that of the STM, the former can be used in
the equation. Note that the energetic position of the adsorbate
bridge state depends on the applied bias, &, — ¢,(U (I%)), but
this is neglected here:

@) 24'PNemeU|\ (e,
T\ aBmihor, n

. source 0 o\ /s 0 1/3)
x (jlnp (ep)—li)(il—m"/"|j). (A30)
dq dq

2

ref

To find the position-dependence of the source term for
the STM — bridge — metal transfer, the partial density of
states p*?"““(ep) is again replaced by a locally spherical jel-
lium density:

7T4/3h2 source* (A31)

The source electron density can be represented roughly using
an embedding atom model:

1/3
psource(éF) — <3 / Neme> n—2/3

A
Nyource & MEav = (1§ — Qup) + Y mu(1G — Q).
n=1
(A32)
Here, n,, is the electron density at position g due to substrate
atom p located at position Q u» and ny is the electron density
of a single tip atom (usually tungsten). The choice of spher-
ically symmetric jellium is consistent with the recent finding
that STM-induced transitions in the bulk are induced by s-
wave propagation of the electrons in the metal.>?
Recognizing that nyy — 0 everywhere but in close vicin-
ity of the tip, this implies that, to a good approximation, po-
tential contributions from other orbitals of the STM tip during
the injection process can be neglected. The electron density of
the tip is thus proportional to the electron density of the metal-
lic environment:

3 3
prourcee ) — 313N, m, a2~ 33Nem,\ wy
Zange ) Msource =\ " g ) 23
(A33)

The factor w, is a scaling factor proportional to the s-
projected density of states.

According to test calculations on the H/Pd(111) system,
the ratio of the s-projected density of states to the total density
of states at the Fermi energy remains almost constant for both
the free metal and in the presence of an atomic impurity. The
parameter w, can thus be considered constant, yielding the
following rate equation:

m U (7], . J .
"L w, (—h = ) | = i)
Wi wjj 3(]

where y@ is the same as for the relaxation rates, Eq. (4).

2
. (A34)
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